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#### Abstract

A method of improved efficiency is given for updating the mean and variance of weighted sampled data when an additional data value is included in the set. Evidence is presented that the method is stable and at least as accurate as the best existing updating method.
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## 1. Introduction

Given $n$ data values $X_{1}, X_{2}, \ldots, X_{n}$, and corresponding weights $W_{1}, W_{2}, \ldots, W_{n}$, the weighted mean $\bar{X}$ and variance $S^{2}$ are defined by
$\bar{X}=\left(\sum_{i=1}^{n} W_{i} X_{i}\right) / \sum_{i=1}^{n} W_{i}$
and
$S^{2}=\left(\sum_{i=1}^{n} W_{i}\left(X_{i}-\bar{X}\right)^{\prime 2}\right) /\left(\frac{n-1}{n} \sum_{i=1}^{n} W_{i}\right)$
It is frequently convenient to calculate these quantities by a method that, unlike direct implementation of the above definitions, requires only one pass through the set of data pairs ( $X_{i}, W_{i}$ ). Such a method is also useful where it is necessary to update (rather than recalculate $a b$ initio) the mean and variance after the data set has been extended to include another data pair. A stable updating algorithm was given by Hanson [4]. An algorithm requiring considerably fewer multiplicative operations

[^0]than Hanson's is given (WV2 in Table I), together with the results of numerical tests which indicate that this algorithm has numerical accuracy at least equal to that of Hanson's method. In a companion paper [1], Chan and Lewis give error bounds and the results of numerical tests for the unweighted versions of the present algorithm and several others; more extensive results, including theoretical and numerical comparisons between the unweighted forms of Hanson's algorithm and the present one, are to be found in their technical report [2].

## 2. Algorithms

The algorithms which were numerically compared are given in Table I both as mathematical formulae and as informal program schemata. In the interests of simplicity of presentation, the updating algorithms (WV2-WV4) are given in a form in which the variance itself is calculated only at the completion of processing, and two practical considerations associated with the use of negative weights have been omitted: precautions against division by zero, and keeping a tally of the effective number of data pairs, since a negative weight corresponds to removal of a pair from the set. The appropriate changes are easily made if required.

Algorithm WV1 is a direct implementation of the definition of $\bar{X}$ and $S^{2}$; WV2 is proposed here as a replacement for WV3, which is Hanson's algorithm, and WV4 is the generalization to weighted data of the algorithm often given in statistics textbooks. WV2 may be obtained from WV3 by using for the calculation of the mean a different (and more accurate) method involving subexpressions which also appear in the variance updating formula, and which hence need not be recalculated. Similar methods can be applied to weighted linear regression [7]. The unweighted form of WV2 was also derived by Welford [6].

## 3. Numerical Tests

Each algorithm in Table I was run on artificial data sets of various sizes in which $X_{i}$ and $W_{i}$ were chosen independently from a normal distribution of mean unity and standard deviation $\sigma$. Data sets were generated having different values of sample size $n$ and population standard deviation. The results, which are in each case averages over 20 different data sets with the same values of $\hat{X}, S$, and $n$, are shown in Tables II, III, and IV; $\kappa$ is the condition number defined by Lewis and Chan [1] for the corresponding problem with unit positive weights. Negative values for the number of correct leading digits have been replaced by zero.

Removal of a data value from the set is sometimes accomplished by including it again but with the negative of its former weight. This process is unstable in finite

[^1]Table I. Algorithms for Weighted Variance $S^{2}$.

| Algorithm | Mathematical | Computational |
| :---: | :---: | :---: |
| WV1 <br> Two-Pass Algorithm | $\begin{aligned} \bar{X} & =\frac{\sum_{i=1}^{n} W_{i} X_{i}}{\sum_{i=1}^{n} W_{i}} \\ S^{2}= & \frac{\sum_{i=1}^{n} W_{i}\left(X_{i}-\bar{X}\right)^{2}}{\frac{n-1}{n} \sum_{i=1}^{n} W_{i}} \end{aligned}$ | $\left.\begin{array}{l} \text { SUM } W=0 \\ \text { SUM } W X=0 \\ \text { For } i=1,2, \ldots, n \text { do } \\ \left\{\begin{array}{l} \text { SUM } W=\text { SUM } W+W_{i} \\ \text { SUM } W X=\text { SUM } W X+W_{i} * X_{i} \end{array}\right. \\ X \text { BAR }=\text { SUM } X / \text { SUM } W \end{array}\right\} \begin{aligned} & S 2=0 \\ & \text { For } i=1,2, \ldots, n \text { do } \\ & S 2=S 2+W_{i}^{*}\left(X_{i}-X B A R\right) * * 2 \\ & S 2=S 2 * \mathrm{n} /((n-1) * \text { SUM } W) \end{aligned}$ |
| WV2 <br> Proposed <br> Algorithm | $\begin{aligned} M_{1} & =X_{1} \\ M_{K} & =M_{K-1}+\frac{W_{K}}{\sum_{i=1}^{n} W_{i}}\left(X_{K}-M_{K-1}\right) \\ \bar{X} & =M_{n} \\ T_{1} & =0 \\ T_{K}= & T_{K-1}+\frac{W_{K}}{\sum_{K}}\left(X_{K}-M_{K-1}\right)\left(X_{K}-M_{K-1}\right) \sum_{i=1}^{K_{i}-1} W_{i} \\ & (K=2, \ldots, n) \\ S^{2} & =\frac{\frac{T_{n}}{n-1}}{n} \sum_{i=1}^{n} W_{i} \end{aligned}$ | $\begin{aligned} & \text { SUM } W=W_{1} \\ & M=X_{1} \\ & T=0 \\ & \text { For } i=2,3, \ldots, n \text { do } \quad \ldots \\ & \qquad \begin{array}{l} Q=X_{i}-M \\ \text { TEMP }=\mathrm{SUM}+W_{i} \\ R=Q * W_{i} / \mathrm{TEMP} \\ M=M+R \\ T=T+R * S U M W * Q \\ \text { SUMW }=\text { TEMP } \end{array} \\ & X \mathrm{BAR}=M \\ & S 2=T * n /((n-1) * \text { SUMW }) \end{aligned}$ |
| WV3 <br> Hanson's Algorithm | $\begin{aligned} M_{1} & =X_{1} \\ M_{K} & =\frac{M_{K-1}^{K} \sum_{i=1}^{K-1} W_{i}+W_{K} * X_{K}}{\sum_{i=1}^{K} W_{i}} \\ \bar{X} & \left.=M_{n}=2, \ldots, n\right) \\ T_{1} & =0 \\ T_{K} & =T_{K-1}+\frac{W_{K} \sum_{i=1}^{K-1} W_{i}}{\sum_{i=1}^{K} W_{i}}\left(M_{K-1}-X_{K}\right)^{2} \\ S^{2} & =\frac{(K=2, \ldots, n)}{\frac{T_{n}}{n} \sum_{i=1}^{n} W_{i}} \end{aligned}$ | $\begin{aligned} & \text { SUM } W=W_{1} \\ & M=X_{1} \\ & T=0 \\ & \text { For } i=2,3, \ldots, n \text { do } \\ & \qquad\left(\begin{array}{l} \text { TEMP }=W_{i} * S U M W \\ M=M^{*}\left(X_{i}-M\right) * \text { SUM } W+W_{i} * X_{i} \\ \text { SUM } W=\text { SUM } W+W_{i} \\ M=M / \text { SUM } W \\ T=T+\text { TEMP/SUMW } \end{array}\right. \\ & X \text { BAR }=M \\ & S 2=T * n /((n-1) * \text { SUMW }) \end{aligned}$ |
| WV4 <br> Textbook Algorithm | $\begin{aligned} & \bar{X}=\frac{\sum_{i=1}^{n} W_{i} X_{i}}{\sum_{i=1}^{n} W_{i}} \\ & S^{2}=\frac{\sum_{i=1}^{n} W_{i} X_{i}^{2}-\frac{\left(\sum_{i=1}^{n} W_{i} X_{i}\right)^{2}}{\sum_{i=1}^{n} W_{i}}}{\frac{n-1}{n} \sum_{i=1}^{n} W_{i}} \end{aligned}$ | $\begin{aligned} & \text { SUM } W=0 \\ & \text { SUM } W X=0 \\ & \text { SUM } W X 2=0 \\ & \text { For } i=1,2, \ldots, n \text { do } \\ & \left\{\begin{array}{l} \text { SUM } W=\text { SUM } W+W_{i} \\ \text { TEMP }=W_{i} * X_{i} \\ \text { SUM } W X=\text { SUM } W X+\text { TEMP } \\ \text { SUM } W 2=\text { SUM } W X 2+\text { TEMP } * X_{i} \end{array}\right. \\ & X \text { BAR }=\text { SUM } W X / \text { SUM } W \\ & S 2=(\text { SUM } W X 2-\text { SUM } W * X B A R * * 2) * n / \\ & ((n-1) * \text { SUM } W) \end{aligned}$ |

precision arithmetic, but it has considerable practical utility, and tests were therefore run to compare the extent of the instability for different algorithms. Data sets were generated as before, except that for a sample of size
$n$, data pairs $\frac{n}{2}+2$ through $n$ were used to remove data pairs 2 through $\frac{n}{2}$ respectively. This is a very severe test for any algorithm. The results are shown in Tables V, VI, and VII.

Table II. Number of correct leading digits in $S^{2}$ for $n=10$ when calculated by each algorithm.

|  | WV1 | WV2 | WV3 | WV4 | Condition <br> number <br> $\kappa$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\sigma$ | 8.0 | 7.9 | 8.0 | 7.6 | 1.6 |
| 1.0 | 8.1 | 7.8 | 7.3 | 5.8 | $1.2 \times 10^{1}$ |
| $10^{-1}$ | 8.1 | 6.6 | 6.5 | 3.6 | $1.2 \times 10^{2}$ |
| $10^{-2}$ | 5.6 | 5.5 | 1.8 | $1.1 \times 10^{3}$ |  |
| $10^{-3}$ | 8.1 | 4.7 | 4.3 | 0.0 | $1.2 \times 10^{4}$ |
| $10^{-4}$ | 7.8 | 4.7 |  |  |  |

Table III. Number of correct leading digits in $S^{2}$ for $n=100$ when calculated by each algorithm.

| $\sigma$ | WV1 | WV2 | WV3 | WV4 | Condition <br> number <br> $\kappa$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1.0 | 7.6 | 7.7 | 7.7 | 7.4 | 1.4 |
| $10^{-1}$ | 7.6 | 7.5 | 7.4 | 5.4 | $1.0 \times 10^{1}$ |
| $10^{-2}$ | 7.7 | 6.6 | 6.5 | 3.5 | $1.0 \times 10^{2}$ |
| $10^{-3}$ | 7.8 | 5.8 | 5.5 | 1.4 | $1.0 \times 10^{3}$ |
| $10^{-4}$ | 7.1 | 4.8 | 4.6 | 0.0 | $1.0 \times 10^{4}$ |

Table IV. Number of correct leading digits in $S^{2}$ for $n=1000$ when calculated by each algorithm.

| $\sigma$ | WV1 | WV2 | WV3 | WV4 | Condition <br> number <br> $\kappa$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1.0 | 7.1 | 7.2 | 7.1 | 6.9 | 1.4 |
| $10^{-1}$ | 7.3 | 7.1 | 7.0 | 5.0 | $1.0 \times 10^{1}$ |
| $10^{-2}$ | 7.2 | 6.7 | 6.5 | 3.1 | $1.0 \times 10^{2}$ |
| $10^{-3}$ | 7.3 | 5.7 | 5.5 | 0.9 | $1.0 \times 10^{3}$ |
| $10^{-4}$ | 6.2 | 4.6 | 4.5 | 0.0 | $1.0 \times 10^{4}$ |

Results for the accuracy in computing $\bar{X}$ are not given here since the differences between the algorithms were small in this case (less than 0.5 digit), and on difficult problems all algorithms gave better accuracy in $\bar{X}$ than any algorithm gave for $S$. The results in Tables II through VII were obtained on a DEC System 10 (27-bit mantissa). The same tests, with the same random numbers, were run on an Amdahl 470V/6 (6-hex-digit mantissa), with qualitatively similar results. The overall precision was about 2.5D lower, and the differences between algorithms were slightly greater on the Amdahl. The DEC-10 results are reproduced here because they cover a greater range of $\kappa$ before all significance is lost.

## 4. Discussion and Conclusions

For the usual case of positive weights, the dependence of the error on $n$ is weak for all the algorithms (both computers employed use guarded arithmetic-see [1,2] for the expected behavior on machines which use unguarded arithmetic), and the dependence on $\kappa$ is con-

Table V. Number of correct leading digits in $S^{2}$ for $n=10$, with data removal, when calculated by each algorithm.

| $\sigma$ | WV1 | WV2 | WV3 | WV4 | Condition <br> number <br> $\kappa$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1.0 | 6.1 | 5.9 | 5.8 | 5.8 | 1.8 |
| $10^{-1}$ | 5.8 | 4.9 | 4.7 | 3.5 | $1.2 \times 10^{1}$ |
| $10^{-2}$ | 6.5 | 4.8 | 4.4 | 2.2 | $1.2 \times 10^{2}$ |
| $10^{-3}$ | 5.1 | 1.9 | 1.7 | 0.0 | $1.1 \times 10^{3}$ |

Table VI. Number of correct leading digits in $S^{2}$ for $n=100$, with data removal, when calculated by each algorithm.

| $\sigma$ | WV1 | WV2 | WV3 | WV4 | Condition <br> number <br> $\kappa$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1.0 | 2.7 | 3.3 | 2.3 | 1.9 | 1.4 |
| $10^{-1}$ | 4.4 | 3.3 | 3.2 | 1.9 | $1.0 \times 10^{1}$ |
| $10^{-2}$ | 4.7 | 2.6 | 2.6 | 0.6 | $1.0 \times 10^{2}$ |
| $10^{-3}$ | 2.5 | 0.1 | 0.0 | 0.0 | $1.0 \times 10^{4}$ |

Table VII. Number of correct leading digits in $S^{2}$ for $n=1000$, with data removal, when calculated by each algorithm.

| $\boldsymbol{\sigma}$ | WV1 | WV2 | WV3 | WV4 | Condition <br> number <br> $\kappa$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1.0 | 3.2 | 3.1 | 2.9 | 2.6 | 1.4 |
| $10^{-1}$ | 3.8 | 3.0 | 2.6 | 1.2 | $1.0 \times 10^{1}$ |
| $10^{-2}$ | 2.8 | 0.1 | 0.1 | 0.0 | $1.0 \times 10^{2}$ |

stant for WV1, linear for WV2 and WV3, and quadratic for WV4. These results parallel those for the corresponding unweighted algorithms [1, 2]. For negative weights, the results are more variable, but the relative behavior of the algorithms is similar to that for positive weights.

Execution time is usually dominated by the number of multiplications and divisions, and in this case the efficiency ranking of the algorithms is clear: WV4 leads with only 2 multiplications per data pair, followed by WV1 which has 3, WV2 with 4, and WV3 with 7. The numerical tests, however, show WV4 to be seriously unstable. The next most efficient algorithm, WV1, is highly stable and should always be used when two passes over the data are acceptable. When updating is required, the choice is therefore between WV3 (Hanson's algorithm) and WV2 (the new algorithm proposed here).

The forward error analyses of WV3 and WV2 are virtually identical, although a formal backward error analysis (i.e. an expression for error bounds in terms of equivalent perturbations in the data) exists for WV3 but apparently not for WV2 [5]. The numerical tests show that WV2 is slightly more accurate than WV3, and
that accordingly the new algorithm WV2 is to be preferred to WV3 when an updating method is required, because of its considerably greater efficiency.
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