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Fig. 1. We propose the first unsupervised spectral shape matching approach that is robust across a broad range of challenging settings: shape
matching without initial alignment due to the intrinsic formulation, shape matching of non-isometric shape pairs, shape matching with topological noise,

shape matching with anisotropic meshing, and partial shape matching.

We propose a novel learning-based approach for robust 3D shape matching.
Our method builds upon deep functional maps and can be trained in a fully
unsupervised manner. Previous deep functional map methods mainly focus
on predicting optimised functional maps alone, and then rely on off-the-shelf
post-processing to obtain accurate point-wise maps during inference. How-
ever, this two-stage procedure for obtaining point-wise maps often yields
sub-optimal performance. In contrast, building upon recent insights about
the relation between functional maps and point-wise maps, we propose a
novel unsupervised loss to couple the functional maps and point-wise maps,
and thereby directly obtain point-wise maps without any post-processing.
Our approach obtains accurate correspondences not only for near-isometric
shapes, but also for more challenging non-isometric shapes and partial
shapes, as well as shapes with different discretisation or topological noise. Us-
ing a total of nine diverse datasets, we extensively evaluate the performance
and demonstrate that our method substantially outperforms previous state-
of-the-art methods, even compared to recent supervised methods. Our code
is available at https://github.com/dongliangcao/Unsupervised-Learning- of-
Robust-Spectral-Shape-Matching.
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1 INTRODUCTION

Shape matching is a long-standing problem in computer graphics
and shape analysis with a diverse range of applications, including
texture transfer [Dinh et al. 2005], deformation transfer [Sumner
and Popovi¢ 2004], and parametric model construction [Egger et al.
2020; Loper et al. 2015]. Even though shape matching has been
studied for decades [Tam et al. 2012; Van Kaick et al. 2011], finding
correspondences between non-rigidly deformed shapes still remains
highly challenging, especially in the presence of large non-isometric
deformation, partiality, or topological inconsistency.

With recent developments in deep learning, numerous learning-
based approaches were proposed for non-rigid 3D shape matching,
including both supervised [Donati et al. 2020; Groueix et al. 2018;
Litany et al. 2017a; Trappolini et al. 2021; Wiersma et al. 2020] and
unsupervised methods [Eisenberger et al. 2020b; Halimi et al. 2019;
Roufosse et al. 2019; Sharma and Ovsjanikov 2020]. While most
of them mainly focus on near-isometric shape matching (such as
the recent unsupervised work by Eisenberger et al. [2020b] which
demonstrated near-perfect performance), only few works explic-
itly consider more challenging scenarios, such as non-isometric
shape matching [Donati et al. 2022a; Li et al. 2022] and partial shape
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Table 1. Method comparison. Our method is the first unsupervised learn-
ing approach that operates in the intrinsic/spectral domain and achieves
accurate matching performance for both non-isometric and partial shapes.

Methods Unsup. Fully intrinsic  Non-iso.  Part.
[Litany et al. 2017a] X v X X
[Groueix et al. 2018] X X X X
[Halimi et al. 2019] v v X X
[Roufosse et al. 2019] v v X X
[Wiersma et al. 2020] X X X X
[Li et al. 2020] X X X X
[Donati et al. 2020] X 4 X X
[Eisenberger et al. 2020b] v X v X
[Attaiki et al. 2021] X v X v
[Eisenberger et al. 2021] v X v X
[Trappolini et al. 2021] X X X X
[Cao and Bernard 2022] v v X v
[Donati et al. 2022a] v v 4 X
[Li et al. 2022] v v v X
Ours v v v v

matching [Attaiki et al. 2021; Cao and Bernard 2022]. For such set-
tings, the performance gap between the state-of-the-art supervised
methods [Attaiki et al. 2021; Donati et al. 2020] and unsupervised
methods [Cao and Bernard 2022; Li et al. 2022] is still large, while
supervised methods at the same time suffer from overfitting.

In this work we propose an unsupervised learning framework
to address these shortcomings. Our universal framework can be
applied to a broad range of shape matching settings, including near-
isometric shapes and more challenging non-isometric shapes, as
well as partial shapes. Our method builds upon the powerful func-
tional map framework [Ovsjanikov et al. 2012] integrated into a
deep neural network [Litany et al. 2017a]. While previous unsu-
pervised deep functional map approaches (e.g. [Halimi et al. 2019;
Roufosse et al. 2019]) only regularise the functional map alone and
ignore relations between the functional map and the underlying
point-wise maps, we propose to explicitly exploit this relation dur-
ing neural network training. Specifically, inspired by the recent
axiomatic (i.e. non-learning-based) method by Ren et al. [2021], we
introduce a novel differentiable unsupervised coupling loss, which
accounts for the functional map being associated to a point-wise
map. Furthermore, we propose a test-time adaptation strategy to
simultaneously optimise the functional map and the corresponding
point-wise map to further improve the matching performance. Over-
all, we demonstrate that this substantially improves upon previous
shape matching approaches on a diverse and extensive selection of
datasets. We summarise our main contributions as follows:

e For the first time we propose a universal unsupervised learning
framework that allows to obtain accurate correspondences
not only for near-isometric shapes but also for more challeng-
ing non-isometric and partial shapes, see Tab. 1.

e We introduce a novel unsupervised loss to enforce the func-
tional map to be associated with a point-wise map. Together
with our test-time adaptation, our method is much more ro-
bust to the choice of the spectral resolution compared to
existing deep functional map methods.
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e We demonstrate state-of-the-art performance on numerous
challenging benchmarks in diverse settings, including near-
isometric, non-isometric and partial shape matching, even in
comparison to recent supervised methods.

2 RELATED WORK

In the following we will focus on reviewing those methods that are
most relevant to our work. A more comprehensive overview can be
found in [Sahillioglu 2020; Tam et al. 2012; Van Kaick et al. 2011].

2.1 Axiomatic Functional Map Methods

Several shape matching approaches [Holzschuh et al. 2020; Huang
et al. 2008; Ovsjanikov et al. 2010; Roetzer et al. 2022; Windheuser
et al. 2011] directly establish correspondences between a given pair
of shapes, while some other methods [Bernard et al. 2020; Eisen-
berger et al. 2019; Ezuz et al. 2019a] attempt to solve the problem by
finding a non-rigid deformation to align them. Nevertheless, they
solve the correspondence problem by minimising an energy func-
tion defined on the shape surface and thus often result in complex
optimisation problems. In contrast, the functional map framework
encodes the correspondence relationship into a small matrix (i.e.
the functional map) that can be efficiently computed [Ovsjanikov
et al. 2012]. Due to its simplicity and efficiency, the functional map
framework has been extended in numerous works, e.g., in terms
of improving the matching accuracy and robustness [Eynard et al.
2016; Ren et al. 2019], or extending it to non-isometric shape match-
ing [Eisenberger et al. 2020a; Kovnatsky et al. 2013; Magnet et al.
2022; Ren et al. 2021, 2018], partial shape matching [Litany et al.
2017b; Rodola et al. 2017], multi-shape matching [Cohen and Ben-
Chen 2020; Gao et al. 2021; Huang et al. 2014, 2020], and matching
with multiple solutions [Ren et al. 2020]. Nevertheless, axiomatic
functional map methods heavily rely on handcrafted features [Aubry
et al. 2011; Bronstein and Kokkinos 2010; Salti et al. 2014], which
limits their matching performance, especially in the presence of non-
isometries and partiality. In contrast, our method directly learns
robust features from training data and achieves more accurate and
robust matching performance on challenging non-isometric and
partial settings.

2.2 Deep Functional Map Methods

Unlike axiomatic approaches that use handcrafted features, deep
functional map methods attempt to learn features directly from
training data. The supervised FMNet [Litany et al. 2017a] was first
proposed to learn a non-linear transformation of SHOT descrip-
tors [Salti et al. 2014]. Later works [Halimi et al. 2019; Roufosse
et al. 2019] enable unsupervised training of FMNet by introducing
isometry losses in the spatial and spectral domain, respectively. To
improve the matching performance, several works [Donati et al.
2020; Sharma and Ovsjanikov 2020] replace FMNet by point-based
networks [Qi et al. 2017; Thomas et al. 2019]. In order to extend the
learning framework for point cloud matching, DiffFMaps [Marin
et al. 2020] learns both the basis functions and features together.
A similar idea was used in Azencot and Lai [2021]. Recently, Dif-
fusionNet [Sharp et al. 2020] introduces an implicit diffusion pro-
cess and has led to state-of-the-art matching performance [Attaiki



and Ovsjanikov 2022; Attaiki et al. 2021; Cao and Bernard 2022;
Donati et al. 2022a; Li et al. 2022]. DPFM [Attaiki et al. 2021] en-
ables supervised partial shape matching building upon a cross-
attention mechanism and outlier detection. ConsistFMaps [Cao
and Bernard 2022] introduces a virtual universe shape to enable
cycle-consistent multi-shape matching. DUO-FMNet [Donati et al.
2022a] learns orientation-aware features by considering complex
functional maps [Donati et al. 2022b]. AttentiveFMaps [Li et al. 2022]
introduces a spectral attention mechanism to combine functional
maps of different spectral resolutions. Despite the rapid progress of
deep functional map methods, existing unsupervised approaches
mostly focus on near-isometric shape matching, or they suffer from
large performance gaps compared to supervised methods in the
context of non-isometric or partial shape matching. In this work,
we close this gap by introducing a universal unsupervised learning
framework that achieves state-of-the-art performance in diverse
settings, including near-isometric, non-isometric and partial shape
matching.

2.3 Functional Map Refinement

A common strategy to improve the final matching performance is
to iteratively refine functional maps as a post-processing step. As
the simplest refinement technique, ICP iteratively converts the func-
tional map to a point-wise map via nearest neighbour search [Ovs-
janikov et al. 2012]. Follow-up works [Ezuz and Ben-Chen 2017,
Rodola et al. 2015; Rodola et al. 2017] iteratively optimise the func-
tional map and point-wise map by minimising an energy function.
PMF [Vestner et al. 2017] introduces bijectivity as a hard constraint
for point-wise map conversion. ZoomOut [Melzi et al. 2019b] in-
creases the spectral resolution of the functional map during the map
conversion. RHM [Ezuz et al. 2019b] prompts reversible harmonic
maps, thereby resulting in maps with lower conformal distortion.
FSF [Pai et al. 2021] theoretically analyses the relationship between
functional maps and point-wise maps and proposes a point-wise
map recovery method based on spectral alignment. Another line
of works encourages cycle-consistency [Bernard et al. 2019; Huang
et al. 2014, 2020; Wang et al. 2013] in the case of processing a collec-
tion of shapes. Nevertheless, two-stage ‘match+refine’ approaches
often yield sub-optimal performance, especially given erroneous
initial functional maps. In contrast, our approach directly enforces
the functional map to be associated with a point-wise map and
optimises both of them simultaneously.

3 BACKGROUND

In this section we explain the background and introduce the notation
used throughout the rest of the paper, see Tab. 2.

3.1 Functional Map Pipeline

Consider a pair of 3D shapes M and N represented as triangle
meshes, with nq and np vertices, respectively. The associated
positive semi-definite Laplacian matrices Ly; € RPMXMM [, €
R"VX"N [Pinkall and Polthier 1993] are computed as L p( = A;Vl( W,
where A 5 is the diagonal matrix of lumped area elements and
Wy is the cotangent weight matrix. The first k eigenfunctions
@ pq € R™M¥k @, € R"™W*K of the respective Laplacian matrices are
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Table 2. Summary of the notation used in this paper.

Symbol Description

MN 3D shapes (triangle mesh) with n s (ny) vertices

XM vertex positions of shape M

Fpq vertex-wise features of shape M

L Laplacian matrix associated with shape M

Dpq eigenfunctions of Laplacian matrix L

Cmn functional map between shapes M and N
Mamn point-wise map between shapes M and N

E(-) energy of the functional map solver

L() loss function used during neural network training

used as the spectral embedding of each shape. Given c-dimensional
features defined on each shape Fp( € R™M*¢ Fy, € R™WX€ either
computed from handcrafted feature descriptors or extracted from

kak

learnable feature extractor, the functional map Cpqp € asso-

ciated with the spectral embedding can be computed by solving the
continuous optimisation problem

Cpn = argming Edata (C) + AEreg (C) . (1)

2
v enforces descrip-

Here, minimising Eqata = ”cq>jMF M- cijFN‘
tor preservation, while minimising the regularisation term E;eg
imposes some form of structural properties (see e.g. [Ovsjanikov
et al. 2012]). The operator T denotes the Moore-Penrose inverse.
From the optimal C 54 v/, the point-wise map Iy p € {0, 1}"V*"™M
can be recovered based on the relationship Cpqx = @LHNM(DM,
e.g. either by nearest neighbour search or by other post-processing
techniques [Ezuz et al. 2019b; Melzi et al. 2019b; Vestner et al. 2017].

3.2 Deep Functional Maps

With the recent progress in deep learning, many deep functional
map methods [Roufosse et al. 2019; Sharma and Ovsjanikov 2020]
have been proposed and lead to state-of-the-art matching perfor-
mance. The common pipeline of those methods is shown in Fig. 2.

M Feature
Extractor o] FMap Solver
q ?|  Eqata + ABreg
M
Fpm
v (€]
D Cmwn
>
L1
N F W L fmap

Fig. 2. Common pipeline of deep functional map methods. First, the
feature extractor computes per-vertex features for each of the two input
shapes. Then the functional map solver is used to compute the (bidirectional)
functional map based on the extracted features. To train the feature extractor,
structural regularisation is imposed on the computed functional maps.
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Fig. 3. Overview of our unsupervised robust spectral shape matching method. First, the feature extractor with shared weights © takes a pair of shapes
M and N and extracts vertex-wise features Fp( and Fp;, respectively. Afterwards, the (non-trainable but differentiable) functional map solver is used to
compute the functional map Cpqn given extracted features. At the same time, the point-wise map IIy 4 is obtained based on the similarity of the features
Fpq and Fy. Eventually, a coupling loss term is used to regularise the functional map Cp to be associated to the point-wise map Iy pq.

3.2.1 Feature Extraction. Deep functional map methods use a neu-
ral network to learn features directly from training data, rather than
using handcrafted features. Commonly, the feature extractor is used
in a Siamese way, i.e. the same network with shared weights pro-
cesses both shapes M and N. The extracted features F 4 and Fp/
are then used in a differentiable functional map pipeline, cf. Sec. 3.1
and Fig. 4.

F1

Fig. 4. Visualisation of the first five channels of the extracted features
from the feature extractor trained by our method for a shape pair from
DT4D-H test dataset. Smaller values are in blue, white represents values in-
between and larger values are in red. Values outside of 25% —75% quantiles
are clipped for improved visuals. Despite non-isometry and partiality (upper
shape misses one arm) we can see that our network is able to predict
consistent features across the shape.

3.2.2  Structural Regularisation. To train the feature extractor in an
unsupervised way, a common strategy is to impose structural reg-
ularisation on the computed functional maps. Following Roufosse
et al. [2019], structural functional map regularisation can be ex-
pressed in the form

Limap = AbijLbij + AorthLorth- (2)
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The bijectivity regularisation Ly,;; enforces the map from M through
N back to M to be the identity map (and vice versa), i.e.

Luij = [|CrnCam — |7 + Iy mCmn =17 - ®)

The orthogonality regularisation Ly}, prompts locally area-preserving
matchings for both matching directions, i.e.

2 2
Lorn = HC/TV(NCMN a I”F * HCLMCNM - I”F' “)

In the context of partial shape matching, the functional map Cqp/
from complete shape M to partial shape N becomes a slanted di-
agonal matrix [Rodola et al. 2017]. As a result, the terms Ly,;; and
Lorth can be modified based on this property [Attaiki et al. 2021].

Most existing deep functional map methods follow the above
formulation and only consider functional maps while ignoring the
relation between the functional map and the point-wise map. In con-
trast, our approach explicitly considers this relation, which makes it
possible to abandon the use of additional post-processing techniques
to obtain point-wise maps during inference.

4 UNSUPERVISED ROBUST SPECTRAL SHAPE
MATCHING

Our work aims to robustly estimate functional maps and point-wise
maps for shape pairs in diverse settings, including near-isometric
and non-isometric deformations, as well as shapes with partiality.
The key insight of our method is based on the observation that
existing learning-based methods solely focus on optimising func-
tional maps and rely on some non-learnable post-processing tech-
niques to obtain the point maps. However, the two-stage procedure
often yields sub-optimal matching results, especially under chal-
lenging scenarios. In order to directly obtain point maps without
post-processing, we explicitly consider the map relationship during
training. To this end, we introduce a novel coupling loss to enable
the optimisation of the functional map and the point-wise map
simultaneously (unlike existing axiomatic methods, which often
update them alternatingly). The whole framework of our approach
is depicted in Fig. 3. Our framework has four main components:



feature extraction (Sec. 3.2.1), functional map solver (Sec. 3.1), dif-
ferentiable point-wise map computation (Sec. 4.1) and unsupervised
loss (Sec. 4.2).

4.1 Differentiable Point-Wise Map Computation

As illustrated in Sec. 3.2, most existing deep functional map meth-
ods use extracted features to compute functional maps and ignore
the associated point-wise map. As a consequence, the existing func-
tional map methods rely on off-the-shelf post-processing techniques
during inference to obtain the final point-wise maps. When doing
so, the relation between the functional and point-wise maps is un-
derexplored, which in turn hampers the final matching quality as
we demonstrate in Sec. 6. While recent work by Cao and Bernard
[2022] introduced a universe classifier to compute shape-to-universe
point-wise maps, it requires the knowledge of the number of uni-
verse vertices, which is typically unknown in practice. In contrast,
our method directly computes the pairwise point-wise map based on
the similarity measurement between features Fps and F 4 defined
on each shape. In theory, the point-wise map ITx 5 should be a
(partial) permutation matrix, i.e.

{n € {0, 1NN M1, = 1y, 1, 1T < 1;M}, )

where the element at position (i, j) indicates whether the i-th point
in N corresponds to the j-th point in M. In practice, we use the
softmax operator to produce a soft correspondence matrix to make
the computation differentiable, i.e.

I\ o = Softmax (FNFL /f) , )

where 7 is the scaling factor to determine the softness of the corre-
spondence matrix. The softmax operator is applied in each row to
ensure non-negativity and ITy p(1n,, = 1n, . Moreover, we convert
the point-wise map to a functional map (via ¢jVH N MPm) for our
unsupervised loss computation and test-time adaptation, which we
introduce in the following.

4.2 Unsupervised Loss

Our unsupervised loss can be divided into two parts, structural
regularisation (see Sec. 3.2.2) and a coupling between functional
and point-wise maps.

4.2.1 Coupling Functional and Point-Wise Maps. The structural
regularisation terms are not sufficient to obtain accurate matching
results for shapes undergoing non-isometric deformations. The re-
cent axiomatic approach by Ren et al. [2021] optimises for functional
maps in the (discrete) constraint set

{CMN [ 3Ty pms st Cpn = ¢LHNM¢M}s 7)

which leads to more robust and accurate matchings. Inspired by
this insight, we introduce our coupling loss term to ensure that the
functional map is associated with a valid point-wise map, i.e.

. 2
Lcouple = ”CMN - ¢NHNM¢M”F~ (8)

Unlike the axiomatic approach by Ren et al. [2021], which formulates
the relation between functional and point-wise maps as a discrete
constraint, our approach allows to incorporate a soft correspondence
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matrix as the point-wise map. To this end, the correspondence can be
interpreted as a probabilistic matching over all vertices rather than
the severely restricted case of vertex-to-vertex matching, see Fig. 5
for a conceptual 2D illustration. In practice, this is important for
shape pairs with inconsistent discretisation, as we experimentally
demonstrate in Sec. 6.1. In contrast to existing deep functional map
methods, our approach uses the extracted features to compute both,
functional maps and point-wise maps, in a differentiable way during
training, and thus explicitly models their relationship and allows
for their simultaneous optimisation.

©) o

O
Ren et al. [2021] Ours

Fig. 5. Hard vs. soft correspondences in a conceptual 2D case. The
method proposed by Ren et al. [2021] only allows for discrete matchings,
i.e. the red vertex can only be matched to one of the green vertices of the
triangle (left). In contrast, our method allows for a smooth matching, i.e.
the red vertex can also be matched to points in the interior as a convex
combination of the three vertices (right).

4.2.2 Total Unsupervised Loss. The overall unsupervised loss for
training is a weighted sum of the individual losses, i.e.

Liotal = Lfmap + AcoupleLcouple (9)

4.3 Inference and Test-Time Adaptation

In the following we explain how we obtain our final point-wise
maps during inference.

4.3.1 Test-Time Adaptation. To improve the final matching perfor-
mance, we propose a test-time adaptation strategy for each test
shape pair individually. In contrast to post-processing techniques
required by existing works, our test-time adaptation can be consid-
ered as a differentiable refinement process that directly optimises
the feature extractor and seamlessly integrates into the learning
paradigm. Specifically, we compute Lit,) defined in Eq. 9 and up-
date the feature extractor in an iterative way during inference. The
effect of this is that both the functional map and the point-wise map
are updated simultaneously, since both of them are computed based
on the extracted features. In contrast, most existing post-processing
techniques optimise them either separately [Melzi et al. 2019b], or
require an additional coupling term [Ren et al. 2018].

To address non-isometric matching, we introduce an additional
smoothness penalty term for the point-wise map, which is based on
the Dirichlet energy [Ezuz et al. 2019b; Magnet et al. 2022], i.e.

Lairichlet = ”HNMXM“iN , (10)

where ||X||% := Trace (X "LX). The smoothness penalty term en-
courages neighbouring vertices on shape M to be matched to neigh-
bouring vertices on shape N. Imposing this smoothness penalty
term is crucial for non-isometric shape matching, since a smooth
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point-wise map is a desirable property for non-isometric matching.
To avoid degenerate matchings (such as all vertices from shape
M being matched to the same vertex of shape N, for which the
Dirichlet energy becomes zero), we only apply this smoothness term
during test-time adaptation.

4.3.2  Point-Wise Maps at Inference Time. Existing deep functional
map methods mainly focus on computing accurate functional maps
and either use nearest neighbour search or other post-processing
techniques [Eisenberger et al. 2020a; Melzi et al. 2019b; Vestner
et al. 2017] to obtain the final point-wise maps. In contrast, our
method explicitly models the relation between the functional map
and the point-wise map, and is thereby capable of directly obtaining
the point-wise map without a functional map solver or other post-
processing. During inference, our method directly obtains the point-
wise map based on feature similarities using

Iy pm = NN (Fp, F ), (11)

where NN denotes nearest neighbour search in Fp, for each entry
in F M-

Furthermore, in the near-isometric setting, our method obtains
more robust and accurate correspondences by first converting the
point-wise map to a functional map and then recovering the final
point-wise map via nearest neighbour search in the spectral domain,
ie.

Tt = NN (SNSRI o) (12)

where Iy pq is the soft correspondence matrix defined in Eq. 6. On
the one hand, this inference strategy explicitly enforces the func-
tional map C s to be associated with a valid point-wise map (by
replacing it with ¢LH NMP M)- On the other hand, this strategy can
be understood as a low-pass filter on the computed point-wise map
IT or A, thereby making it more robust against mismatches. Consid-
ering the complete set of eigenfunctions (i.e. ¢ o/ is of size ny X npy,
and ¢N¢’jv =1), Eq. 12 turns to be Hi/i?M =NNTINmIMIMm) =
IT o p1- By using the first k eigenfunctions, it is equivalent to apply-
ing a low-pass filter on the Fourier domain in signal processing [Ezuz
and Ben-Chen 2017].

4.4 Implementation Details

We use DiffusionNet as our feature extractor and wave kernel signa-
tures (WKS) [Aubry et al. 2011] as input features. Following Li et al.
[2022], the dimension of the WKS is 128. For the spectral resolution,
we choose the first 200 eigenfunctions of the Laplacian matrices as
the spectral embedding. The dimension of the output features from
DiffusionNet is 256 rather than 128 in the original implementation.
The total number of learnable parameters is 510,336. In the context of
the functional map computation, we use the regularised functional
map solver proposed by Ren et al. [2019] and set A = 100 in Eq. 1. For
point-wise map computation, we set 7 = 0.07 in Eq. 6. In terms of our
unsupervised loss, we empirically set A;; = 1.0, Aorgn = 1.0 inEq. 2,
and A¢ouple = 1.0 in Eq. 9. For training and test-time adaptation, we
use the Adam optimiser [Kingma and Ba 2015] with learning rate
equal to 1073, For test-time adaptation, we choose the number of
iterations equal to 15. In the context of non-isometric matching, the
loss weight for the smoothness penalty term Lgjyichlet is empirically
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set to be 5.0. We emphasise that throughout all experiments we use
the same set of parameters.

5 EXPERIMENTAL RESULTS

In this section we evaluate our method and compare it to previous
approaches in a broad range of different challenging scenarios. We
refer the reader to our supplementary material, where we provide
our complete shape matching results on all datasets, as well as our
video, which shows additional animated results.

5.1 Near-Isometric Shape Matching

Datasets. We evaluate our method on three common near-isometric
benchmark datasets: FAUST [Bogo et al. 2014], SCAPE [Anguelov
et al. 2005] and SHREC 19 [Melzi et al. 2019a]. Instead of the orig-
inal datasets, we choose the more challenging remeshed versions
from [Donati et al. 2020; Ren et al. 2018]. The FAUST dataset consists
of 100 human shapes (10 persons in 10 poses), where the training
and testing split is 80/20. The SCAPE dataset contains 71 different
poses of the same person, which is split into 51 and 20 shapes for
training and testing. The SHREC’19 dataset is an even more chal-
lenging dataset with 44 human shapes and is used only as a test
set.

Baselines. We perform an extensive comparison with existing
non-rigid shape matching methods that are categorised as follows:

(1) Axiomatic approaches, including BCICP [Ren et al. 2018],
ZoomOut [Melzi et al. 2019b], Smooth Shells [Eisenberger
et al. 2020a], and DiscreteOp [Ren et al. 2021];

(2) Supervised approaches, including FMNet [Litany et al. 2017a],
3D-CODED [Groueix et al. 2018], HSN [Wiersma et al. 2020],
ACSCNN [Li et al. 2020], GeomFMaps [Donati et al. 2020],
and TransMatch [Trappolini et al. 2021]; and

(3) Unsupervised approaches, including UnsupFMNet [Hal-
imi et al. 2019], SURFMNet [Roufosse et al. 2019], WSupFM-
Net [Sharma and Ovsjanikov 2020], Deep Shells [Eisenberger
et al. 2020b], NeuroMorph [Eisenberger et al. 2021], Con-
sistFMaps [Cao and Bernard 2022], DUO-FMNet [Donati et al.
2022a], and AttentiveFMaps [Li et al. 2022].

3D-CODED and TransMatch are template-based methods that re-
quire a large amount of training data. Therefore, the networks pre-
trained on the large SURREAL dataset [Varol et al. 2017] are used.
GeomFMaps and WSupFMNet are strong baselines related to our
work. For a fair comparison, we use them with DiffusionNet as
feature extractor, as it significantly improves shape matching ac-
curacy [Sharp et al. 2020]. As for axiomatic approaches, they are
initialised as originally proposed by respective authors.

Results. The mean geodesic error [Kim et al. 2011] is used for
method evaluation. The results are summarised in Tab. 3. Our
method outperforms the previous state-of-the-art in most settings,
even in comparison to the supervised methods without relying on
any additional post-processing techniques. Moreover, our method
demonstrates substantially better cross-dataset generalisation abil-
ity compared to existing learning-based methods. Fig. 6 shows the
proportion of correct keypoints (PCK) curves of our method in com-
parison to the existing state-of-the-art method [Li et al. 2022] for
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Table 3. Near-isometric shape matching and cross-dataset generalisation on FAUST, SCAPE and SHREC’19. The numbers in parentheses show
refined results using the indicated post-processing technique. The best results in each column are highlighted. Our method outperforms previous axiomatic,
supervised and unsupervised methods in most settings without any post-processing techniques and demonstrates better cross-dataset generalisation ability
(see columns in which Train and Test are different).

Train FAUST SCAPE FAUST + SCAPE
Test FAUST SCAPE SHREC’19 FAUST SCAPE SHREC’19 FAUST SCAPE SHREC’19
Axiomatic Methods
BCICP 6.1 11.0 - 6.1 11.0 - 6.1 11.0 -
ZoomOut 6.1 7.5 - 6.1 7.5 - 6.1 7.5 -
Smooth Shells 2.5 4.7 - 2.5 4.7 - 2.5 4.7 -
DiscreteOp 5.6 13.1 - 5.6 13.1 - 5.6 13.1 -
Supervised Methods
FMNet (+ pmf) 11.0 (5.9)  30.0 (11.0) - 33.0 (14.0) 17.0 (6.3) - - - -
3D-CODED 2.5 31.0 - 33.0 31.0 - - - -
HSN 3.3 25.4 - 16.7 3.5 - - - -
ACSCNN 2.7 8.4 - 6.0 3.2 - - - -
GeomFMaps (+ zoomout) 2.6 (1.9) 3.4 (2.4) 9.9 (7.9) 3.0 (1.9) 3.0 (2.4) 12.2 (9.8) 2.6 (1.9) 2.9(2.4) 7.9 (7.5)
TransMatch 1.7 30.4 14.5 15.5 12.0 37.5 1.6 11.7 10.9
Unsupervised Methods
SURFMNet (+ icp) 15.0 (7.4)  32.0 (19.0) - 32.0 (23.0) 12.0 (6.1) - 33.0 (23.0)  29.0 (17.0) -
UnsupFMNet (+ pmf) 10.0 (5.7)  29.0 (12.0) - 22.0 (9.3) 16.0 (10.0) - 11.0 (6.7) 13.0 (8.3) -
WSupFMNet (+ zoomout) 3.8 (1.9) 4.8 (2.7) - 3.6 (1.9) 4.4 (2.6) - 3.6 (1.9) 4.5(2.6) -
Deep Shells 1.7 5.4 27.4 2.7 2.5 23.4 1.6 2.4 21.1
NeuroMorph 8.5 28.5 26.3 18.2 29.9 27.6 9.1 27.3 25.3
ConsistFMaps 1.5 3.2 19.7 3.2 2.0 28.3 1.7 3.2 17.8
DUO-FMNet 2.5 4.2 6.4 2.7 2.6 8.4 2.5 4.3 6.4
AttentiveFMaps 1.9 2.6 6.4 2.2 2.2 9.9 1.9 2.3 5.8
AttentiveFMaps-Fast 1.9 2.6 5.8 1.9 21 8.1 1.9 2.3 6.3
Ours 1.6 2.2 5.7 1.6 1.9 6.7 1.6 2.1 4.6
FAUST FAUST + SCAPE DT4D-H intra
1 1 1 1 T
0.8 0.8} 0.8 0.8} n
0.6 —’AttentiveFMaps (FAUST): 0.82 B 0.6 - —_— ;\lten{iveFl\laps (FAUST): 0.80 B 0.6 == AttentiveFMaps (FAUST): 0.81 B 0.6 - B
# == AttentiveFMaps (SCAPE): 0.74 === AttentiveFMaps (SCAPE): 0.78 # == AttentiveFMaps (SCAPE): 0.77
0.4 :/ ----- AttentiveFMaps (SHREC’19): 0.63 | 0.4 ;/ ----- AttentiveFMaps (SHREC'19): 0.58 | 0.4 :/ ----- AttentiveFMaps (SHREC’19): 0.65 | 0.4 o
o s Ours (FAUST): 0.85 === Ours (FAUST): 0.85 /.4 == Ours (FAUST): 0.85 AttentiveFMaps: 0.89
‘= -+ Ours (SCAPE): 0.78 . - Ours (SCAPE): 0.81 4 0.2F=%°4*-- Ours (SCAPE): 0.79 4 o02f —— AttentiveFMaps-Fast: 0.89 |
Ours (SHREC'19): 0.66 +++ Ours (SHREC’19): 0.65 v e Ours (SHREC'19): 0.68 —— Ours: 0.91
% 2.5 ~‘10’2 5- 1‘0’2 7.5 ~‘10’2 0.1 % 2.5 4‘10’2 5. 1‘0’2 7.5 v‘lO’Z 0.1 % 2.5 -‘10’2 5. 1‘0’2 7.5 ~‘10*2 0.1 % 2.5 4‘10’2 5. 1‘0*2 7.5 v‘10’2 0.1
% Geodesic Error % Geodesic Error % Geodesic Error % Geodesic Error

Fig. 6. Near-isometric shape matching on FAUST, SCAPE, SHREC’19 and DT4D-H intra and cross-dataset generalisation on FAUST, SCAPE and
SHREC’19. Proportion of correct keypoints (PCK) curves and corresponding area under curve (scores in the legend) of our method in comparison to the
existing state-of-the-art method. The title of each figure indicates the used training dataset and the names in parentheses shown in the legend correspond to
the test dataset.

near-isometric shape matching. Fig. 7 shows some qualitative results methods are trained on the original datasets and evaluated on the
on the SHREC’19 dataset trained on FAUST and SCAPE datasets. anisotropic remeshed ones.

Results. Tab. 4 summarises the matching performance. We ob-
5.2 Matching with Anisotropic Meshing serve that existing state-of-the-art methods [Cao and Bernard 2022;
Datasets. To evaluate the robustness to different meshing, we fol- Eisenberger et al. 2020b] overfit to mesh connectivity and thus suf-
low Donati et al. [2022a] and use an anisotropic remeshed version fer from huge performance drops when testing on the anisotropic
of the FAUST and SCAPE datasets (denoted F_a and S_a, respec- remeshed datasets. In contrast, our method is much more robust to
tively). In this anisotropic remeshing the triangle scale is coordinate- varying mesh connectivity and outperforms the state of the art in

dependent, so that methods that overfit to mesh connectivity are most settings.

likely to fail to predict the correct maps. For a fair comparison, all
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Ours

Fig. 7. Cross-dataset generalisation on SHREC’19 (trained on FAUST
and SCAPE). Our method demonstrates previously unseen cross-dataset
generalisation ability.

Table 4. Anisotropic meshing on FAUST, SCAPE and their remeshed
versions. Our method outperforms previous state-of-the-art methods in
most settings and is much more robust to varying mesh connectivity.

Train FAUST SCAPE

Test F Fa S Sa F Fa S S a
Axiomatic Methods

BCICP 6.1 8.5 - - - - 11.0 14.0

ZoomOut 6.1 87 - - - - 7.5 150

Smooth Shells 25 54 - - - - 47 5.0

DiscreteOp 56 6.2 - - - - 131 146
Supervised Methods

FMNet 11.0 43.0 30.0 440 33.0 430 17.0 41.0

GeomFMaps 26 32 34 38 30 84 30 3.1

Unsupervised Methods

UnsupFMNet 10.0 42.0 29.0 43.0 22.0 440 16.0 440

Deep Shells 1.7 120 54 160 27 150 25 10.0

ConsistFMaps 1.5 153 32 141 32 233 20 49

DUO-FMNet 25 30 42 44 27 31 26 27

AttentiveFMaps 1.9 24 26 28 22 25 22 23

AttentiveFMaps-Fast 1.9 23 2.6 238 1.9 24 21 2.2

Ours 16 19 22 24 16 21 19 19

5.3 Matching with Topological Noise

Datasets. When working with data acquired from real scans, the
mesh topology is often corrupted due to self-intersections of sepa-
rate parts of the scanned objects. Such topological noise presents an
additional challenge to shape matching methods as it distorts the in-
trinsic shape geometry non-isometrically. To evaluate our method’s
robustness to topological noise, the TOPKIDS dataset [Lihner et al.
2016] is used, which contains synthetic shapes of children with
topological merging based on the outer hull of intersecting shape
parts. Due to the small amount of training data (26 shapes), in our
comparison we consider only axiomatic and unsupervised methods.
The ground truth correspondences are provided by matching the
other shapes to one selected reference shape.
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Results. The matching results are summarised in Tab. 5. Our
method achieves the best matching performance and is much more
robust against topological noise, in particular compared to existing
methods based on functional maps. As shown in both Fig. 8 (middle)
and Fig. 9, due to the topological degradation, none of the existing
functional map methods provide satisfactory matching results (see
the column Fully intrinsic in Tab. 5). In comparison to Deep Shells
and NeuroMorph, our method does not rely on shape alignment in
the spatial domain and thus does not require shape rigid alignment
as pre-processing.

Table 5. Topological noise on TOPKIDS. Our method is more robust to
topological noise compared to existing methods.

Geo. error (xX100) TOPKIDS Fully intrinsic

Axiomatic Methods

ZoomOut 33.7 v
Smooth Shells 11.8 X
DiscreteOp 35.5 v
Unsupervised Methods
UnsupFMNet 38.5 v
SURFMNet 48.6 v
WSupFMNet 47.9 v
Deep Shells 13.7 X
NeuroMorph 13.8 X
ConsistFMaps 39.3 v
AttentiveFMaps 23.4 v
AttentiveFMaps-Fast 28.5 v
Ours 9.2 v

5.4 Non-isometric Shape Matching

Datasets. Regarding non-isometric shape matching, we first con-
sider the SMAL [Zuffi et al. 2017] dataset for inter-class shape match-
ing. The SMAL dataset contains 49 four-legged animal shapes of
eight species. Following Donati et al. [2022a], we use five species
for training and three unseen species for testing, resulting in a
29/20 split of the dataset. To this end, no shapes similar to the test
data are seen during training, and the deformation across species
is highly non-isometric, presenting great challenges to existing
approaches [Donati et al. 2022a]. We further test on a recent non-
isometric shape matching benchmark introduced by Magnet et al.
[2022], which is based on the large-scale animation dataset Deform-
ingThings4D [Li et al. 2021]. Following Donati et al. [2022a], nine
classes of humanoid shapes are used for evaluation, resulting in
198/95 shapes for training/testing. The dataset is denoted as DT4D-
H.

Results. Tab. 6 summarises the matching results on the SMAL
and DT4D-H datasets. Our approach outperforms the existing state-
of-the-art on the challenging SMAL dataset even in comparison to
supervised methods. Meanwhile, our method demonstrates near-
perfect matching results for intra-class matching on the DT4D-H
dataset. In the context of inter-class matching, our method out-
performs existing axiomatic and unsupervised methods by a large
margin and shows comparable matching performance for inter-
class matching compared to the state-of-the-art supervised method.
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Fig. 8. (Left) Non-isometric matching on SMAL and DT4D-H. (Middle) Matching with topological noise on TOPKIDS. (Right) Partial shape match-
ing on SHREC’16. Our method substantially outperforms existing state-of-the-art methods.

Table 6. Non-isometric matching on SMAL and DT4D-H. Our method
sets to new state of the art on the SMAL dataset by a large margin. For DT4D-
H inter-class matching, our method is the first unsupervised method that
shows comparable performance to the state-of-the-art supervised method.

8
3
3
DT4D-H
Geo. error (x100) SMAL
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Fig. 9. Topological noise on TOPKIDS. Ours is the first deep functional 8

map method that properly handles matching under topological noise.

Fig. 10. Non-isometric matching on SHREC’20. Our method obtains
smooth and accurate matching results even in the presence of large non-
isometric shape deformations.

In Fig. 8 (left), we summarise the PCK curves of our method in
comparison to AttentiveFMaps [Li et al. 2022] on the SMAL and
DT4D-H datasets. Fig. 11 provides some qualitative results of our
method in comparison to recent state-of-the-art methods on both

SMAL and DT4D-H datasets. We observe that our method consis- dataset [Dyke et al. 2020], which contains animals with extremely
tently outperforms existing approaches even in comparison to su- different appearance (e.g. giraffe and dog). Since SHREC’20 only
pervised methods. To further demonstrate the superior performance contains 10 shapes, we directly use the training data for qualita-
of our method, we also consider the highly non-isometric SHREC’20 tive evaluation. The qualitative results are shown in Fig. 10. We

ACM Trans. Graph., Vol. 42, No. 4, Article . Publication date: August 2023.
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DiscreteOp Source

AttentiveFMaps

GeomFMaps AttentiveFMaps-Fast

Ours

Fig. 11. Non-isometric matching on SMAL and DT4D-H. Comparing to existing methods, our approach demonstrates superior matching performance for
both isometric and non-isometric shapes. For example, for shape matching between the lion and the hippo (the third column from the right), our method is
the only one that provides smooth and accurate correspondences, while all competitors match the tail of the lion wrongly to the mouth of the hippo.

observe that our method is capable of obtaining smooth and accu-
rate matching results even in the presence of large non-isometric
deformations.

5.5 Partial Shape Matching

Datasets. We evaluate our method in the context of partial shape
matching on the challenging SHREC’16 partial dataset [Cosmo et al.
2016]. The dataset contains 200 training shapes, categorised into 8
classes (humans and animals). Each class has a complete shape to
which the other partial shapes are matched. The dataset is divided
into two subsets, namely CUTS (missing a large part) with 120 pairs,
and HOLES (missing many small parts) with 80 pairs. Following
Attaiki et al. [2021], we train our method for each subset individually
and evaluate it on the corresponding test set (200 shapes for each
subset).

Baseline. Only a few existing shape matching approaches can be
applied to partial shape matching. We categorise them as follows:

ACM Trans. Graph., Vol. 42, No. 4, Article . Publication date: August 2023.

(1) Axiomatic approaches, including PFM [Rodola et al. 2017],
FSP [Litany et al. 2017b];

(2) Supervised approaches, including GeomFMaps [Donati et al.
2020], DPFM [Attaiki et al. 2021]; and

(3) Unsupervised approaches, including DPFM-unsup [Attaiki
et al. 2021], ConsistFMaps [Cao and Bernard 2022].

Results. Tab. 7 summarises the partial shape matching results on
the SHREC’16 dataset. Our approach outperforms existing axiomatic
and unsupervised methods by a large margin without relying on
any post-processing techniques. In comparison to the supervised
DPFM, our method achieves better performance on the more chal-
lenging HOLES subset. In the context of generalisation ability, our
method substantially outperforms existing methods even in com-
parison to the supervised DPFM. Fig. 8 (right) summarises the PCK
curves on the SHREC 16 partial datasets. Fig. 12 shows qualitative
results on the SHREC’16 partial shape datasets of our method in
comparison to other learning-based approaches. Compared to other



Table 7. Partial shape matching on SHREC’16. The numbers in paren-
theses show refined results using the indicated post-processing technique.
Our method is the first unsupervised approach that bridges the huge per-
formance gap between supervised and unsupervised methods.

Train CUTS HOLES
Test CUTS HOLES CUTS HOLES

Axiomatic Methods
9.7(9.0) 232(224) 9.7(9.0) 23.2(22.4)
16.1(15.2) 33.7(32.7) 16.1(15.2) 33.7 (32.7)

PFM (+zoomout)
FSP (+zoomout)

Supervised Methods
GeomFMaps (+zoomout) 12.8 (10.4) 20.6 (17.4) 19.8 (16.7) 15.3 (13.0)

DPFM (+zoomout) 3.2(1.8) 15.8(13.9) 8.6(7.4) 13.1(11.9)
Unsupervised Methods

DPFM-unsup (+zoomout) 9.0 (7.8) 22.8 (20.0) 16.5 (14.6) 20.5(18.4)

ConsistFMaps 8.4 23.7 15.7 17.9

Ours 3.3 13.7 5.2 9.1

learning-based approaches, we observe that our approach is capable
of obtaining more accurate and smoother correspondences, even
for partial shapes with several large missing parts. Overall, our
method is the first unsupervised approach that bridges the huge
performance gap between supervised and unsupervised methods.

5.6 Runtime Comparison

We evaluate the runtime of our method and compare it to the state-
of-the-art supervised method GeomFMaps [Donati et al. 2020] (with
and without ZoomOut [Melzi et al. 2019b]). In Fig. 13 (left) we show
the runtime for shapes with a different number of vertices ranging
from 1k to 20k when using the default setting of the number of
eigenfunctions for our method (k = 200) and GeomFMaps (k = 30),
respectively. We observe that our method is slower compared to
GeomFMaps for shapes with a relatively small number of vertices.
Nevertheless, when increasing the shape resolution, the runtime
difference between GeomFmaps and our method is decreasing. In
Fig. 13 (middle) we show the runtime for a different number of
eigenfunctions ranging from 30 to 200. Here, we fix the number of
vertices of the input shapes to 10k. We observe that our approach
requires less computational time compared to GeomFMaps when the
number of eigenfunctions is the same for both methods. The main
reason is that our method does not compute functional maps (i.e.
solving Eq. 1) or rely on any off-the-shelf post-processing techniques
during inference. Overall, we consider matching a pair of high-
resolution shapes within a few seconds as reasonable, especially in
light of the remarkable performance of our method.

6 ABLATION STUDIES

In the following we perform ablative experiments to validate the
merits of the individual components of our approach.

6.1 Coupling Loss, Inference and Test-Time Adaptation

We evaluate the importance of our introduced loss term Leouple
in Eq. 8, as well as the proposed inference strategy and test-time
adaptation described in Sec. 4.3. Additionally, we investigate the
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GeomFMaps

Ours

Fig. 12. Partial matching on SHREC’16. Our method achieves near-
perfect matching performanc, even for shapes with several large missing
parts, and outperforms existing (supervised and unsupervised) methods.

advantage of using soft point-wise maps instead of hard ones. To this
end, we consider the Gumbel-trick [Jang et al. 2016] to obtain hard
point-wise maps during training. For all ablative experiments, we
consider challenging non-isometric shape matching on the SMAL
dataset.

Table 8. Ablation study on SMAL. The first row shows the network
trained only with L¢y,,p, in Eq. 2. In the second row we obtain the point-
wise map based on the functional map computed by functional map solver.
The third row represents inference without using test-time adaptation. The
fourth row indicates not using Eq in Eq. 10 during test-time adaptation. In
the fifth row we obtain the hard point-wise maps by using Gumbel trick.

Ablation Setting SMAL
w.0. Leouple 10.3
w.0. our inference strategy 5.8
w.o. test-time adaptation 5.5
W.0. Ldirichlet in test-time adaptation 4.3
w.o. soft point-wise maps 4.4
Ours 3.9

Results. Tab. 8 summarises the quantitative results. By compar-
ing the first row and the last row, we can conclude that L.y ple plays
an important role for accurate matching. By comparing the second

ACM Trans. Graph., Vol. 42, No. 4, Article . Publication date: August 2023.
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Fig. 13. Inference time and robustness to spectral resolution. We compare our method to the state-of-the-art supervised method GeomFMaps [Donati
et al. 2020] (with and without ZoomOut [Melzi et al. 2019b]). Left: Runtime comparison with a different number of vertices. Compared to GeomFMaps,
our method requires more computational time due to the choice of a larger number of eigenfunctions (200 versus 30). Nevertheless, for shapes with higher
resolution, the runtime between GeomFMaps and our approach become comparable. Middle: Runtime comparison with a different number of eigenfunctions
(while the number of vertices for shapes is fixed to 10k). Our method is faster than GeomFMaps when the number of eigenfunctions is the same for both
methods. Right: We observe an unstable matching performance for GeomFMaps w.r.t. the spectral resolution. In contrast, our unsupervised method is more
robust to the choice of the spectral resolution and consistently outperforms GeoFMaps.
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Fig. 14. Best and worst pair on each of the evaluated datasets w.r.t. geodesic error of the matchings computed with our approach. We can see that the worst

matchings still form reasonable results in most cases, and that poor geodesic error scores originate from geometrically inconsistent matchings (e.g. nose of the
rhino in the sixth column), or left-right flips (e.g. kid in the last column).

row and the last row, we observe that the point map based on deep soft point-wise maps provides more flexibility for shape matching,
feature similarity (last row) is more accurate than converting the which in turn leads to better matching performance.

functional map computed by the functional map solver to a point-

wise map (second row). Comparing the third and the last row shows 6.2 Robustness Against Spectral Resolution

that using the test-time adaptation leads to better matching perfor-
mance. Comparing the fourth and the last row confirms that using
the smoothness term Lgjpichlet improves matching performance.
By comparing the fifth row and the last row, we can conclude that

Previous functional map methods are sensitive to the choice of
spectral resolution. In contrast, we demonstrate that our method
is more robust to the choice of the spectral resolution. For this ex-
periment we consider the challenging non-isometric SMAL dataset

ACM Trans. Graph., Vol. 42, No. 4, Article . Publication date: August 2023.



and compare our method to the state-of-the-art supervised method
GeomFMaps [Donati et al. 2020].

Results. Fig. 13 (right) shows the matching performance w.r.t.
the choice of the spectral resolution. We observe that GeomFMaps
is unstable during the increase of the spectral resolution. In con-
trast, our method is much more robust to the choice of the spectral
resolution.

6.3 Our method as an axiomatic approach

Since we observe that the test-time adaptation leads to better match-
ing results (see Tab. 8), we experimentally analyse whether our
method is capable of being used as an axiomatic method by optimis-
ing the feature extractor on a single pair of shapes individually. To
this end, we compare the individual optimisation strategy (randomly
initialised network weights for each shape pair) to our unsupervised
training strategy for challenging non-isometric shape matching on
the SMAL dataset.

Table 9. Non-isometric matching on SMAL. We compare our unsuper-
vised training strategy to the individual optimisation strategy. We observe a
large performance drop when using our method as an axiomatic approach.

Unsupervised vs Axiomatic SMAL
Axiomatic (individual optimisation) 43.1
Ours (unsupervised training) 3.9

Results. Tab. 9 summarises the quantitative results, which shows
that using our pipeline as an axiomatic method does not work well.
We believe that this is because it lacks the collective regularisa-
tion from large datasets, so that the severe non-convexity of the
optimisation problem may lead to poor local optima.

7 DISCUSSION AND LIMITATIONS

Our proposed shape matching approach sets the new state of the
art on a wide range of benchmark datasets. Yet, there are also some
limitations that give rise to interesting future research questions.
Fig. 14 summarises the best and worst pair on each of the evaluated
datasets w.r.t. geodesic error of the matchings computed with our
method. We observe that most failure cases stem from geometrically
inconsistent matchings and left-right flips. Fig. 15 showcases some
hand-picked failure modes of our method. While such cases occur
rarely (see our complete results in the supplementary material),
these examples confirm the difficulty of matching under extreme
conditions, such as large non-isometries between an elephant and a
giraffe.

Our method is robust to the choice of spectral resolution, see
Fig. 13. Opposed to previous works for which this choice is critical,
our robustness allows us to choose a relatively large number of
eigenfunctions. With that, high-frequency features are adequately
retained, so that in turn symmetric flips that commonly occur in
competing methods (e.g. of humans) can properly be resolved via
the preserved geometric details (e.g. of the face). Yet, the number
of used eigenfunctions still needs to be chosen carefully in order
to balance matching performance and runtime. Further improving
the runtime of our method, as well as finding a reasonable trade-off

Unsupervised Learning of Robust Spectral Shape Matching « 13

Fig. 15. Examples of failure modes of our method. Left: Training our
method exclusively on complete shapes (FAUST and SCAPE) and then
testing on partial data leads to matching failures (shape 40 of the SHREC’19
dataset, i.e. the shape on the top, has a large missing part in the upper leg
region). Middle: Extreme non-isometries, such as between an elephant and
a giraffe, may lead to erroneous matchings (SHREC’20). Right: Cases with
severe topological noise may also lead to local mismatches (TOPKIDS).

between matching performance and runtime, are both interesting
future directions.

In this work we only consider the case of pairwise shape matching
and we leave the investigation of respective multi-shape matching
formulations, e.g. based on cycle-consistency constraints [Bernard
et al. 2019; Cao and Bernard 2022; Gao et al. 2021; Huang and
Guibas 2013; Huang et al. 2020], for future work. Furthermore,
follow-up works might integrate the vertex-to-triangle matching
formalism [Ezuz and Ben-Chen 2017] into our learning framework.
Another interesting direction for future work is a generalisation of
our approach to other types of shape representation, such as point
clouds or neural shape representations.

8 CONCLUSION

In this work we propose the first unsupervised learning approach
that provides a universal framework for shape matching under dif-
ferent challenging scenarios, including shapes with different discreti-
sation, shapes with topological noise, highly non-isometric shapes,
and partial shapes. The favourable matching quality, robustness
and cross-dataset generalisation ability of our method was enabled
mainly due to the combination of three aspects: differentiable point-
wise map computation, coupling point-wise maps with functional
maps, and test-time adaptation. We have demonstrated that by com-
bining these aspects, many previous limitations of functional maps
can be addressed, including the sensitivity to the spectral resolution,
the need for post-processing to obtain point-wise maps, and the
unsatisfactory matching quality in the case of non-isometric shape
deformations. Overall, by bridging the gap between the theoretical
advances of deep functional maps and their practical application in
real-world settings, we believe that our method will be a valuable
contribution to the field of computer graphics and beyond.
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