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ABSTRACT

In recent years, ML researchers have wrestled with defining and

improving machine learning (ML) benchmarks and datasets. In par-

allel, some have trained a critical lens on the ethics of dataset cre-

ation and ML research. In this position paper, we highlight the en-

tanglement of ethics with seemingly “technical” or “scientific” deci-

sions about the design ofML benchmarks. Our starting point is the

existence of multiple overlooked structural similarities between

human intelligence benchmarks and ML benchmarks. Both types

of benchmarks set standards for describing, evaluating, and com-

paring performance on tasks relevant to intelligence—standards

that many scholars of human intelligence have long recognized

as value-laden. We use perspectives from feminist philosophy of

science on IQ benchmarks and thick concepts in social science to

argue that values need to be considered and documentedwhen cre-

ating ML benchmarks. It is neither possible nor desirable to avoid

this choice by creating value-neutral benchmarks. Finally, we out-

line practical recommendations for ML benchmark research ethics

and ethics review.

CCS CONCEPTS

• Social andprofessional topics→Codes of ethics; •Computing

methodologies → Philosophical/theoretical foundations of

artificial intelligence.
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1 INTRODUCTION

As machine learning (ML) grows as an academic discipline and in

social impact, research communities are paying increasing atten-

tion to the ethical risks of their work [5–7, 37, 50, 77, 87, 88, 98, 102],

and to how they measure the success of their work through bench-

marks. As an example, NeurIPS recently created a benchmarks and

datasets track, which goes through an ethics review process similar
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to the main conference track, in which authors are asked to think

about potential uses of their work and their treatment of human

subjects.1 In this position paper, we argue that the ethical risks

of ML benchmarks go deeper, cutting to the scientific core of how

benchmarks are imagined to be scientifically valid. Specifically, we

draw lessons from the history of human intelligence measurement

and apply them to the ML case. Similarly to IQ tests, ML bench-

marks involve ethical risks that trouble the line between technical

or scientific concerns (such as construct validity and generality),

and ethical concerns (such as justice, respect for persons, auton-

omy, etc.).

Our paper makes two contributions. First, we provide a concep-

tual framework for examining the junctures at which seemingly

purely technical or scientific decisions about ML benchmarks are

and should be informed by ethical considerations. Second, we high-

light overlooked similarities between IQ and ML benchmarks, and

argue that these allow ML benchmark researchers to learn some

lessons from the history of IQ testing. IQ and ML benchmarks both

set standards for quantitative description, evaluation, and compari-

son on tasks relevant to intelligence. Both involve the specification

of standard tasks for comparison of performance. Moreover, both

involve quantitative metrics of success on those tasks, sometimes

followed by a step of weighting tasks to calculate overall rankings

across different tasks [105, 111].2 We contend that the ML bench-

mark community stands to benefit from paying close attention to

these overlooked structural similarities. Specifically, we show how

insights from feminist philosophy of science scholarship on IQ re-

search and on thick concepts in social science helps to anticipate

the following areas of ethical risk within technical decisions about

ML benchmarks:3

(1) The ethical risks that come with task selection—selecting

which tasks matter enough to be included in a benchmark.

We discuss the IQ case in Section 3.2 and the ML case in

Section 4.1.

(2) The ethical risks that come with choosing standards of con-

struct validity, and with prioritizing specific forms of valid-

ity over others. We discuss the IQ case in Section 3.3 and the

ML case in Section 4.2.

1For a helpful overview of the multiple developments in AI research ethics that began
in 2020, see Srikumar et al. [98].
2By contrast, typical comparisons between ML and human intelligence tend to focus
on similarities and differences between human cognitive abilities and the abilities of
ML systems [15, 69]. Likewise, attempts have been made at building datasets that
enable measuring ML model performance on human IQ tests [66]. This question of
similarities and differences between human and ML abilities will not be the focus of
our paper.
3From our perspective as outsiders, the field of human intelligence research does not
currently look like a welcoming home for the insights of its antiracist, feminist, and
decolonial critics. We see this paper as a celebration of the lasting importance of their
insights, even beyond the context of the field of human intelligence research.

http://arxiv.org/abs/2209.00692v4
https://orcid.org/0000-0002-9573-3332
https://orcid.org/0009-0006-1355-9104
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(3) The ethical risks that come with path dependence, where

benchmarks and particular types of models or practices re-

inforce each other in a positive feedback loop. We discuss

the IQ case in Section 3.4 and the ML case in Section 4.3.

After arguing for these claims, we outline (Section 5) practical

recommendations towards accounting for these areas of risk in ML

research and applications. We conclude (Section 6) with a reflec-

tion on what good science means in the context of ML benchmarks.

2 BACKGROUND

Since its inception, the FAccT community has investigated ques-

tions related to the ethical impacts of ML. At the same time, confer-

ences like NeurIPS have provided guidance on how ethics review

for papers should pay close attention to issues like the potential

uses of ML and the treatment of human subjects [6, 7, 50, 68, 87, 88].

These, however, are risks that are shared by all ML research. In this

paper, we are interested in ethical risks that set benchmarks apart

from other areas of ML research. We argue that much greater at-

tention needs to be paid to ethical risks within the scientific and

technical core of how benchmarks are designed.

Following Raji et al. [89], we understand ML benchmarks to in-

volve a combination of dataset(s) andmetrics, where themetrics at-

tempt to capture model performance on task(s). Benchmarks influ-

ence practices in the ML research community and in the design of

practical ML applications, where benchmarks are used to compare

the performance of ML methods and models, sometimes through

public leaderboards. Influential benchmarks shape research agen-

das on the specific ML tasks they center. They help determine the

dominant paradigms of ML research and applications.4 The prac-

tice of adopting benchmarks for comparison of model performance

opens the door to areas of ethical risk that require extra attention

from the benchmark research community. In our view, this is also

the area where lessons from the case of human intelligence research

are especially helpful.

The areas of ethical risk we examine place our work at the in-

tersection of two strands of scholarship on the methodology of ML

research. Recent research on ML benchmarks and datasets has in-

terrogated practices like the prioritization of benchmarks on tasks

believed to be indicators of progress on general-purpose ability, the

prioritization of internal validity over external validity, and SOTA-

chasing on a handful of influential benchmarks [13, 28, 64, 89].

These three tendencies overlap with the areas of ethical risk we

identify: around task selection, standards of validity, and path de-

pendence.

Our paper also intersects with a growing body of research show-

ing how technical or scientific priorities in ML research turn out to

be value-laden: that is, dependent on social, political, and/or ethi-

cal values [8, 33, 40, 49, 93]. 5 There is a small but growing body of

work on values in datasets [29, 30, 70, 93]. By contrast, the value-

laden aspects of ML benchmarks—understood as combinations of

4See Dotan and Milli [33] for a helpful look at the values implicit in ImageNet’s influ-
ence over the rise of deep learning as a dominant paradigm in ML research.
5For instance, Birhane et al. [8] argue that the most mentioned priorities in highly
cited NeurIPS and ICML only appear purely scientific or technical on a superficial
analysis. They argue that upon closer scrutiny, values like “performance, generaliza-
tion, building on past work, quantitative evidence, efficiency, and novelty” tend to
support the centralization of power in ML research.

datasets and metrics—have received much less attention. One ex-

ample is LaCroix and Luccioni [61]’s argument against the idea

that benchmarks are an appropriate tool for determining AI sys-

tems are ‘ethical’—i.e. whether decisions made by AI models are

“morally ‘correct”’. Another is Bommasani [10]’s argument thatML

evaluation needs to be understood as a political force for change:

evaluation “succeeds when it achieves the desired change in the

field”.

In this paper, we argue against the temptation to separate the ob-

viously ethical or political aspects of benchmarks from their techni-

cal features. Having in mind the context of ethics review, we focus

on ethical values in a broad sense: considerations around what ac-

tions are more or less worth pursuing, or what outcomes are more

or less worth bringing about. Our analysis is compatible with un-

derstanding the relevant values as social, political, or moral.

3 VALUES IN HUMAN INTELLIGENCE

RESEARCH

What roles do ethical values play inmeasuring human intelligence?

In this section, we examine this question with an eye to identify-

ing helpful lessons for the case of ML benchmarks (Section 4). This

section also serves as an introduction to key philosophy of science

concepts about the place of ethical values in scientific research:

thick concepts in social science, the practical consequences of re-

search, and the argument from inductive risk.

Our perspective is deeply informed by feminist philosophy of

science scholarship on the value neutrality of science. (See Appen-

dix A.1 for more context.) We especially draw on Elizabeth An-

derson’s investigation of how antiracist, feminist research on IQ

challenges strong conceptions of the value-neutrality of science,

while—as we see in Section 6 and A.1—preserving an important

place for a limited form of value neutrality.6 This section reconsid-

ers and bolsters Anderson’s key arguments, in order to later show

how they transfer over to ML.

In the context of intelligence measurement, “intelligence” is used

in a gradable sense: as picking out something that comes in de-

grees. Measurement of human intelligence is concerned with abil-

ities that humans can have more or less of [18, 91]. “Intelligence”

sometimes gets used in a categorical sense, as picking out a differ-

ence in kind: e.g. “are there intelligent life forms on other planets”?

Or in the phrase, “machine learning is a type of artificial intelli-

gence”. In this paper, we focus on the gradable sense of intelligence.

To set the stage, we introduce thick concepts as a tool to help us

understand the ethical challenges that are particular to measuring

human intelligence.

3.1 Intelligence is a Thick Concept

Intelligence (in the gradable sense) is a thick evaluative concept

[2, 18]. Thick concepts blur the line between evaluation and de-

scription. They convey content both about how we evaluate the

world (approval or disapproval, praise or blame, success or failure,

etc.) and about features of the world that seem independent of our

evaluations [57, 58].

6For an account of general parallels between the value-laden history of IQ research
and AI, see Cave [18].
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For instance, calling someone “open-minded” describes empir-

ical features of how they tend to act across situations—and per-

haps about their personality [103]. But open-mindedness is also a

term of epistemic praise: expressing values, standards, or ideals hav-

ing to do with how we should form and justify beliefs, how we

should respond to evidence or uncertainty, and when it is appro-

priate or praiseworthy to change one’s mind—say, when presented

with new evidence.

As another example, consider the World Health Organization’s

definition of health as "a state of complete physical, mental, and

social well-being and not merely the absence of disease or infir-

mity" [78]. Health is also a thick concept: it describes empirical

features of organisms and evaluates the desirability or value of the

condition of an organism (well-being, illness, etc.)

Intelligence is a thick concept, in the sense that it is a term of

praise that also purports to describe empirical facts about people’s

abilities [2, 18]. Recognizing this feature of the concept of intelli-

gence is helpful to identifying otherwise overlooked areas where

ethical values and risks play a role in intelligence research. In Sec-

tion 4, we will also see how it helps bring out the structural paral-

lels between IQ and ML benchmarks.

We take the value neutrality of science to be at issue when ethi-

cal, social, or political values are used to make scientific decisions

(see A.1). Many scientists recognize that the value of particular

research projects or even areas of study can sometimes be out-

weighed by ethical values. This is why we have regulations about

experiments involving humans and animals. However, in the case

of measuring human and machine intelligence, values are embed-

ded in a deeper way: in how we define the measures themselves

(3.2), in our selection of standards of validity (3.3), and through

path dependence (3.4).

3.2 Values determine what counts as

intelligence

Values enter into defining the boundaries of the objects of intel-

ligence research. Intelligence research is concerned with abilities.

But what are their boundaries? Where do the abilities begin and

end?Whatmarks an ability as relevant or irrelevant to intelligence?

Whose abilities is intelligence research about?

Consider questions about the relationship between the objects

of intelligence research and cultural boundaries. Are the findings

of intelligence research culturally specific? Warne and Burning-

ham [108] argue that this concern is heightened by the fact that

definitions of intelligence are not only variable across cultures but

within them. Even within specific cultures, there is a lack of expert

consensus on what generally falls under the term “intelligence”,

and on the specific abilities that matter to intelligence.

Following Anderson, we take boundary problems to come hand

in hand with the fact that intelligence is a thick evaluative concept

[2]. There are cross-cultural variations and there is a lack of expert

consensus onwhat falls under “intelligence” because ethical values

and interests play a central role in determining both what empiri-

cal phenomena fall under the concept and the theoretical content

of the concept.

This problem is shared with research on topics like health [2]

and well-being [1]. Social science disciplines that inherit their sub-

ject matter from thick concepts usually face problems with sepa-

rating the definition of the boundaries of their topic from ethical

values.

AsAlexandrova and Fabian argue, a common strategy for sidestep-

ping boundary problems with thick concepts in the social sciences

is to attempt to convert the thick concepts into technical terms

[1]. This strategy remains recently favored by some human intel-

ligence researchers. For the sake of securing cross-culturally in-

variable boundaries for the object of intelligence research, Warne

and Burningham [108] propose that researchers should focus on

an object whose boundaries are simply a matter of “statistical ob-

servation”: Spearman’s g.

What researchers directly observe in cognitive tests is perfor-

mance on very specific tasks [17, 23, 25, 97]. For instance, one test

contains up to 15 different tasks: word similarity, vocabulary, vi-

sual puzzles, symbol search, digit span, comprehension, etc. [25,

111]. Early on, the field struggled with empirically studying men-

tal abilities beyond performance on very specific tasks. Spearman

is credited with realizing that these problems can be sidestepped

through a technical procedure: statistically estimating whatever

hidden factor reliably co-varies with observable performance on

those tasks [17, 23, 45, 97, 108]. Spearman’s g is that hidden factor

expressing “shared variance across a set of intercorrelating cogni-

tive tasks” [108].7

Is reliance on g enough to eliminate reliance on ethical, social,

and political values in determining the boundaries and objects of

human intelligence research?

3.2.1 �antitative definitions do not solve the boundary problem.

First, the strategy of relying on g at best helps with only one of the

many phenomena that interest intelligence researchers. A popu-

lar taxonomy in the field, introduced by Carroll [17], distinguishes

three levels at which variations in performance on specific tasks

occur [17, 24]. Differences in performance on one mental task can

correlate with:

(1) Variations in general performance on all mental tasks (the

level of Spearman’s g).

(2) Variations in performance on a specific family of mental

tasks, in a domain of cognitive functions (e.g. working mem-

ory).

(3) Variations in performance on the specific task at hand (e.g.

“digit span” - listen to and repeat this sequence of numbers).

On its own, g does not address the boundary problems for the

less general levels of this taxonomy: levels 2 and 3. As Deary notes

concerning level 2, researchers disagree about the “nature of the

domains—they can vary in number, name and content between

samples depending on the battery applied—and there have long

been worries about whether the nature of g might vary between

cognitive batteries” [24]. These two less general levels are espe-

cially relevant for comparison with ML benchmarks: as we will ar-

gue in Section 4.1, task selection for ML benchmarks is value-laden

in similar ways.

7Current research attributes as much as nearly half of the variance in IQ scores to g
[24].
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3.2.2 Boundaries and practical consequences influence each other.

Technical considerations alone cannot resolve questions about the

significance of the research. Judgments of significance in turn influ-

ence how we choose to define intelligence. The first IQ test, devel-

oped by Binet and Simon in 1905, was intended to help institutions

identify students with learning difficulties, for the purpose of sep-

arating them from students of “normal” intelligence [17, 25, 74].

Other direct practical applications include labor and healthcare

[25].

Formuch of the 20th century, intelligence tests saw practical use

in education. For instance, in the UK, they were used for sorting

students into “longer and more-academic” and “shorter and less-

academic streams of secondary education” [25]. Although IQ has

fallen out of favor for that specific purpose, close analogues remain

in use under different names, such as the “cognitive ability test”

(CAT) in the UK, the results of which are highly correlated with

Spearman’s g [25, 26]. Likewise, cognitive tests are used to help

detect the onset of dementia [19]. When deployed in such practical

use cases, the boundaries of the concept of the cognitive ability

being tested are in part informed by the use case.

These practical consequences mean that choices made about the

boundaries and significance of research have ethical ramifications.

Choices made in defining intelligence research concepts can thus

be value-laden in how they make certain ethical outcomes more

likely than others. Similarly, in Section 4.1, we argue that choices

about what tasks in ML are “significant” and what “domains” ML

benchmarks should cover have ethical ramifications. Just as prac-

tical consequences influence boundaries, so do boundaries have

practical consequences. The results of intelligence research, espe-

cially attempts at explaining differences in test results, have a long

history of practical uses, especially in justifying social hierarchies

and structures of oppression [2, 18, 24, 62, 92].8 For example, dis-

ability and neurodiversity advocates have longed pointed out the

ableist consequences of standardized testing of cognitive abilities

[75, 84, 86, 96]. 9.

Just as importantly, as we see next (Section 3.3), intelligence re-

searchers themselves do and should explicitly draw on ethical val-

ues in examining the validity of constructs in their research. This

makes rejecting the place of ethical values in dealing with ques-

tions of boundaries especially implausible.

3.3 Validity and Values

Another important area where values play a role in intelligence

research is in questions of validity [2]. How can we tell whether a

given test, or a given statistical construct (e.g. g), measures some-

thing real, meaningful, or useful? Internal validity, which deals

with the internal self-consistency of a concept, maps on to the idea

8Cave [18] helpfully explores the lessons of this family of issues around the practical
uses of IQ—including in legitimating forms of domination—for the AI space in gen-
eral. Anderson [2] points out an important historical twist to the role of intelligence
research in justifying social hierarchies. Following Gould [45], Anderson argues that
a case can be made that the historical debate between Spearman’s g and its detractors
(including Thurstone) was in part motivated by disagreement about whether there is
a single social hierarchy of abilities.
9On the broader topic of intelligence, disability, and race, see also Carlson [16]. On
the topic of eugenics and the oppression of people with intellectual disabilities, see
[71].

of cross-validation accuracy in ML—the idea that a valid measure-

ment of a construct should provide similar outcomes when applied

to similar distributions of data. However, social scientists also de-

fine different types of external validity—pertaining to how far a

construct relates to phenomena outside its internal definition [90].

Here are a few examples.10

• (Content validity) How theoretically coherent is the construct

beingmeasured?Do operationalizations of the construct agree

with that theoretical understanding?

• (Convergent validity) Does the proposed measurement of a

construct agree with other accepted measurements of the

construct?

• (Hypothesis validity) How far are the measurements of the

construct able to support substantively interesting hypothe-

ses about the construct?

• (Predictive validity) Does the measure agree with properties

that are coarsely related to our construct? For example, if

we’re measuring IQ, does that correlate in expected ways

with other properties and outcomes associated with intelli-

gence?

• (Ecological validity) Does performance on the measure gen-

eralize to real-world contexts outside of the lab?

These types of validity and others have been considered when eval-

uating human intelligence measures [111].

Even if we restrict our attention just to predictive validity, we

still face choices of which types of predictive validity to favor. In

Jensen [53]’s terms, IQ tests have validity if they “improve pre-

diction of the quality of a person’s performance in a larger, more

important sphere of activity”; if they can predict outcomes “that

people deem important” [2]. This is a common strategy for estab-

lishing that mental tests reliably relate to outcomes that are inde-

pendently meaningful turns on ethical values: health, educational,

and occupational outcomes matter because people value them 11.

Looking beyond predictive validity, one must also decide which

of the other types of external validity described above to prioritize.

It is unclear how to make trade-offs between the different types

of validity without reference to which practical goals matter more

than others. Determining which types of validity are required to

accept a benchmark like IQ is a value-laden choice. It depends on

how much we care about the external concepts that IQ is purport-

edly related to.

We believe that taking into account ethical considerations in

choosing standards of evidence is something that intelligence re-

searchers ought to do, rather than a mere mistake. We see this as

an instance of what is sometimes called the argument from induc-

tive risk: when the social costs of errors are especially high, ethical,

social, and political values should influence scientific standards of

evidence [34, 100].

10See [51] for a more comprehensive overview. See [111] for a helpful example of how
recent IQ tests tackle issues of validity.
11In discussing the validity of IQ, intelligence researchers frequently emphasize that:
(a) IQ predicts health and longevity outcomes [3, 43, 44, 54, 106, 107, 107]; (b) IQ
predicts education achievement [26, 91]; (c) IQ predicts occupational achievement[27,
91, 101].
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3.4 Path dependence

Wewant to consider one last respect in which intelligence research

is value-laden: through path dependence—mechanisms that “lock

in” historical antecedents and raise the switching cost of their al-

ternatives [40, 65, 85]. To paraphrase Anderson, IQ has different

ways of becoming a “self-fulfilling prophecy” [2].

One aspect of IQ and intelligence research that exhibits path de-

pendence has to dowith the real-world outcomes of intelligence re-

search and IQ tests. Intelligence research and IQ tests influence be-

havior. An especially important area of influence concerns how his-

torically marginalized groups perform on these tests. Take the case

of the so-called “black-white IQ gap” in the US [2, 52]. Antiracist

researchers have examined the role of mechanisms like teacher ex-

pectation and stereotype threat in reinforcing and entrenching his-

torical disparities in cross-group test scores.12 For instance, false

teacher beliefs about the lower potential of black students might

lead students to “discouragement and disengagement fromacademic

achievement” [2, 39]. If IQ tests are used to sort students into groups

that receive different resources, those resources can influence how

students do on later cognitive tests, thus making it seem like IQ

explains those real-world outcomes, even if it was the differential

allocation of resources or stereotypes that was really responsible.

Using IQ tests in this way creates a positive feedback loop that

fulfills the “prophecy” that IQ is explanatory—even if it isn’t.

Human intelligence research today may not look anything like

the alternatives that antiracist and feminist critiques of the field

have proposed. But intelligence research doesn’t necessarily have

to reinforce racism and sexism: antiracist and feminist researchers

have shown how we could use research to discover mechanisms

that reinforce path dependence, and to examine how such mecha-

nisms can be countered and resisted. Whether or not to focus in-

telligence research in directions that reinforce or help undermine

inequities is a value-laden choice.

4 VALUES IN ML BENCHMARKS

Having established that the debates over the correct measures for

human intelligence were unavoidably value-laden, we now inves-

tigate the relevance of these insights to measures of artificial in-

telligence. Just as the concept of (human) intelligence is a thick

evaluative concept (see Section 3), the concept of artificial intelli-

gence (in the gradable sense of how intelligent a computer system

is) is also a thick evaluative concept.13

The most direct parallels between human intelligence research

and ML benchmarks lie in their respective attempts at setting stan-

dards for describing, evaluating, and comparing how different mod-

els or persons perform on tasks.14 ML benchmarks need to enable

comparisons of model performance in ways that involve both de-

scription and evaluation through:

12Here, we focus on race. For an overview of research on gender disparities in IQ
scores, see Deary [23].
13Since AI systems often aim to mimic human cognitive abilities, this should be no
surprise.
14An important difference between ML benchmarks and human intelligence differ-
ence is the latter’s interest in the environmental and hereditary causes of differences
in intelligence. See 3.2 for our brief overview of the human intelligence case, and
Deary [24] for a more detailed overview of different causal questions in intelligence
research.

(1) Conveying commensurable empirical facts about the perfor-

mance of different systems in a way that enables compar-

isons of model performance; and

(2) Conveying commensurable content about how we evaluate

the systems (approval or disapproval, praise or blame, suc-

cess or failure, etc.), in a way that enables the ranking of

model performance.

Evaluations of ML systems fulfill criterion 1: when researchers

evaluate AI systems, they take themselves to be discovering empir-

ical facts about how systems of a certain type behave. They also

satisfy criterion 2: when we evaluate an ML system as being bet-

ter or worse on a certain benchmark, we are evaluating it as being

more or less successful. Given that ML evaluation has both descrip-

tive and evaluative components, we can expect similar value-laden

issues around ML evaluation to emerge, parallel to the issues we

discussed with respect to measuring human intelligence. We now

argue for three specific ways in which ethical values and risks can

enter ML benchmarks: in task choice (or task weightings), in se-

lecting standards of validity that benchmarks should fulfill, and in

creating path dependence through positive feedback loops in the

ML ecosystem of model architectures, hardware, software, human

incentives, and benchmarks.

4.1 Task choices, task scopes, and task

weightings are value-laden

One of the many value-laden choices in benchmark design is what

specific tasks to include. For instance, unlike the popular natu-

ral language processing (NLP) benchmarks GLUE and SuperGLUE,

the new Holistic Evaluation of Language Models (HELM) bench-

mark [63] includes a toxicity detection task as part of its gauntlet of

tasks for evaluating language models. What is especially interest-

ing for our purposes is the shift in the conception of task selection

between benchmarks like SuperGLUE and HELM. Unlike Super-

GLUE, HELM explicitly and reflectively frames task selection as a

value-laden choice.

As examined by Raji et al. [89], benchmarks that attempt to

measure more general capabilities, such as “general language un-

derstanding”, have become more popular. The authors of Super-

GLUE [104], a successor to GLUE [105], describe the motivation

of the benchmark as “to provide a simple, hard-to-game measure

of progress toward general-purpose language understanding tech-

nologies for English.” Toward this goal, the benchmark is designed

to incorporate a group of 8more specific language tasks. The bench-

mark also provides a single score (e.g. for use in a leaderboard) “by

averaging scores of all tasks.” 15

Raji et al. [89] argue that the idea of a “universal” benchmark

that is appropriate for evaluating AI across all contexts is unattain-

able and unhelpful. Their point is analogous to debates in measur-

ing human intelligence about whether there is a single general fac-

tor that explains variations in test scores, and if so, how it should be

construed (see Section 3.2). Debates over which tasks to include in

cognitive tests for human intelligence parallel debates over which

tasks to include in ML benchmarks. In both cases, the selection or

15See also Dehghani et al. [28] on the related trend of meta benchmarks that provide
aggregate scores on multiple different tasks. Besides GLUE and SuperGLUE, other
examples include XTREME [48], VTAB [113], and RL Unplugged [46].
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weighting of tasks is made with reference to what we want our

measurements to do outside of the research environment. What

abilities do we want to incentivize AI systems (or humans, in the

IQ case) to have? What abilities do we think are not worth incen-

tivizing? These are ultimately questions that cannot be answered

without referring to our ethical values around what types of intel-

ligent systems we consider socially good and worth pursuing.

If we accept that there is no such thing as a “general” task on

which all AI systems should be evaluated, then the question arises

of which tasks we should use to evaluate AI. The space of possible

tasks is at the very least extremely large and possibly infinite. It is

not feasible to evaluate AI on all tasks. In the case of benchmarks

like SuperGLUE, Raji et al. [89] argue that task selection is arbi-

trary and unsystematic: appearing motivated especially by “con-

venience” (such as by what is “easily available” and front of mind

for those building the benchmark) and largely disconnected from

domain knowledge about the general capability being purportedly

benchmarked—e.g. of natural language understanding.

These points parallel Anderson’s argument that even if we grant

that there are value-neutral scientific facts, the choice of which of

these facts are significant enough to seek out is value-laden [2].

Given limited scientific resources, we cannot possibly seek out all

undiscovered facts out there. Choices about which truths and facts

to pursue should be partly informed by their ethical, social, and po-

litical implications. For example, we should start asking questions

like why a task like object recognition is prioritized in computer

vision (CV) benchmarks. While there is a prima facie scientific rea-

son for including object recognition as a task, that is still only one

part of human vision, which includes many other abilities beyond

object recognition. One potential downside of having object recog-

nition as the paradigm CV task is that it puts the question of curat-

ing a set of “appropriate” image labels front-and-center. This leads

to tensions when CV is applied to situations where the act of la-

beling itself is contentious and ethically laden: for example, when

applied to automatic gender detection [94, 95]. Furthermore, social

scientists have long recognized that the act of classification itself

is moral and political [12].

HELM [63] explicitly embraces the value-laden character of bench-

marks, and deliberately articulates a strategy for navigating what

this implies in its approach to task selection. Rather than selecting

tasks that are a proxy for putative progress towards a more general

ability, HELM targets an evolving and revisable set of tasks illustra-

tive of important and socially significant real-world use cases for

large language models (“scenarios”), accompanied by a pluralistic

set of metrics for measuring performance on thosemany scenarios.

In recognizing the ethical and societal considerations that motivate

their selection of tasks and metrics, the authors also explicitly ac-

knowledge:

(1) That tasks and metrics are “complex and contested social

constructs”.

(2) The importance of designing the benchmark in a way that

helps better articulate the “explicit potential trade-offs” be-

tween the “desiderata” these constructs embody, including

“help[ing] to ensure these desiderata are not treated as second-

class citizens to accuracy”.

(3) That the task of model evaluation should be about coming

up with a holistic and plural set of desiderata that helps ex-

amine whether the models evaluated are “societally benefi-

cial systems”.

(4) The importance of articulating the incompleteness of the

task selection, and of foregrounding limitations that call for

futurework, alternative benchmarks, or revisions to the bench-

mark. HELM is a “living benchmark” designed to “evolve

according to the technology, applications, and social con-

cerns”.

In examining the limitations of their benchmark design, HELM

highlights another value-laden trade-off in task selection: between

choosing tasks and metrics that enable straightforward ranking of

models (e.g. through leaderboards built with “single-number met-

rics”) and choosing tasks and metrics that make ranking model

performance in a decontextualized way more difficult. As the au-

thors highlight, in some circumstances, benchmarks that enable

straightforward rankings or aggregate scores can be appropriate:

such as to “simplify decision-making”. [63] However, this is itself

a choice always motivated by social, ethical, and political prefer-

ences. There is no value-neutral path to benchmarks with leader-

boards.

4.2 Choices of validity in ML

In Section 3.3, we discussed how choices about which types of con-

struct validity to use are value-laden. Here, we argue that similar

concerns apply to ML benchmarks.

Typically, when ML researchers use cross-validation accuracy

as the main metric of performance, they are measuring only inter-

nal validity, since the examples being validated on are randomly

selected from the same dataset that the training data came from

[64]. In contrast, the types of validity described in Section 3.3 are

forms of external validity—relating the findings of a study to exter-

nal phenomena outside of the study’s dataset. In benchmarks that

test only for internal validity, choosing not to consider external

validity is a value-laden choice.

Some ML methods, like one-shot learning, are inherently eval-

uated in ways that go beyond internal validity, because they are

evaluated on data distributions that are different from the training

distribution. However, this is just one type of external validity—

ecological validity (see Section 3.3). Even when ML researchers do

decide to measure external validity, there are further value-laden

choices to be made about which types of external validity to mea-

sure. In Section 3.3 we discussed how external validity can be about

the content of what’s measured (content validity), the convergence

of the measurement with other ways of measuring the same con-

struct (convergent validity), and whether the measurement corre-

lates in the expected ways with other phenomena (predictive va-

lidity). Furthermore, even within predictive validity, there are dif-

ferent targets that one can select as the phenomenon to find corre-

lations with. Just as human intelligence researchers had to decide

if IQ or other cognitive tests should predict health, education, or

occupational achievements (among many other choices), ML re-

searchers have to decide what types of external tasks or environ-

ments they want their models to best succeed at. In other words,

given that anML researcher is looking for their model to do well in
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environments or tasks outside the training data distribution, there

are still further choices to be made about which environments or

tasks these should be.

Following Raji et al. [89]’s argument that there is no such thing

as an “everything in the whole wide world” benchmark, it is not

feasible for models to correlate equally well with everything in the

external world. The choices about which external phenomena we

want the results of models to best correlate with inevitably de-

pend on howwe differentially value different external phenomena.

For example, how important is it to design benchmarks that are

not biased towards American English [55]? Is it even possible to

pay equal attention to every language or culture when designing

benchmarks?What counts as a “natural” photo or video for the pur-

poses of a benchmark dataset (what external phenomena count as

“natural”) [93]? How similar shouldmachine vision be to human vi-

sion? What novel physical environments do we want a robot to be

able to navigate? For toxicity detection benchmarks in NLP, should

the labels in the benchmark dataset account for cross-geographic

differences, or is it good enough to model toxicity in a specific cul-

ture [42]? For benchmarks with annotated datasets, the external

validity of model performance on the benchmark may depend on

how disagreements between annotators are handled when creat-

ing the benchmark [4, 36]. Liao et al. [64] emphasize the challenges

in ML with establishing whether “progress on a benchmark trans-

fers to other problems”. We argue here that the choice of which

problems to measure these transfers on is inevitably value-laden,

because it depends onwhat we want models to do in the real world,

which in turn depends on our values.

Finally, failing to carefully consider external validity or selecting

an inappropriate from of external validity can have direct ethical

consequences. Many high-profile ML failures can be construed as

failures of external validity [31, 56, 76]. Many critiques of ML at-

tempts to “predict” properties like “criminality” or emotions can be

interpreted as criticisms of the external validity of these constructs—

for example, that criminality is a construct whose content cannot

be captured in the way some ML practitioners attempt to (i.e. it

lacks content validity) [21], or that emotions are defined in a psy-

chologically implausible way by emotion detection algorithms (vi-

olating content validity and likely convergent validity as well) [99].

4.3 Path dependence

Just as measures of human intelligence can become self-fulfilling

prophecies (Section 3.4), we argue that similar self-fulfilling dy-

namics can occur in AI evaluation. Intelligence tests for humans

can be used to place certain humans in lower-resource environ-

ments that then cause them to do poorly on future intelligence

tests. Similarly, ML benchmarks can discourage work on certain

types of models, which in turn causes these types of models to

do poorly (according to similar benchmarks) in the future. Cur-

rent ML benchmarks are dominated by certain types of models—to

wit, transformers and other types of deep neural networks [79–83].

Some have argued that the availability of certain types of data, the

exigencies of current hardware, and the cultural prominence of cer-

tain types of problems among AI developers are at least partially

responsible for this [9, 33, 38, 47]. For example, Ensmenger [38] has

argued that the preeminence of chess-playing as a paradigmatic

ML problem has influenced how ML developed, similarly to how

the practice of using Drosophila as a model organism in biology

influenced the paths that 20th-century biology took.

4.3.1 Lo�eries. Path dependence can reinforce itself. Sara Hooker

examines hardware-software interdependence as another source

of self-reinforcing dynamics: some types of hardware, suitable to

certain types ofmachine learning models or problems, have a healthy

software ecosystem that can run on them. Other less dominant

types of hardware tend to have less developed software ecosystems

associated with them. This puts the latter at an increasing disad-

vantage [47]. Hooker identifies multiple instances in computer sci-

ence history of when “a research idea wins because it is suited to

the available software and hardware and not because the idea is

superior to alternative research directions.”

Dehghani et al. [28] provide an empirical examination of simi-

lar feedback loops between benchmarks and models. They identify

four problematic dynamics around ML benchmarks:

(1) Task selection bias: the dependence of model performance

on the tasks and datasets selected for the benchmark.

(2) Community bias: the effects of community pressures on the

incentives of researchers in choosing benchmarks.

(3) Statefulness of benchmarking: where decisions made in de-

veloping new models are penalized or rewarded for the ex-

tent to which they are informed by the errors and successes

of previous models on the same benchmark.

(4) Rigging: for model families where community agreement

on benchmarks and evaluation best practices is lacking, re-

searchers are incentivized to select evaluationmethods (datasets

andmetrics) that best fit their model and resource constraints.

These dynamics can lead to positive feedback loops that en-

trench the dominance of certain types of models. As long as per-

formance on currently popular benchmarks is what directs invest-

ment in modeling approaches that do well on those benchmarks,

other modeling approaches will be increasingly at a disadvantage

as they suffer from a relative lack of computational resources, hard-

ware incompatibilities, and less researcher interest [40]. For ex-

ample, we do not know if Bayesian models could achieve simi-

lar performances on the same problems if we were to pour the

same amount of resources into them that we do for neural net-

works: resources to improve their architectures, fine-tune them,

create software or hardware for them, and train them on large

amounts of data. Compared to some other modeling approaches,

neural networks get comparatively more investment in the cre-

ation andmaintenance of sophisticated, open-source software pack-

ages like Tensorflow and Pytorch. Relying on benchmarks that

largely favor neural networks could give this feedback loop an ad-

ditional boost.

The much-criticized practice of “SOTA chasing” (creating mod-

els with the main purpose of getting the best “state-of-the-art” per-

formances on benchmarks) [20] can be construed as a form of path

dependence. It encourages investment into incremental improve-

ments on dominant architectures and modeling approaches. In a

different world, we might instead have more investment in less

popular model types that are harder to work with under the cur-

rent software/hardware environment.
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In a different world, one can also imagine having an evalua-

tion environment that corrects for some of the disadvantages of

non-dominant model types. For example, some NLP researchers

have called for performance measures that adjust for the extent of

hyperparameter tuning and computational budget [32]. The fact

that doing so is not currently widespread practice is a value-laden

choice that puts non-dominant model architectures at a disadvan-

tage. However, even if we did correct for computational resources

and fine-tuning, we cannot correct for the problem that far more

researcher-hours are spent improving neural networks and explor-

ing their possibilities, with comparatively much less effort being

spent on other alternatives. As a corrective, research funds could

be distributed with more attention to the need to not over-focus

on already-popular approaches—but whether to do this or not is a

value-laden choice that, given current uncertainties about which

path is best, cannot be decided by purely technical considerations.

We also have some potential examples of path dependence in

computer vision. Take the overwhelming emphasis in computer

vision on objection recognition tasks. These tasks allow comput-

ers to score well without necessarily using the same features that

humans would use to identify the same objects. For example, it

is well-established that computers use texture much more than

humans do for object recognition, while using shape much less

than humans do [41]. Current benchmark tasks in computer vi-

sion are largely designed such that models are not penalized for

this predilection. What would our models look like if we wanted

them to more closely mimic humans’ greater reliance on shape rel-

ative to texture? How would we design benchmarks if this was a

priority?16

A related issue in computer vision is the question of robustness.

Adversarial examples show that popular computer vision models

are sensitive to changes in images that are not perceptible to hu-

mans [41]. The fact that this is common in models that perform

well on popular CV benchmarks raises the question of why robust-

ness isn’t included as a metric in those benchmarks. What con-

sequences (of non-robust models being deployed in real applica-

tions) are we implicitly sanctioning when we leave robustness out

of benchmarks? What types of model architectures are we implic-

itly encouraging?

The increasing dominance of sequencemodels inNLP is another

area of potential path dependence. As Dehghani et al. [28] point

out, 7 out of 8 tasks in GLUE are sequence-matching tasks, even

though it is not obvious if this is the best composition of tasks to

capture natural language understanding. How much did this task

composition play a role in elevating transformers, which are par-

ticularly adept at extracting sequential information? What paths

in NLP were not explored or under-explored because candidate

model architectures that picked up on other aspects of language

that correlate less with next-token prediction did not performwell

on benchmarks like GLUE?

Once we acknowledge path dependence as a real phenomenon

and recognize that choosing certain benchmarks canmake the play-

ing field less level because of how it influences future investment

16This is not to say that it should be a priority, but it could be beneficial to have more
of a debate about whether it should.

inML, it becomes crucial to recognize this as an area of value-laden

decisions. We frame this as a choice between the following:

• Validating model performance against current benchmarks,

assuming current distributions of community pressures and

resources for the development of different types of models.

• Validatingmodel performance in a hypothetical domainwhere

all model types have been tuned to the same extent, use sim-

ilar computational resources, and have received similar in-

vestments in architectural improvements and software ecosys-

tems.

We do not intend here to insist that one or the other choice is the

correct one, but to point out that choosing one or the other is not

merely a matter of fact or straightforwardly dictated by the “scien-

tific method”. Ethical, social and political values ought to inform

our choices here, because the homogenization of the model land-

scape has ethical ramifications and risks [11, 22, 40, 59].

4.3.2 Path dependence in reifying social constructs. Another form

of path dependency is when social constructs used as categories

in datasets are themselves made “more real” or more persistent by

the fact that they are being used in benchmarks. In Section 3.4, we

explained how using IQ tests to differentially allocate resources

to students can make IQ itself seem more “real” and significant.

The differential allocation of resources based on IQ can lead to sys-

tematic differences in students’ later achievements in life, thus giv-

ing IQ a semblance of external validity. Similarly, the increasing

use of ML to, for example, classify images of humans into gender

categories can reinforce the very same visual norms about gender

categories that the ML models presume to be objective [94]. Us-

ing benchmarks that contain such categories encourages ML prac-

titioners to develop models that do well on those benchmarks—

which means the models have to do well at mimicking the cate-

gories presumed in the benchmark’s “ground truth” dataset. These

models can then be used in the wider world to classify real humans

into gender categories, which means that real humans may be mo-

tivated to conform to the visual norms of those categories in order

to be classified “correctly” by the models. When real humans start

modifying their behavior in this way, the norms of gendered visual

presentations are strengthened, meaning that apparent gender cat-

egories in real-world images that future models will be trained on

are also accentuated.

Thus, ML evaluation runs the risk of reifying various social cate-

gories or norms that could otherwise be less rigid. Decidingwhether

or not to include those types of categorizations in our benchmarks

is therefore a value-laden choice that depends onwhether we think

those are good categories to reify. Previous work has criticized cur-

rent practices around gender categories in ML [94]. Many other so-

cial categories are also value-laden in similar ways. Although the

creators of benchmarks like ImageNet might think that they are

simply doing a value-neutral catalog of images of “the world” [89],

their choices of image labels are deeply value-laden, as others have

argued [29, 95].

5 PRACTICAL RECOMMENDATIONS

We have argued that in at least three ways, scientific and techni-

cal decisions about ML benchmarks are dependent on ethical val-

ues. From the perspective of identifying and mitigating the ethical
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risks of ML benchmark research, the areas of task selection, choice

of validity standards, and path dependence each need close and

thorough scrutiny. Being reflective, explicit, and public about the

social, political, and ethical values behind ML research is vital to

the pursuit of responsible ML.17 Here we outline some practical

recommendations for identifying and ameliorating the risks we’ve

identified.

5.1 Explicitly discussing and documenting

ethical risks and values

A first recommendation is aimed at researchers. Given the unique

role of benchmarks in ML research, researchers should avoid in-

terpreting benchmark results as a value-neutral indicator of intel-

ligence or performance. Moreover, we recommend that researchers

developing benchmarks explicitly and reflectively discuss the po-

tential ethical risks that come with areas like task selection, stan-

dards of validity, and path dependence, either through part of bench-

mark documentation, as part of impact statements, or as part of

the papers themselves. This will in turn help other practitioners

choose which benchmarks to use when evaluating their models.

For example, if a particular form of external validity (e.g. conse-

quential validity) is particularly important to a real-world appli-

cation, practitioners who are evaluating models can more easily

choose benchmarks that emphasize consequential validity, while

putting less weight on benchmarks that don’t. This will better align

model evaluation with the values the practitioner wants.

Building benchmarks in a way that meaningfully centers their

value-laden features is not an unachievable ideal. As discussed above

(Section 4.1), we see HELM [63] as a helpful example of how this

can be done for the social, political and ethical values involved

in task selection. Notably, HELM repeatedly and constructively

draws on recent position papers critical of ML benchmarking prac-

tices, including [13, 64, 89]. Critical position papers have a vital role

to play in improving benchmarking practices. They must be given

a prominent place in conferences and publications aimed at theML

benchmark community.

5.2 Ethics reviews and guidelines

A second recommendation is for people working on ethics guide-

lines and ethics reviews for ML benchmarks in communities like

NeurIPS’s Datasets and Benchmarks track. Since 2020, the NeurIPS

conference has been systematizing its approach to taking ethical

risks into account [88, 98]. As part of this work, the conference

made public new ethical review guidelines in 2021 [68]. In 2022,

a Provisional Draft of the NeurIPS Code of Ethics was published

[6], addressing topics like the uses of research and the treatment of

human subjects [50, 87]. A final version of the Code of Ethics was

released in 2023 [7]. Parallel work on ethics review is happening

in journals, such as Nature Machine Intelligence [37, 98]. Finally,

there is a growing body of work examining theML ethics review in

the context of institutions: from institutional review boards (IRB)

and research ethics committees (REC) within research institutions,

to impact requirements by funding bodies [87, 88, 98]. For simplic-

ity, we focus on the case of ethics review as part of the research

17On the importance of reflexivity, of critically examining one’s own assumptions, in
mitigating ML failures, see [14]. See also Prunkl et al. [88].

peer review process. But the issues we highlight have parallels

in contexts like IRB and funding bodies. Given the unique role of

ML benchmarks in enabling the evaluation and comparison of ML

models, examinations of the ethical risks of benchmarks should not

be narrowly limited to considerations about their potential uses, or

about the treatment of human subjects [73, 87].

We see the problem of improving ethics review for benchmarks

in those areas as a very difficult one. The problems posed by the

low maturity of the ML ethics review ecosystem [98] are arguably

compounded by the low maturity level of benchmarking practices

in those areas. We lack knowledge of how benchmark ethics re-

view affects researcher behavior, of the design space for bench-

mark ethics review mechanisms, and of how to ensure the legit-

imacy of benchmark ethics review—such as through public delib-

eration [88, 98]. We also lack knowledge of what improving bench-

marking practices in any of the three areas we identified can look

like. In the area of task-selection, we noted that HELM is an early

example of what meaningfully centers the value-laden features of

benchmarks might look like. Yet many more such examples are

needed to empower benchmark ethics reviewers to rigorously dis-

tinguish what behaviors to flag or to promote for the ethical risks

of task-selection. In the area of validity, the example of HELM is

also instructive. The authors pointedly acknowledge that there is

a dire need for future work interrogating the validity of datasets

in the context of HELM’s tasks and metrics (scenarios) [63]. We

lack the collective knowledge to empower ethics reviewers to rig-

orously distinguish what adequate anticipation of the ethical risks

of benchmark validity looks like.

In the short term, here are two low-hanging fruit proposals that

ethics review could begin implementing on the three areas of risk

we have identified. First, conferences and publications could add

guidelines for ethics reviewers that specifically center the ethical

risks of task-selection, validity, and path dependence. What does

it look like to helpfully invite reviewers to consider those areas of

risk? What challenges stand in the way of making such guidelines

actionable?

Second, conferences and publications conducting ethics reviews

could consider curating lists of accepted papers that do an espe-

cially excellent job engaging with the ethical risks of task-selection,

validity, and path dependence. This is a similar spirit to Prunkl

et al. [88]’s suggestion to implement best impact statements prizes

for the sake of incentivizing high-quality impact statements. But

rather than only focusing on incentives, we would like to see ex-

perimentation with the role ethics review can play in curating doc-

umentation that supports the benchmark community’s efforts in

pushing best ethical risk practices forward. Best impact statement

prizes stand on the more selective end of that spectrum. We want

to invite the community to also consider less selective approaches.

5.3 Structural solutions for the overall research

landscape

Finally, we want to acknowledge an important practical challenge

in mitigating the ethical risks that come with the areas we have

identified. Path dependence is an example of a structural problem

that is unlikely to be resolved through isolated individual action.

Mitigating the ethical risks that come with path dependence calls
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for social and collective change in areas like how research is funded

and incentivized. For the ethical risks of benchmarks that stem

from structural problems like path dependence, futurework should

investigate strategies and opportunities for leveling the playing

field for diverse approaches to ML, in order to minimize path de-

pendence. 18

6 CONCLUSION

What does good science look like in the context of ML benchmarks?

We’ve argued that benchmarks are and should be influenced by

ethical, social, and political values. The concept of intelligence is

value-laden: we define what intelligence is according to how we

want machines or people to perform. Moreover, decisions about

benchmarks for ML and human intelligence are intimately tied to

their uses. The practical implications of ML benchmarks and IQ

mean that the social costs of errors can be very high.

The argument from inductive risk (see Section 3.3) applies to

each of the dimensions of the problem we considered for both ML

benchmark and human intelligence research. Decisions like what

tasks we want machines (and humans) to perform well, what stan-

dards of validity we want to use for either, and how to manage

path dependence should be deeply informed by what purposes we

want them to serve in society.

However, there is still a role for value-neutrality in science. For

scientific research to be valuable, it must produce reliable empiri-

cal knowledge [35]. This requires prioritizing considerations about

what is more or less conducive to the truth—about epistemic val-

ues—throughout. Key background decisions (about task selection,

standards of validity, and whether to reinforce or curb path de-

pendence) must be informed by both epistemic considerations and

ethical values. Yet once we have answered these background ques-

tions, we should use only epistemic values to evaluate research.19

Paraphrasing Douglas [35], intelligence is built on a social, politi-

cal, and moral terrain. Good science for ML benchmarks and hu-

man intelligence research requires reflective and explicit articula-

tion of the values and risks embedded in their scientific and tech-

nical core.20

We want to conclude by highlighting an ideal for good science

that we especially hope to see explored by the ML benchmark com-

munity. Once we accept that benchmarking intelligence is value-

laden—that ethical, social and political values should inform how

we select standards for describing, evaluating, and comparing hu-

man or machine intelligence—we can begin to consider how to de-

fine benchmarks in order to promote the values that we want. In

the case of measuring human intelligence, Anderson [2] suggests

explicitly taking up the epistemological standpoint of justice. This is

an injunction to:

(1) Focus the efforts of research on figuring out what it would

take formembers of all groups to fully develop their potential—

as opposed to today’s society, where members of vulnera-

ble and historically marginalized communities are system-

atically deprived of opportunities to do so.

18Petermann et al. [87] helpfully emphasizes the importance and difficulty of tackling
the structural, ecosystem-level sources of ethical risk in ML research.
19This is similar to Anderson’s take on impartiality [2].
20For more on the conception of good science we recommend for benchmarks, see
A.1.

(2) Thoroughly investigate what obstacles (e.g. path dependency)

get in the way.

It’s an epistemological standpoint because our response to the in-

junction should turn on “discoverable empirical facts” and reliable

empirical knowledge, rather than merely on non-epistemic values.

In the case of human intelligence, examples include studyingmech-

anisms like teacher expectation and stereotype threat (Section 3.4),

and experimenting with social reforms [2].

What would it take to adopt the epistemological standpoint of

justice for ML benchmarks? For example, what measures of ma-

chine intelligence would enable different groups of humans to thrive

in a society where they interact regularly with ML systems? What

measures of machine intelligence might reinforce harms to vulner-

able and historically marginalized communities (e.g. through path

dependence and the reification of social constructs)?Misguided be-

lief in “neutral” approaches to evaluating intelligence—as though

we can simplymeasure “everything in thewholewideworld” [89]—

makes for worse science.
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A APPENDIX

A.1 Value neutrality and feminist philosophy

of science

Our perspective in this paper is deeply informed by feminist phi-

losophy of science scholarship about the value neutrality of sci-

ence. In this appendix, we provide background on the conception

of value neutrality implicit in this paper (A.1.1). We also argue that

feminist critiques of value neutrality are a vital source of insights

for ML research, including for articulating the place of ethical, so-

cial, and political values in good science (A.1.2). We mean this as an

invitation for other researchers to dig further into how this body

of scholarship can be helpful to the ML research context.

A.1.1 What is value-neutrality? Discussions of the value neutral-

ity of science have a long history. McMullin [72] interprets Weber

as having argued—over a hundred years ago—that "the objectivity

of science [...] requires public norms accessible to all, and inter-

preted by all in the same way" [109, 110]. On this early 20th cen-

tury view, values that are open to choice and disagreement have

no place in science.

By contrast, for multiple decades, philosophers have recognized

a role for values that are open to dispute and choice in scientific

reasoning and decisions [33, 60, 67, 72].21 A particularly important

21For a helpful account connecting philosophy of science to values inML research, see
Dotan andMilli [33]. On the philosophy of science front, our accounts center different
bodies of work: “Kuhn’s paradigms and Lakatos’s research programmes” in their case;
feminist scholarship on the value neutrality of science, epistemic/nonepistemic values,

concern is the underdetermination thesis: scientific theory is under-

determined by empirical evidence [67, 72]. Empirical data cannot

on its own settle the question of what specific theory is correct.

A commonly accepted view is that values have a role to play in

closing the gap between empirical data and theory choice.

This hasn’t spelled the end of the value neutrality of science.

We can hold on to the ideal of value-neutral science, some argue,

if the only values we rely on in closing the gap between empir-

ical data and theory choice are epistemic values: that is, consid-

erations about what promotes the attainment of truth [67, 100].
22 Epistemically problematic practices like falsifying records or

cherry-picking data undermine the core functions that make sci-

ence worth pursuing, such as the aim of producing “reliable em-

pirical knowledge” [35]. Acknowledging a role for epistemic val-

ues in scientific reasoning is an invitation to clarify specifically

what we consider to promote the attainment of truth or of reliable

empirical knowledge. Kuhn’s influential account highlights 5 key

epistemic values: accuracy, simplicity, internal and external consis-

tency, breadth of scope, and fruitfulness [60, 67].

Of note, this philosophy of science sense of value neutrality is

different from the sense of value-neutrality centered in Birhane

et al. [8]’s helpful investigation of the values of ML research. Their

account instead centers Winner [112]’s conception of the value-

neutrality: the view that technology is value-neutral if it can be put

to both beneficial and harmful uses, and if whether it is harmful or

not harmful depends on what uses and purposes we choose to put

it to. This is the kind of “neutrality” that household tools have. A

hammer can be used to attach a work of art to a wall; it can also

be used as a weapon.

The philosophy of science sense of value neutrality is instead

about what kinds of values are admissible in scientific reasoning.

Contemporary versions of the value neutrality of science thesis

allow epistemic values to supplement empirical evidence in closing

the gap between evidence and theory. What the value-neutrality

thesis rejects is any place for ethical, social, or political values (non-

epistemic values more broadly) in scientific reasoning.

A.1.2 The relevance of feminist philosophy of science for ML re-

search. There are two aspects of feminist philosophers of science’s

rejection of value neutrality that we find especially helpful for the

ML space.

The first concerns the status of scientific research that purports

or appears to be value-neutral—that does not make explicit and re-

flective appeal to ethical, social, and political values. In this paper,

we have argued that IQ and ML benchmark research, even in cases

where it purports or appears to be value-neutral, nonetheless em-

bodies ethical, social and/or political values. We see this as deeply

aligned with a growing body of scholarship on the values embod-

ied in ML research [8, 33, 40]. In doing so, we hope to spark inter-

est in examining the many other ways in which insights from the

feminist philosophy of science tradition can illuminate the roles of

implicit ethical, social, and political values in ML research.

thick evaluative concepts in social science, and the argument from inductive risk in
ours.
22In some 90’s discussions, epistemic values are instead called "cognitive values". Re-
cent discussions favor the term epistemic values to avoid presupposing (or seeming
to presuppose) non-cognitivism about ethical, social, and political values.
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The second concerns the status of research that is explicitly and

reflectively informed by ethical, social, and political values, like the

insights of anti-racist and feminist IQ research that Elizabeth An-

derson examines (discussed above in Section 3). Inspired by fem-

inist standpoint epistemology’s emphasis on the epistemic privi-

lege of the standpoints of oppressed and historically marginalized

communities, feminist philosophers of science have been investi-

gating the multiple ways in which explicit and reflective reliance

on ethical, social, and political values can make for better science

[2]. As discussed in Section 6, this perspective is compatible with a

strong endorsement of the crucial role of empirical evidence in sci-

ence, the distinct value of science in producing reliable empirical

knowledge, and the impartiality of science.

A lot of research on ethical and just ML deeply aligns with this

perspective. We believe that the feminist philosophy of science tra-

dition is an especially valuable source of models for the multiple

ways in which good science is and should be informed by ethical,

social, and political values.
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