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ABSTRACT
Recidivism risk assessment instruments are presented as an ‘evidence-
based’ strategy for criminal justice reform – a way of increas-
ing consistency in sentencing, replacing cash bail, and reducing
mass incarceration. In practice, however, AI-centric reforms can
simply add another layer to the sluggish, labyrinthine machin-
ery of bureaucratic systems and are met with internal resistance.
Through a community-informed interview-based study of 23 crimi-
nal judges and other criminal legal bureaucrats in Pennsylvania, I
find that judges overwhelmingly ignore a recently-implemented
sentence risk assessment instrument, which they disparage as “use-
less,” “worthless,” “boring,” “a waste of time,” “a non-thing,” and
simply “not helpful.” I argue that this algorithm aversion cannot
be accounted for by individuals’ distrust of the tools or automa-
tion anxieties, per the explanations given by existing scholarship.
Rather, the instrument’s non-use is the result of an interplay be-
tween three organizational factors: county-level norms about pre-
sentence investigation reports; alterations made to the instrument
by the Pennsylvania Sentencing Commission in response to years
of public and internal resistance; and problems with how informa-
tion is disseminated to judges. These findings shed new light on
the important role of organizational influences on professional re-
sistance to algorithms, which helps explain why algorithm-centric
reforms can fail to have their desired effect. This study also con-
tributes to an empirically-informed argument against the use of
risk assessment instruments: they are resource-intensive and have
not demonstrated positive on-the-ground impacts.
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1 INTRODUCTION
Algorithmic decision-making in the public sector – criminal law,
policing, education, and public benefits – is often introduced as a
reform measure intended to address institutional inefficiency and
problems of legitimacy [40]. Recidivism risk assessment instru-
ments, which infer a defendant’s likelihood of rearrest or reconvic-
tion from past data, are presented as an ‘evidence-based’ strategy
for criminal justice reform – a way of increasing consistency in
sentencing, replacing cash bail, and reducing mass incarceration. In
practice, however, AI-centric reforms can simply add another layer
to the sluggish, labyrinthine machinery of bureaucratic systems
and are met with internal resistance.

Consider the Sentence Risk Assessment Instrument, a recidivism
risk assessment instrument implemented in Pennsylvania in 2020.
The actuarial tool uses demographic factors such as age and num-
ber of prior convictions to estimate the risk that an individual will
“reoffend and be a threat to society” – that is, be reconvicted within
3 years of release from prison [37]. It was adopted on the premise
that it would help judges identify candidates for alternative sen-
tences, despite public criticism that the tool would exacerbate racial
biases in sentencing [1, 13, 43]. Through a community-informed
interview-based study of 23 criminal judges and other criminal legal
bureaucrats in Pennsylvania, however, I find that judges overwhelm-
ingly ignore the Sentence Risk Assessment Instrument, which they
disparage as “useless,” “worthless,” “boring,” “a waste of time,” “a
non-thing,” and simply “not helpful.”

Proponents and critics of risk assessment instruments alike tend
to focus on the algorithms’ technical aspects, such as their ability (or
inability) to meet benchmarks of accuracy and algorithmic fairness,
their proprietary nature, their predictive features, and their opacity.
Many studies also assume, with no empirical basis, that bureaucrats
such as judges, police officers, and government workers are prone
to relying uncritically on predictive instruments – which are often
advisory. Finally, studies and audits of risk assessment instruments
are frequently conducted without the input or expertise of the com-
munities most affected by, and most experientially knowledgeable
about, the ongoing effects of their implementation – in the present
context, communities impacted by incarceration.

This study takes a different approach to all three of these issues.
It builds on the insights of previous empirical studies on the impacts
of predictive technologies in the criminal legal system [3, 20, 44, 46,
47], ethnographic work on professional resistance in sociotechnical
systems [7, 12], and input from community members to examine
the impacts the Sentence Risk Assessment Instrument has had on
judicial practice in Pennsylvania since its implementation in 2020.
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My study has several key findings. I show that criminal court
judges in Pennsylvania overwhelmingly ignore the recommenda-
tions of the Sentence Risk Assessment Instrument, a form of profes-
sional resistance to algorithmic systems. I argue, however, that this
algorithm aversion cannot be accounted for by individuals’ distrust
of the tools or automation anxieties, per the explanations given
by existing scholarship [8, 16]. Indeed, I find that even staunch
supporters of risk assessment reform measures are critical of this
particular tool. Instead, I identify three organizational factors that
jointly explain the instrument’s non-use: disparate county-level
norms about pre-sentence investigation reports; alterations made
to the instrument by the Pennsylvania Sentencing Commission in
response to years of public and internal resistance; and problems
with how information is disseminated to judges. My qualitative
analysis thus provides an explanation of the Pennsylvania Sentenc-
ing Commission’s own initial data analysis that the tool has had
no impact on sentencing [38], the inconsequential outcome of a
decade-long process to satisfy a 2010 state legislative mandate for
a sentencing risk assessment instrument. I also note two potential
unexpected consequences of the tool’s adoption: additional hidden
labor for the probation department and longer pre-trial detention
times for defendants.

These findings shed new light on the important role of organiza-
tional influences on professional resistance to technology, which
helps clarify one reason that algorithm-centric reforms can fail to
have their desired effect. This study thus lends empirical support to
a practical argument against the use of risk assessment instruments:
they are resource-intensive and have not demonstrated positive
on-the-ground impacts.

2 BACKGROUND AND RELATEDWORK
2.1 Risk Assessment Instruments and Human

Discretion
Scholarship on predictive technologies in the public sector has ex-
ploded in recent years [2, 9, 11, 18, 28, 32]. The use of algorithmic
decision-making in the criminal legal system has been particularly
controversial, with reason. The claim that risk assessment instru-
ments promote progressive criminal justice goals in practice is
largely speculative – the few existing empirical studies suggest that
risk assessment tools have had little to no impact [20, 44, 46, 47]
– and a vocal chorus of critics has stressed that such instruments
could exacerbate racial disparities in pretrial, sentencing, and parole
decisions because they base predictions on (and reproduce) struc-
turally racist patterns in the US criminal legal system [5, 24, 25].

To be sure, algorithmic bias is worth addressing seriously and
can be reason alone to condemn the use of a particular instrument.
But a key detail often neglected in discourse about risk assessment
instruments and other public sector algorithmic systems is that
their recommendations are advisory. Algorithmic systems are so-
cially situated, interacting and entangling by necessity with people,
institutional practices, and societal norms [4, 21, 34, 41]. Individuals
like judges and police officers make on-the-ground discretionary
decisions – what Michael Lipsky refers to as ‘street-level bureau-
cracy’ [29] – that ultimately impact the lives of individual people,
not the technical details of the algorithmic instruments on their

own, and human judgment can interact with algorithmic decision-
making systems in unexpected ways. The few studies of how risk
assessment instruments are actually used have shown that judges
differ widely in their adherence to recommendations and follow
them inconsistently for different types of defendants [20, 46, 47].

For example, human decision-makers can selectively follow al-
gorithmic recommendations to the detriment of individuals already
likely to be targets of discrimination. In Kentucky, a pretrial risk
assessment tool – intended as a bail reform measure – increased
racial disparities in pretrial releases and ultimately did not increase
the number of releases overall because judges ignored leniency
recommendations for Black defendants more often than for simi-
lar white defendants [3]. Likewise, judges using a risk assessment
instrument in Virginia sentenced Black defendants more harshly
than others with the same risk score [47].

In other contexts, human discretion can correct for algorithmic
bias. In Pennsylvania, a recent study about racial bias in an algo-
rithm that screens for child neglect showed that call screeners mini-
mized the algorithm’s disparity in screen-in rate between Black and
white children by “making holistic risk assessments and adjusting
for the algorithm’s limitations” [10] (see also [15]). Virginia’s risk
assessment instrument would have led to an increase in sentence
length for young people had judges adhered to it; however, because
judges systematically deviated from recommendations, some of the
instrument’s potential harms (and benefits) were minimized [47].

Of course, another way that human discretion can interact with
algorithms is not to interact with them. Algorithm aversion – the
reluctance to follow algorithmic recommendations – is thought to
arise from lack of confidence in algorithmic systems [16]; however,
experimental research on algorithm aversion has focused on indi-
vidual and algorithm factors, neglecting the role of social context
and organizational factors [30]. Sociological work shows that resis-
tance to algorithms happens in contexts where individuals feel that
their agency or power is being threatened by a new technology, as
illustrated by Sarah Brayne in her ethnography of LAPD officers
using PredPol, as well as by Angèle Christin in her ethnography of
prosecutors and judges using a pretrial risk assessment instrument
[7, 12]. Police officers and legal professionals alike felt threatened
by how these new technologies could be used to surveil their perfor-
mance and limit the role of their discretion, resulting in professional
resistance to algorithmic systems in the form of adversarial data
obfuscation – the process of manipulating a system’s data to make
it useless – and foot-dragging.

These dynamics can also intersect. In Virginia, judges had highly
divergent attitudes toward (and literacy about) risk assessment and
varied widely in whether and how they adhered to algorithmic
recommendations [20]. Understanding how these possible forms of
human-algorithm interaction apply in a given case thus requires
not only empirical research in a context of application but also
attention to the social and organizational factors at play.

2.2 The Sentence Risk Assessment Instrument
Amid the chaos of the early months of the pandemic, criminal courts
throughout Pennsylvania were instructed to begin consulting the
Sentence Risk Assessment Instrument when sentencing crimes,
with the aim of helping judges identify candidates for alternative
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Figure 1: “Comparison of PSI Rates Before and After the Instrument,” a figure from a third-party audit of the tool, which states that “if PSIs
were to completed [sic] following the rate at which the instrument identifies high- or low-risk offenders, the PSI rates across counties will be
more consistent” [6].

sentences. The instrument applies to non-DUI defendants being
sentenced following an open plea or trial, July 2020 onward. It
generates a risk score of an individual’s risk of recidivism based
on demographic factors including age, gender, number of prior
convictions, current conviction offense type, and prior juvenile
adjudication. These variables are given weights, depending on their
degree of association with reconviction. Young age, for example, is
associated with recidivism; individuals under the age of 21 receive 5
points and those over 49 receive 0 points. These points are summed
to make the risk score, which ranges from 0 to 18 and is binned
into low-, typical-, and high-risk categories.

The tool recommends seeking ‘Additional Information’, typically
a pre-sentence investigation report (PSI), for individuals with a low
or high risk of recidivism “for whom additional information may
assist the court in determining candidates for alternative sentencing”
[37]. The instrument is thus intended to influence a judge’s decision
to order a PSI for a given criminal defendant, with the presumption
that information contained within PSIs will in turn influence a
judge’s decision to assign an alternate sentence. Currently, PSI-
ordering rates in Pennsylvania vary substantially county-to-county,
as do the contents of the reports; one of the expected outcomes of
the tool’s adoption was thus to minimize county-level disparities
in how often, and for which kinds of defendants, judges choose to
order a PSI (Figure 1).

The Pennsylvania Sentencing Commission – a legislative agency
that advances “fairer and more uniform decisions at sentencing,
resentencing, and parole” – was tasked with fulfilling a 2010 state
legislative mandate to develop the instrument [39]. However, the
Commission’s members soon found themselves embroiled in con-
troversy. From 2017–2019, the Commission received over 100 over-
whelmingly negative public testimonies about the tool from sources
including AI Now, the ACLU, high-profile academics, and local com-
munity organizations. Critics argued that the “racist tool” [1] could
“perpetuate the racial biases and stigmas inherent in our criminal
legal system” [13]. The instrument also met intense criticism from
within the criminal legal system, particularly from probation offi-
cers, who argued that the Sentence Risk Assessment Instrument
was “an unnecessary burden in time, effort, and resources” and

would increase the workload of “already overwhelmed” county
probation departments [14].

In informal interviews, Commission staff explained that they
were legally required to implement the legislative mandate despite
these criticisms, lamenting that “from the start ... there has been no
public support for the development and use of risk assessment at
sentencing” [37]. Commission staff, to their credit, engaged with
the public through a transparent and iterative process of devel-
opment, removing piece by piece the most controversial parts of
the instrument and seeking further public comment each time. For
instance, an earlier version of the instrument showed judges not
only an individual’s risk score but also a detailed risk distribution,
indicating to the judge exactly where the defendant’s numerical
score falls relative to other individuals. The final version of the
tool only shows judges a small text box with the words “Additional
Information” (if the defendant is low- or high-risk), or “NA” (if the
defendant is moderate-risk). The Commission also changed its out-
come variable from rearrest to reconviction in response to public
testimonies, which argued that arrest is not only a poor predictor
of actual crime but also racially correlated due to racial profiling by
police [42]. The core concerns of the public and probation officers,
however, went unaddressed – the tool was still implemented, and no
additional resources were allocated to assist probation departments
with the anticipated increase in ordered reports.

As part of the state’s Evidence-Based Practices Strategic Plan,
the Commission solicited an external review of the tool by Carnegie
Mellon University researchers in 2019. This audit focused on techni-
cal benchmarks of validity, accuracy, and fairness, and made several
recommendations, including discarding the high risk category due
to low accuracy; removing gender as a predictive factor; raising the
high-risk category cutoff to increase its accuracy; and not deploying
the violent crime risk scale component of the instrument due to an
unacceptable level of false positives [6]. The Commission voted to
follow the latter two recommendations. Notably, the audit does not
consult relevant stakeholders or mention the tool’s interactional
effects with judicial discretion or other social factors, instead in-
cluding projections (e.g., Figure 1) that assume complete uptake of
the tool. Later in 2019, the Commission voted to adopt the tool, and
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the Sentence Risk Assessment Instrument was formally rolled out
in July 2020.

3 METHODS
To understand how judges use and interpret the recommendations
of the Sentence Risk Assessment Instrument, I conducted semi-
structured interviews with 15 criminal court judges [31], as well
as unstructured interviews with three probation officers and four
current and former Pennsylvania Sentencing Commission staff.
Community Recommendations. Drawing on standpoint theory
[26], I hired two justice-impacted individuals from the community
organization Coalition to Abolish Death by Incarceration (CADBI)
as consultants on the project in an effort to prioritize the affected
community’s interests and knowledge in developing my interview
questions. One of the consultants was formerly incarcerated and
the other works supporting incarcerated people and their families.
Prior to conducting interviews, I met with both consultants to deter-
mine the scope of the project’s research questions and later solicited
their written and verbal feedback on a draft of an interview guide I
produced based on this initial meeting; I compensated consultants
for their time at a rate of $40/hour. One individual expressed con-
cern that the new risk assessment tool would make judges more
likely to ignore the humanity and personal circumstances of the
people they sentenced and suggested gauging judges’ awareness of
this issue. Consultants also wanted to include interview questions
about the personal nature and impacts of their sentencing decisions.
Based on this feedback, I added questions to the interview guide to
probe judges’ concerns about the instrument and which personal
factors judges consider in their sentencing decisions.
Recruitment and Demographics. I conducted interviews with
judges from Allegheny, Philadelphia, Delaware, Dauphin, and York
Counties. In each county, I initially recruited judges through emailed
and physically mailed study invitations and follow-up phone calls
regarding these invitations until I received a response or the time-
frame for my data collection passed. Other judges were recruited
through snowball sampling from initial responders. I made an ef-
fort to select a sample of judges with variation [48] across county,
political orientation, favorability to risk assessment instruments,
age, gender, race, and time served as a judge (see Table 1 for the
results of a demographic survey given to interviewed judges; see
Appendix A for the survey). Nevertheless, it is likely that the sample
over-represents judges with higher-than-average familiarity with
risk assessment instruments, since these individuals are more likely
to agree to an interview about such instruments and in turn likely
to refer study participants similar to themselves [36]. I continued
recruiting and interviewing judges until I achieved saturation, that
is, I no longer heard new information in my interviews [45]. In
total, I attempted to recruit 86 judges, resulting in a response rate
of 17%.
InterviewProcess. Interviewswith judges ranged from 30minutes
to 2 hours, with a median length of 50 minutes, and were conducted
over video call, by phone, and in person; follow-up questions were
answered over email and follow-up interviews were conducted
with three judges. Interview topics included the career trajectories
of judges; sentencing practices; training, impressions, and use of

Sex Frequency %
Male 8 53.3%
Female 7 46.6%
Age
40–49 years 1 6.7%
50–59 years 6 40%
60–69 years 5 33.3%
70–79 years 2 13.3%
No response 1 6.7%
Years as a judge
0–2 years 2 13.3%
2–5 years 2 13.3%
5–10 years 5 33.3%
10–20 years 5 33.3%
20+ years 1 6.7%
No response 1 6.7%
Race/Ethnicity
White or Caucasian 11 73.3%
Black or African American 3 20%
No response 1 6.7%
County
Allegheny 4 26.7%
Philadelphia 5 33.3%
Dauphin 2 13.3%
Delaware 2 13.3%
York 2 13.3%
Political Orientation
Democrat 7 46.7%
Republican 4 26.7%
Non-Partisan/Independent 2 13.3%
No response 1 6.7%

Table 1: Features of interviewed judge population based on
demographic survey (15 judges).

the risk assessment tool; and attitudes about risk assessment in-
struments more broadly (see Appendix B for interview questions).
Interviews with probation officers and Sentencing Commission
staff were unstructured and helped triangulate interview data from
judges and inform the research project more broadly. This study
received an IRB exemption and I made sure not to include any infor-
mation from interviews that might contain identifying information
in order to keep the identities of study participants anonymous.
Qualitative Analysis. I produced an analytic memo for each inter-
view [33], reviewed interview transcriptions generated by OpenAI’s
Whisper 2-3 times, and relistened to audio recordings twice. I coded
interviews iteratively to identify and label repeating ideas in the
interviews, moving between inductive coding and data collection to
refine themes and look for disconfirming evidence as further inter-
views were conducted [33]. I converged on seven high-level themes,
each with 4-10 sub-themes: sentencing practice; PSI ordering behav-
ior; information and training about the tool; familiarity with and
misconceptions about the tool; use of the tool; desires and concerns
about the tool; and attitudes about risk assessment instruments
more broadly (see Appendix C for a code table). In order to ensure
internal validity, I used member checks and triangulated data from
from multiple sources [31], including participant observations with
chambers and courthouse staff during two in-person site visits to
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the Allegheny and Philadelphia county courthouses, public testi-
mony documents, instrument development documentation, and
recorded meetings of the Pennsylvania Sentencing Commission, all
of which are publicly available on the Commission’s website.
Positionality. As a white woman, an academic researcher, and
a regular contributor to activist initiatives opposing the use of
carceral technology in my local community, I acknowledge that
my positionality shaped the research questions I was interested
in pursuing as well as my interactions with interviewees. I have
participated in rallies and other events organized by the community
organization I collaborated with, which helped me build rapport
with my community consultants despite my privileged academic
position, race, and lack of personal contact with the criminal legal
system; nevertheless, these differences likely shaped the feedback
my consultants were comfortable giving me. On the other hand,
my privileged position as a white researcher from a respected local
university helped me access and build rapport with judges, many
of whom were also white and received their legal training at elite
academic institutions.

4 RESULTS
With respect to tool uptake, I rapidly achieved saturation in my
findings: judges were not interested in, and did not consult, the
Sentence Risk Assessment Instrument. Only two of the judges I
spoke with reported regularly consulting the instrument, and even
these individuals could not recall a single instance in which it had
affected their decisions to order a PSI. In more populated counties
(Allegheny and Philadelphia), I noticed repeating data by my third
interview; I continued getting the same result from judges in smaller
counties (Dauphin, Delaware, York), where political orientation and
PSI-ordering behavior differed from the larger counties, which I ex-
pected to correlate with tool use. However, regardless of county size,
judges almost unanimously did not use the instrument. This finding
is further supported by the Pennsylvania Sentencing Commission’s
own quantitative analysis of the tool, which shows that there was
no requisite change in PSI-ordering rates after the implementation
of the tool. Moreover, my study sample likely over-represents indi-
viduals with atypically high interest in and knowledge about the
tool; the fact that even these judges ignore the tool supports the
generalizability of my finding.

Although I achieved saturation with respect to lack of tool up-
take, I saw a wide range of responses for my other interview themes,
especially PSI-ordering behavior, familiarity with and misconcep-
tions about the tool, desires and recommendations about the tool,
concerns about the tool, and attitudes about risk assessment in-
struments more broadly. That is, I saw variety in the reasons why
judges ignored the tool. Here I present the main ones.

4.1 “I find it to not be particularly, um...
helpful.”

The most common reason that judges did not use the tool was
that they simply did not find it useful. This is due in part to the
work of activists, lawyers, and academics who, over years of pub-
lic testimony hearings, successfully pressured the Pennsylvania
Sentencing Commission to remove the most controversial parts
of the instrument, including directly showing judges risk scores

and detailed risk distributions. The implemented version of the
tool recommends ordering additional information about low- and
high-risk defendants, in keeping with the original goal of helping
judges identify candidates for alternative sentences. However, none
of the judges I spoke with were looking to change their PSI-ordering
behavior. Judges reported either ordering PSIs for all trial cases,
ordering PSIs for more serious trial cases, or almost never ordering
PSIs; this behavior reflected how useful judges found the PSIs them-
selves, whose contents vary by county. Nearly half of the judges I
talked to also did not find the contents of PSIs helpful because in
many counties, including the state’s most populous Philadelphia
and Allegheny counties, the reports contain information judges
can get simply by talking to the defendant. In other words, the
tool intervenes on a factor – PSI-ordering behavior – that judges
are uninterested in changing, and falsely assumes that successfully
influencing PSI-ordering behavior will in turn influence sentencing
decisions.

Five judges explicitly used the words “useless” or “worthless”
(sometimes with an expletive) to describe the Sentence Risk As-
sessment Tool. Over half of the judges also stated that they would
have preferred to see different information presented to them at
sentencing time, including the causal impacts of different sentenc-
ing practices on recidivism, a risk and needs responsivity risk as-
sessment, information about how the risk assessment was derived
(“Show me the math”), and information about risk categories (“It
would be better if they said high, moderate, or low, to be honest”;
one judge said they would only want to see information about
low-risk defendants, while another said they would only want to
see information about high-risk defendants).

4.2 “I have no idea where it is on the form; I
don’t recall looking at it at any point.”

Another common reason that judges ignored the tool, which often
overlapped with judges’ perceptions of the tool’s uselessness, was
a lack of information about what the tool did or what form its
recommendation appeared on. As one judge put it, “I never knew
where that information was going to be provided for me. Was it
going to come in an email? A news blog? A winter weather alert?
I had no idea.” Several judges explicitly asked me to show them
where on the sentence guideline form that judges routinely receive
at sentencing time – “the world’s least user-friendly form” – the
recommendation appears. Another judge called their supervising
judge during my interview because they did not believe me that a
sentencing risk assessment instrument was in use in their county.
With two exceptions, every judge I spoke with revealed some degree
of misconception about the tool during the course of my interview,
such as the claim that the tool shows judges risk scores (it does not),
that the tool applies to DUI cases (it does not), and that the judge
has to do something in order to generate the risk assessment (they
do not; it is automatically generated and appears on the sentence
guideline form). Several interviewed judges were ashamed about
being on the record about their lack of awareness of the tool, while
others used their lack of knowledge about the tool as a reason to
decline participation in my study.

Nearly all judges had low literacy of the tool, despite the Com-
mission’s claim that, effective January 1, 2020, it would “conduct
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a six-month training and orientation for judges and practitioners
related to the use of the Sentence Risk Assessment Instrument,
the purpose of the recommendation, and the type of information
recommended” [37]. Many judges and probation officers remarked
that the tool – and how to use it – had been poorly publicized. In
personal conversations, Commission staff explained that their in-
formation campaign had been derailed by the start of the pandemic
coinciding with the roll-out of the tool.

More broadly, however, my findings indicate systemic problems
with how information is disseminated to judges in Pennsylvania. In
one particularly revealing moment, a judge told me that they were
attending a virtual Continuing Judicial Education session over video
call in the background of their computer – during our interview.
The problem of judicial education was echoed to me by a chief
probation officer, who lamented that even with respect to the risk
assessment already included in PSIs in their county, the probation
department had not done much in the way of educating judges
about how to interpret risk assessment information, adding that
many judges “didn’t really understand how it applies to the work
that they do” and that this was likely the case statewide.1

4.3 “It’s unworkable. I don’t know how you’re
building that into numbers.”

In addition to misinformation and perceptions of uselessness, skep-
ticism or concern about risk assessment instruments more broadly
was often a complementary reason that judges cited for ignoring
the Sentence Risk Assessment Instrument, though it was typically a
secondary issue. These concerns fell roughly into three categories.

The most common concern, which roughly half of judges ex-
pressed, was that the tool ignored a defendant’s humanity. Notably,
this was a central issue raised by CADBI members in their feedback
on my study design; one formerly incarcerated individual worried
that the new risk assessment tool would make judges more likely
to ignore the humanity and personal circumstances of the people
they sentenced. “Each individual has a history that brought them
to this space,” this consultant told me. “There must be individual-
ization.” Judges echoed this point, raising concern about “having a
formula that takes away my ability to see the humanity of the peo-
ple in front of me”; another judge argued that “cookie cutter justice
doesn’t work” and that risk assessment was “merely labeling and
boxing”; a third said, “I don’t know how you can reduce all of the
human factors that go into, you know, sentencing or making a bond
decision and, and put it into a number, you know, I just, I just think
that there are a world of human factors that need to be considered.”
These judges emphasized the crucial role that individual narratives
and personal context played in their sentencing decisions. Most
judges also indicated that they did not assign central importance
to aggregated recidivism risk in their sentencing decisions (with
the exception of recidivism risk for sex crimes). Rather, they were
interested in the personal trajectories of criminal defendants, par-
ticularly escalation toward violent behavior; whether a defendant
was employed; and drug use.

Another common concern judges raised was about the tool’s
bias, especially racial bias. One judge, who identified as Black, was

1This issue extends beyond Pennsylvania; low literacy about risk assessment among
judges has also been documented in Virginia [20].

critical of the discriminatory potential of the tool: “Who’s making
the determinations? Who’s interpreting the statistics? You can say
anything with statistics.” Another judge noted the third-party au-
dit’s finding that the tool’s high-risk category was less accurate
than the low-risk category, commenting that this could be “prejudi-
cial to certain minority groups because there was an historically
higher arrest rate, possibly related to things like race rather than
actual criminal activity.” Judges were concerned about other biases
as well – a judge who was otherwise an advocate of risk assessment
tools claimed that the tool was biased in favor of sex offenders (a
claim that is not factually accurate), while two others commented
that age was an unfair indicator of recidivism because minorities
are statistically more likely to be stopped by police at a younger age.
This concern about bias was not unanimously shared, however;
other judges acknowledged that the tool had biases but maintained
that these were still better than human biases: “You can never take
all biases out. You can never take out – there’s biases, people get
arrested – what’s in it, but you can continue to work on the tools to
try to make them as fair as possible. But it’s better than individuals.”
One judge even claimed that “[risk assessment tools] have been
deliberately distorted as being racist, as being not accurate, as being
using wrong statistics and things like that.”

The third most common concern was that the tool was worse
than the discretion of experienced judges. A common refrain from
judges was that younger, less experienced judges might get more
benefit from the risk assessment tool, but that for more experi-
enced judges, such an instrument was unnecessary. There was also
a general sentiment from judges that personal discretion was a
centrally-defining feature of what it means to be a judge; one judge
with over a decade of experience firmly announced in the first 10
seconds of our conversation that they were “elected to be a judge,
not a robot.” Nine judges independently brought up that judges
“don’t want to be told by anybody what to do;” however, those same
judges did not view themselves as being in this category. Seven
judges said their own sentencing practice was better than other
judges, describing their sentencing using adjectives like “different,”
“atypical,” or (pleasantly) “shocking” to defendants. Several judges
were critical of any efforts to limit their discretion, including sen-
tencing guidelines, which are supposed to standardize sentence
lengths based on an individual’s prior record score and the gravity
of their current offense. One judge aptly summarized this partic-
ular concern: “[The legislature] is trying to give us more narrow
options on what we can do. And, and I don’t like that, because I
think that there’s a reason that we’re up there – we’re up there
because supposedly we’ve demonstrated some ability to think more
broadly about the whole system and to make a better decision than
just something that’s electronically generated. You know if you’re
going to do it all based on a computer program, then you don’t
need me out there.”

Importantly, however, judges’ skepticism about risk assessment
instruments should not be conflated with skepticism toward data-
driven strategies in criminal justice more broadly. As already men-
tioned, many judges reported wanting access to more data at sen-
tencing time – just not the kind of information provided by this
risk tool. Moreover, most judges did in fact acknowledge the im-
portance of consistency in sentencing and, with few exceptions,
reported complying with sentencing guidelines. With the exception
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of two judges, the skeptical claims above were regularly expressed
alongside pro-data and pro-science stances at other points within
the same interview. One judge, who had expressed concerns about
the tool’s racial bias earlier in our interview, maintained that “I’m
a believer in science. This [risk assessment] is science, so we need
to use it.”

4.4 “Anything that slows down processing will
be met with resistance.”

Several judges worried that the Sentence Risk Assessment Instru-
ment could have unexpected downstream consequences, were it
to be used. The Commission “expressly disavows the use of the
sentence risk assessment instrument to increase punishment” [37].
However, as one judge and public testimonies pointed out, judges
can still infer risk levels from the ‘Additional Information’ label,
and empirical evidence from other states suggests that judges are
more likely to use risk information to detain individuals longer [27].
“People know it’s called the risk tool. If it’s ‘Additional Information’,
there may be some concern about how dangerous the defendant
is,” a judge noted. Moreover, if judges followed the tool’s recom-
mendation to order PSIs for low-risk defendants – who often have
minor sentences – then the tool could have the unintended effect
of detaining these defendants longer pre-trial, since ordering a PSI
can take 60 days or longer, depending on the county. Another judge
remarked, “I’m not letting them [the defendant] sit 8 more weeks
in jail because some computer program said so.”

Speaking about unintended impacts in other parts of the crimi-
nal legal system, two probation officers also shared worries about
the tool creating unnecessary – and invisible – labor for their de-
partments, which are tasked with generating the risk and needs
responsivity assessments that go into the PSIs in some counties.
One of these officers said they feared they were going to get “a flood
of cases” where judges were ordering PSIs, but that “thankfully that
has not happened” because they did not have the resources to handle
such a surge. They said they would like to see the system some-
day permit having such an assessment done for every defendant,
but that this would “require a lot of resources, a lot of resources.”
The second officer raised the concern that the tool, if widely used,
would “significantly slow down” the already-backlogged sentenc-
ing process, which they said could cause individuals to spend even
more time awaiting trial in jail. To this probation officer, the risk
assessment instrument was just “another unfunded mandate, the
burden of which was going to fall on county probation.”

4.5 “We’re past that train stop and a little bit
further down the tracks.”

A minority of judges I spoke with were knowledgeable, vocal advo-
cates of other risk assessment instruments and the Pennsylvania
Sentencing Commission’s other projects. Even among these four
judges, however, only one claimed to be regularly consulting the
Commission’s tool, with the caveat that it had never changed their
PSI-ordering behavior. Judges in this group were either advocates of
using risk assessment at other stages of the criminal legal pipeline,
such as at preliminary arraignment, or were serving in counties
where the Ohio Risk Assessment Instrument (ORAS), a significantly

more detailed risk and needs responsivity risk assessment, is con-
ducted by the probation department and is already a routine part
of the PSIs that judges receive. One self-described “cheerleader” for
risk assessment instruments explained: “I like the [Commission’s]
tool, I just like our tool [the ORAS] better – it’s shinier and faster.”
This was the position of two of the probation officers I spoke with
as well.

In sum, although nearly all of the judges I interviewed reported
ignoring the Sentence Risk Assessment Instrument, their reasons
for this varied. This suggests a nuanced explanation for aversion to
algorithmic systems in the criminal legal system that is neglected
in existing discussions that are centered largely around lack of
confidence in technology and fears of deskilling and surveillance.
The rest of this paper discusses the implications of this finding for
scholarship on algorithmic resistance and risk assessment instru-
ments.

5 DISCUSSION
‘Evidence-based’ sentencing strategically positions the objectivity
and accuracy associated with algorithmic decision-making sys-
tems as a solution to institutional crises of mass incarceration and
inefficiency.2 But the few existing on-the-ground studies of risk
assessment instruments – this study included – show that the tools’
impacts are different than what either critics or proponents had
anticipated. One reason for this is that, much like any institutional
reform, the success of algorithm-centric reforms is contingent on
the organizational conditions in which they are introduced. An al-
gorithm that is intended to assist decision-makers but is developed
without attention to their actual needs, or whether and how they
will actually use it, is unlikely to have the anticipated effect, and
whatever effect it does have will vary by individual. An algorithm
that intervenes on a locus – PSI-ordering – that is highly variable by
county and a largely settled behavioral pattern is unlikely to alter
that behavior. An algorithm whose success relies on the effective
dissemination of information in an institutional context in which
judges can be interviewed at the same time as attending virtual
training sessions is unlikely to have an effect. Crucially, none of
these statements have anything to do with the algorithm’s bias or
accuracy, which are typically the focus of algorithmic audits and
one of the main criticisms of risk assessment instruments.

The implications of this study can thus be distilled into two main
points: an understanding of resistance to technology that considers
organizational factors is better able to capture real-world cases of
algorithm aversion; and empirical research on the inefficacy of risk
assessment instruments supports an alternative argument for their
abolition. I discuss these in turn.

5.1 Algorithm Aversion from an Organizational
Perspective

As one judge aptly summarized it, “there was a lot of resistance to
the tool” – not only from the community but also from public de-
fenders, probation officers, criminal attorneys and, as I have shown,
judges themselves. A standard algorithm aversion explanation for

2For discussions of the relationship between quantification, objectivity, and scientific
authority, see [19, 40] and [17] for a discussion of quantification in law specifically.
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this could be individuals’ lack of confidence in the tools [16]. Dis-
trust is, no doubt, an important part of the story, particularly with
respect to public resistance to the instrument. But does lack of
confidence explain the resistance from judges? As I discussed in
§4.3, some judges did cite lack of confidence in the instrument’s
predictions as one reason for not wanting to use them; however,
this was not the primary reason but rather something that came up
later in the interview once I started probing about their other con-
cerns about the instrument. Moreover, a weak majority of judges I
spoke with were supportive of using risk assessment instruments
in some capacity – if not at sentencing, then at some other stage
of the criminal legal pipeline – and often reported wanting more
empirically-derived information to assist decision-making (§4.1). In
general, I observed among most judges a strong pro-data mental-
ity. In short, lack of confidence is a simplified, algorithm-centered
explanation that does not provide an adequate explanation of this
real-world case – such as why judges who are self-avowed “cheer-
leaders” of other risk assessment instruments used in their counties
are still critical of the Commission’s tool.

Brayne and Christin provide another, sociological explanation:
judges may be engaging in behavior like foot-dragging due to fears
of deskilling and managerial surveillance [8]. In their studies of pre-
dictive policing and pretrial risk assessment, Brayne and Christin
found resistance to algorithms to be strongest in cases of function
creep, where algorithmic tools served the added purpose of increas-
ing managerial control and surveiling bureaucrats’ productivity.
While this sort of function creep is, for now, absent in the present
case, I did see some evidence of automation anxieties and fears of
deskilling. Some judges – particularly in Philadelphia – expressed
antagonism toward any mandates that were intended to limit ju-
dicial discretion, including sentencing guidelines. Almost all the
judges described their own discretion as a strength, not a weakness,
though they were also often critical of other judges practicing the
wrong kind of discretion, and reductions in judicial discretion were
sometimes perceived negatively – recall the judge who compared
using risk assessment instruments to being “a robot” (§4.3). Despite
their concerns, however, most judges still expressed agreement with
the premise of data-driven sentencing, and few opposed the use of
some discretion-limiting measures, such as sentencing guidelines.
This makes it unlikely that judges’ resistance to the risk assessment
instrument is entirely “fueled by fears of deskilling and heightened
managerial surveillance” [8].3

In this case, a more adequate explanation for why judges ignore
the tool has to do with the organizational influences that led to
the tool’s development, policies about the contents of PSIs, and
problems in how information is disseminated to judges. One pro-
bation officer described the Pennsylvania Sentencing Commission
as “trying to make certain groups happy” – that is, the public, the
legislature, the judges, and probation officers. One of the outcomes

3Brayne and Christin also propose the thesis that predictive technologies displace
discretion to less visible areas within organizations. I found some unexpected sup-
port for this thesis in counties where an additional risk and needs risk assessment
instrument is included in PSIs. Judges revealed to me that probation officers have an
enormous amount of discretion in how they prepare such reports; in one county, PSIs
even include concrete recommendations for what an individual’s sentence should be –
a determination made by the probation officer preparing the report.

of this negotiation process was the selection of a less-publicly-
controversial locus of intervention for the tool: the decision to
order a PSI.

However, judges did not report PSIs influencing their sentencing
decisions except in very unusual situations, such aswhere a criminal
record is stale.4 Typically, judges said that PSIs are not very helpful
and never “dramatically changed [their] mind” about a sentence;
this was the case even for PSIs that contained the more detailed risk
assessment. This means that the final version of the tool is, at best,
useless for judges; not using the tool was largely a response to this
fact, complemented by widespread low literacy about the tool. At
worst, judges’ adherence to the tool’s recommendations could have
produced ‘ghost work’ [22] for probation departments and detained
individuals longer pre-trial (§4.4). But activists still see the final
weakened tool as a win. As Hannah Sassaman, a Philadelphia-based
community organizer, told news outlets the day after the tool’s
adoption, “the tool that the Commission instituted yesterday was
massively changed over the past few years from one that actively
centered racist factors in guessing the future of a sentenced person,
to one that will be considerably less damaging” [23].

5.2 A Resource Argument Against Risk
Assessment Instruments

A defender of evidence-based sentencing could make the case that,
had the Sentence Risk Assessment Instrument (or the legislative
mandate it was built to satisfy) been designed differently – and had
the public been more receptive to its development – then perhaps
judges would not have been so resistant to it, and perhaps more
peoplewould have gotten alternatives to prison sentences as a result.
But empirical research on risk assessment instruments used in other
states – mostly for pretrial detention decisions – suggests that the
tools’ impacts have been minimal, unfairly distributed, and have
tended to wash out over time [3, 20, 44, 46, 47]. This has been the
trend even for tools with greater uptake and more significant loci
of intervention than the decision to order a PSI. Empirical research
also suggests that risk assessment instruments introduce an element
of arbitrariness to decision-making, such as sharp differences in
sentencing decisions for individuals with risk scores that fall near
the low-risk category cutoff [47]. As economist and legal scholar
Megan Stevenson starkly puts it, “Somehow, criminal justice risk
assessment has gained the near-universal reputation of being an
evidence-based practice despite the fact that there is virtually no
research showing that it has been effective” [46].

This research thus contributes another case study to an alter-
native, empirically-informed argument for abolishing recidivism
risk assessment instruments: in practice, these algorithm-centric
reforms have no significant impacts on sentencing, are resource-
intensive to develop and implement (in a context in which re-
sources are highly limited), and merely pay lip service to addressing
the crisis of mass incarceration. Grassroots organizations such as
CADBI have been promoting low-tech liberatory policy changes
for decades, including abolishing cash bail, releasing elderly popu-
lations from prison, and reinvesting money in schools and commu-
nities. Unlike risk assessment instruments, such measures do not

4In such cases, they may use the background information to go below sentencing
guidelines.
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rely on individual judges’ alignment with policy goals and have
robust empirical support for reducing prison populations.5

6 CONCLUSION
In this paper, I presented a qualitative study of criminal court judges,
probation officers, and Pennsylvania Sentencing Commission staff;
the study’s interview questions were designed with the assistance
of the community organization CADBI. I found that judges ignored
the tool, a result of the tool’s lack of utility and shortcomings in
how information is disseminated to judges, rather than a mere
distrust of the tool or a fear of automation. This lack of utility, in
turn, was the interplay of organizational factors and competing
interests, which illustrates the importance of an organizational
perspective on scholarship on algorithm aversion and resistance.
This study adds to the empirical scholarship on risk assessment
instruments’ on-the-ground impacts and invites a departure from
the speculative discourse around AI-centric criminal justice reforms.
Evidently, algorithmic decision-making systems are not immune to
the shortcomings of other bureaucratic changes.

The Sentence Risk Assessment Instrument was the locus of con-
siderable time and taxpayer dollars; it was in development for nearly
a decade following a 2010 state legislative mandate for adopting a
risk assessment tool for sentencing. Despite having no impact, the
final version of the tool satisfies this mandate, producing the false
impression that some evidence-based measure has been taken to
address Pennsylvania’s crisis of mass incarceration and racial dis-
parities in sentencing. This study adds to an empirically-informed
argument against reforms like these, which can help direct atten-
tion toward decarceration efforts that are less costly – and actually
work.
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A DEMOGRAPHIC SURVEY
(1) How long have you been a judge?

(2) Please indicate your gender.
(a) Female
(b) Male

(3) Please indicate your age.
(a) 18–29
(b) 30–39
(c) 40–49
(d) 50–59
(e) 60–69
(f) 70-79
(g) 80+

(4) Which of the following best describes you?
(a) Asian or Pacific Islander
(b) Black or African American
(c) Hispanic or Latino
(d) Native American or Alaskan Native
(e) White or Caucasian
(f) Other:

(5) Do you think of yourself as a Republican, a Democrat, an
Independent, or something else?

(a) Republican
(b) Democrat
(c) Independent
(d) Other:

B INTERVIEW GUIDE FOR JUDGES
Thanks so much for taking the time to talk to me today. As I men-
tioned in the letter, I have been talking to judges statewide about
how they are using the Pennsylvania Sentencing Commission’s new
Sentence Risk Assessment Instrument. The purpose of the study is
to understand the impacts the tool has had on judicial practice.

I’m going to ask you some open-ended questions about your profes-
sional background, your sentencing process, and your experience
with this specific tool. How does that sound to you?

[Offer to answer questions about the study, ask permission to record
audio from the meeting, then start recording. Provide the following
information on the tape:]

– court site/location
– judge name
– date
– interview number

(1) Professional background [3 minutes]
I’d like to begin by hearing a bit about your professional
background. Could you please tell me how you became a
judge? [Keep this as brief as possible]
Probes:
• Tell me about your prior work experiences related to being
a judge.

• How long have you been a judge?
• How long in criminal?

(2) Sentencing process [5-10 minutes]
Before we talk about the risk assessment tool, I’d like to hear
about the process you typically go through when deciding a
sentence.
Probes:
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• Factors you consider most important for deciding a sen-
tence. Ask for a specific example: “Can you tell me about
a case from this past week?”
– Demographic factors? (e.g., age, past criminal history)
– Recidivism risk: considered/not considered, important/not
important?

– (If recidivism considered) Most important factors for
assessing recidivism risk?

• When do you order a pre-sentence investigation report?
– What information do you receive in the PSI?

(3) Instrument implementation/training [10 minutes]
Let’s talk specifically about the Sentence Risk Assessment
Instrument. Can you tell me how it was first introduced to
you?
Probes:
• What were your first impressions of the tool?
• Tell me about any training you received in using the tool.
• Did you have any concerns about the tool’s introduction?
• Do you recall talking with your colleagues about the tool?
• When was the first time you saw a case where the tool
applied?

(4) Instrument use [5-10 minutes]
I’d like to turn now to your actual experiences using the
instrument. Could you walk me through what happens when
you receive the tool’s recommendations?
Probes:
• What other information do you get at sentencing time?
• Where is the Sentence Risk Assessment information pre-
sented to you?

• How many cases have you seen so far?
• Is the tool’s recommendation something you typically
make note of?

• What happens when the tool recommends seeking “Addi-
tional Information”? (Ask for specific examples)

(5) Examples of changes (or lack thereof) [5 minutes]
I’m interested in hearingwhether you’ve noticed any changes
in your day-to-day work since the introduction of the tool.
It would be helpful to hear specific examples of things the
tool has and has not affected.
• When you see the “Additional Information” label, do you
infer the defendant’s risk level from this?
– (If yes) do you think this inference about recidivism risk
level affects how you think about a case?

• Can you give an example of a case with the “Additional in-
formation” label where you chose to order a pre-sentence
investigation report?

• Can you give an example of an “Additional information”
case where you did not order a pre-sentence investigation
report?

• Can you give an example where using the tool changed
the sentence you assigned?
– Whatwas it about this additional information that changed
your sentence?

• Can you give an example of when using the tool had no
effect on the sentence you assigned?

(6) Risk assessment in general [5-10 minutes]

I’d like to hear what you think about risk assessment tools
in general.
• (If judge mentions racial bias/disparities) Do you think this
risk assessment tool could help with the disparities/make
them worse?

• Do you feel that this tool helps judges identify appropriate
candidates for alternative sentencing? Why or why not?

• In general, have you found the tool useful?
(7) Thank you and conclude [3 minutes]

Thank you so much for taking the time to talk to me. This
was very helpful.
• Is there anything you’d like to add that I haven’t asked
that you think is relevant to this project?

• Follow-up: After an interview I always find that I’ve for-
gotten to ask something. Would it be all right with you if
I send you a follow-up question later via email?

• Snowball: One last thing: I’m trying to learn as much as
possible about the use of the Sentence Risk Assessment
Instrument. I was wondering if you might be able to put
me in touch with other judges to talk about the tool.

C CODE TABLE
Sentencing Practice
Comments on using the sentencing guidelines
Describe their sentencing process as different or unusual/better
Emphasize importance of community safety
Consider recidivism to be important in sentencing decision
Consider seriousness of next offense more important than raw recidivism
Comments on judicial discretion
Mention importance of getting many cases through/efficiency
PSI ordering behavior
Ordering a PSI is correlated with the seriousness of the case
Always orders PSIs for trial cases
Never/almost never order PSIs
Explicitly say that PSIs aren’t helpful
Say that PSIs are helpful in more serious cases
Concerned about how slow generating a PSI is
Order PSI to clarify ‘stale’ records
Information and training
Received training or attended CJE about the tool
Never received training or attended CJE about tool
Heard about tool primarily in email/documentation
Generally not attending/paying much attention to CJEs
CJEs are helpful
Familiarity and misconceptions
Misconceptions about what the tool was or how it worked
Wasn’t sure where the risk assessment information was presented
Embarrassment or shame about lack of awareness of tool
Use of the tool
Do not use/pay attention to the risk assessment tool
Pay attention to risk assessment tool
Tool has never changed decision to order PSI
Tool is not used in their county
Desires and concerns
PSI should be generated earlier
Desire access to more information not provided by this tool
Mention racial bias concerns with risk assessment
Concern that tool ignores defendant’s humanity
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Explicitly say that risk assessment tool isn’t helpful
Think judges infer risk level from the tool
Complain about unintuitiveness of SGS/guidelines form
Risk assessment isn’t doing anything new
Broader attitudes
Positive view of risk assessment more broadly
Skeptical or negative view of risk assessment
Risk assessment useful in other areas of CJ but not for judges
Risk assessment might be useful for less experienced judges
Purpose of risk assessment is to increase consistency
Purpose of risk assessment is to increase efficiency
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