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ABSTRACT
In this paper we make the case for an expanded understanding of
transparency. Within the now extensive FAccT literature, trans-
parency has largely been understood in terms of explainability.
While this approach has proven helpful in many contexts, it falls
short of addressing some of the more fundamental issues in the
development and application of machine learning, such as the epis-
temic limitations of predictions and the political nature of the se-
lection of fairness criteria. In order to render machine learning
systems more democratic, we argue, a broader understanding of
transparency is needed. We therefore propose to view transparency
as a communicative constellation that is a precondition for meaning-
ful democratic deliberation. We discuss four perspective expansions
implied by this approach and present a case study illustrating the
interplay of heterogeneous actors involved in producing this con-
stellation. Drawing from our conceptualization of transparency, we
sketch implications for actor groups in different sectors of society.

CCS CONCEPTS
• Computing methodologies → Machine learning; Philosophi-
cal/theoretical foundations of artificial intelligence; • Applied com-
puting → Law, social and behavioral sciences.
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1 INTRODUCTION
With the spread of tools for the generation of text and images, ma-
chine learning continues to gain public attention. In this process,
different narratives about “artificial intelligence” are competing
and reinforcing each other, from groundbreaking innovation to
existential threat. How these technologies are talked about and,
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thus, reflected on, is strongly shaped by influential actors who
are able to back up their interests with resources. This leads to
a situation where critical and sober outlooks are often sidelined.
Technological hypes are sociologically complex phenomena and in
order to systematically engage with them, a thorough reflection on
societal knowledge practices is important. The FAccT community
has so far only marginally investigated the ways in which societal
communication about machine learning and artificial intelligence
is structured and how a discourse based on careful evaluation and
democratic deliberation can be fostered. In terms of facilitating
knowledge about machine learning systems, the literature within
FAccT has focused on technical methods of explainability and, par-
tially, on the notions of disclosure and algorithmic literacy. We
argue that these approaches do not exhaust the potential of “trans-
parency” and that it is fruitful to also take into account the societal
environment that surrounds machine learning applications: the
conditions necessary to enable broad debates, the actors who can
facilitate discourse, and the ways in which existing transparency
efforts can be brought into conversation with the general public.
As of yet, FAccT has not systematically engaged with these topics.

In this paper, we investigate this research gap and propose to
address it by rethinking transparency as a communicative constel-
lation – an approach that takes seriously the epistemic, systemic,
multidirectional and contextual dimensions of the negotiation of
machine learning systems and that links the conversation within
the FAccT community to the literature on science communica-
tion. In the following, we proceed in five steps: In Section 2, we
characterize the development and application of machine learning
systems as a social process that inevitably entails choices that have
no unambiguously optimal outcome. These choices, we argue in
Section 3, call for a democratic response. Conventional approaches
to transparency, however, fail to fully enable such a democratic
response, as we show in Section 4. In Section 5, we then offer an
expanded conception of transparency that we call transparency as
a communicative constellation (TaCC). Finally, we lay out some of
the implications of such a perspective for different societal groups
in Section 6 and conclude with a brief discussion.

2 CHOICES IN MACHINE LEARNING
In the past years, the development of machine learning systems
has been subjected to a myriad of critiques, especially in, but not
limited to, the context of the FAccT conferences. It has been pointed
out that when machine learning methods and large-scale models
are deployed in sensitive areas and, consequently, make or guide
decisions that affect the lives of human beings, various negative
effects can occur. Among them are issues of bias and subsequent
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discrimination [84] and representational harm [76], the exacerba-
tion of inequalities [10, 34], surveillance [93], misinformation [25]
and environmental degradation [8].

As a response to these issues, the FAccT community has de-
veloped numerous valuable technical approaches to them, from
fairness frameworks to explainability tools. While they provide
strategies for more effectively realizing the values of those apply-
ing them, they do not resolve the problem of negotiating these
values in the first place. Even when maximizing overall accuracy
– an endeavor that, compared to others, is easy to quantify and
assess – there is the issue of “model multiplicity” [14], i.e., multi-
ple models yielding similar accuracy, which subsequently requires
active choices. As scholars in science and technology studies have
demonstrated for decades, technology is never neutral, but rather
embeds and realizes particular courses of action, values and world-
views [1, 90], which has been confirmed in FAccT research [13].
Human choices are plentiful in all steps of the development and
deployment of algorithmic systems. These choices, we stress, are
not merely choices about technology, but choices about the way in
which the social world is imagined and society is represented and
ordered. Two particularly important examples illustrate this.

Firstly, using machine learning as a tool for prediction enacts
a very particular relation to the future that is, curiously, scarcely
discussed in the FAccT community. As a terminus technicus in the
context of machine learning, prediction consists in fitting a func-
tion to existing data points in order to estimate some outcome for
a previously unseen instance. The “pre” in prediction is, first of
all, merely a question of definition and refers to inferring missing
data from existing data, whether the former is unrecorded, falsely
recorded, a missing word in a sentence, or refers to future events.
In many models, time does not mathematically exist as a parameter
or the future is simply assumed to be a continuation of the past. In
non-technical contexts, however, “prediction” is often understood
or presented in the sense of clairvoyance [33]. Contextualizations
in economic, political and media discourse infuse the “pre” with
this non-technical meaning. This leads to the expectation of predic-
tion in the strong sense, clearly what Raji et al. call an overstated
capability and impossible task [65]. When employed to actually
make statements about the future, this can have substantial effects
for those affected. Among the most striking are examples from the
criminal justice area, such as the prediction of recidivism [4] or pre-
dictive policing [24, 30]. While critical analyses often focus on the
injustice of bias through demographically differing accuracy rates
in prediction, the injustice of prediction itself is less often discussed.
There are a variety of ways of relating to the future [6, 61], and
using data about the past and patterns inferred through machine
learning to produce knowledge and, subsequently, actions about
the future is a particular choice among them. It imagines society
in a very specific way and prefigures ways of acting upon it. The
assumption that the future is a continuation of the past is an even
stronger assumption with respect to complex social systems and
individual lives than it is with respect to other domains. Given the
societal ramifications as well as the way predictions are framed in
public discourses, the decision to use machine learning to relate to
and, thereby, shape the future is a fundamental value choice.

Secondly, we want to draw attention to the choices surrounding
fairnessmetrics. Proposed as away tomathematically formalize nor-
mative demands regarding the minimization of bias, there are now
famously numerous different metrics [37] that cannot be achieved
simultaneously [26]. While the FAccT conversation increasingly
challenges this technical definition of fairness and complements
it with a more justice-oriented perspective [29, 73, 92], fairness
metrics still play a significant role in the field. Selecting appropriate
fairness criteria is not a purely technical task, but requires choices
about how society is to be envisioned. Each fairness metric is re-
lated to particular assumptions about the social world and particular
political philosophies [12] and must be evaluated with respect to
social context [69]. Rather than providing a “view from nowhere”,
from which normative questions can be assessed in an objective
manner, fairness metrics are embedded in contexts of justification
[16] that rely on “situated knowledge” [44], i.e. knowledge that is
based on lived experience and positions in society, which, for in-
stance, feminist critique has aimed to make visible [63]. Here again,
we emphasize, fundamental decisions about some ideal state of
society are irreducibly part of the development and use of machine
learning systems.

Both aspects – data-based prediction as a mode of relating to the
future and fairness metrics as a mode of encapsulating justice claims
– involve fundamentally normative decisions. They are examples
of choices that have to be made without exclusively relying on
technical necessities or optimal solutions. From this perspective
the question of who takes part in making these decisions inevitably
comes into view.

3 CHOOSING DEMOCRATICALLY
The relations we build between the past and the future, as well
as the ideas we have about what is fair and just, are, in principle,
not problems that can be “solved” once and for all. Rather, they
have to be continually decided upon and reconfirmed. Since these
issues are political and not merely technical, they are determined
within temporary social arrangements that emerge from a multi-
tude of negotiations, frictions, competing claims, power relations,
and conflicts. From this perspective, the focus shifts from the ap-
propriateness of a given technical solution to the processes through
which answers are found to these questions.

In this paper, we are interested in the implications following from
the position that these processes should be shaped democratically.
We take democracy to refer to not just an electoral system, but a
more general principle for structuring society that aims at the just
distribution and critical evaluation of power. As machine learning
systems are integrated into important societal institutions, such as
the criminal justice system, news and social media platforms or wel-
fare services, they should, from this perspective, be democratically
shaped and assessed. While we do not endorse a particular tradition
of democratic theory, this paper is inspired by the approaches of
deliberative democracy [42] and radical democracy [52, 81]. From
deliberative democracy, we take the focus on the sites in which
different arguments and worldviews can be exchanged and trans-
lated into political agency, while at the same time acknowledging
the effect of power relations that are at play in every social con-
stellation. From radical democracy, we take the emphasis on the
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radical contingency – the possibility of things being different — of
all collective arrangements and the fundamental necessity of the
confrontation of disagreeing views and interests. Our perspective,
thus, requires that there are mechanisms that make it possible to
bring issues of societal concern to public dialogue, politicize them,
and treat them as collectively shapeable rather than as inevitable
facts. This is particularly important in the case of machine learn-
ing systems, since, as outlined above, they are intertwined with
particular ways of representing and governing societies.

Following this approach, the appropriateness of a machine learn-
ing tool is to be measured by the quality of democratic deliberation
that legitimizes its use. Precisely this, however, turns out to be a
challenge when it comes to complex technologies [22]. If decisions
are to be rooted in collective deliberation but it is not clear how
the issues at stake can be understood or what the issues even are,
a democratic vacuum emerges. Machine learning then appears as
something inevitable and merely technical rather than the result
of societal choices. The political problem of how choices around
machine learning systems can be made democratically is therefore
strongly tied to the epistemic problem of how these systems are
known and can be known within a society. We refer to the exten-
sive literature in science and technology studies that discusses this
intricate interrelation between knowledge and politics [19, 49, 71].

In order to systematize the ways in which the FAccT literature
has addressed the issue of knowledge so far, it is helpful to draw on
Burrell’s taxonomy of forms of opacity in machine learning [21].
She distinguishes between three obstacles that stand in the way
of the endeavor of knowing or understanding machine learning
systems: firstly, intentional organizational secrecy that renders it
impossible for an outsider to get access to information; secondly, a
lack of technical expert knowledge on the part of the general public
that hinders non-experts from understanding machine learning
systems; and thirdly, high technical complexity, e.g., a large number
of features in a model, that makes it difficult even for experts to
understand the reasons behind a decision. In the FAccT literature,
these have, for the most part, been addressed by, respectively, call-
ing for disclosure, stressing algorithmic literacy, and developing
technical methods for fostering model transparency, with a very
strong emphasis on explainability. In the remainder of this paper,
we discuss this understanding of transparency and propose a critical
rethinking that centers the objective of choosing democratically.

4 LIMITATIONS OF CURRENT APPROACHES
TO TRANSPARENCY

Transparency as a topic in itself has received comparatively little
conceptual consideration in FAccT scholarship. In their systematic
study of the topics of “Four Years of FAccT”, Laufer et al. show that
while fairness has been in the center of FAccT attention, with 69% of
papers addressing it, transparency was only talked about in 26% of
papers [56]. Half of those papers, according to the authors, are con-
cerned with explainability and interpretability, i.e. a very specific
and largely technical approach to transparency. Analyzing the com-
munities forming around different research topics, they identify an
explainability community but no transparency community among
the ten largest communities. When reviewing the programs of past
FAccT conferences, it is striking that while there are numerous

paper sessions about explainability and interpretability, none about
transparency can be found. While there is a plethora of papers on
explainability, reviewed in [74], transparency is rarely talked about
for its own sake. It seems that to the extent that transparency is a
part of the FAccT conversation, it is largely treated in terms of a
very specific approach.

In this paper, we are concerned with the question of what might
lie beyond this approach. While explainability plays an important
role in making societal uses of machine learning more intelligible
within democratic deliberation, we stress that it is only one possible
way of thinking about transparency. In the FAccT literature, there
is a growing reflexivity about this and recent research has started to
point out limitations [17]. Partly drawing on these insights, we iden-
tify four structural limitations of the currently dominant approach
to transparency with respect to the normative ideal of democratic
deliberation sketched above.

Firstly, as pointed out, the current approach to transparency is
largely centered around technology. Transparency is primarily seen
as the endeavor to develop tools that provide additional information
about a given model. This frames the problem in a particular way
and enables particular courses of action. It has, for instance, been
shown that explainability tools are often mainly used for debugging
[11]. While there are suggestions to take into account human sense-
making [50] and social context and position [43] in the design and
evaluation of explainability methods, the suggested instruments for
reaching transparency are nonetheless largely technical. Besides
explainability, other measures aiming at transparency, such as doc-
umentation frameworks like model cards [62] and data cards [64]
or transparency information languages [41], have the advantage of
focusing transparency on social rather than technical processes, but
are themselves mostly articulated through technical means. None of
these transparency approaches facilitate critical engagement with
the underlying methodologies of prediction, nor do they assist in
the process of defining what notion of fairness – if any – is to be
implemented.

Secondly, current approaches to transparency mostly focus on in-
dividuals, for instance as recipients of explanation or as addressees
of disclosure. This is rooted in a conceptualization of transparency
as a problem of individual knowers, which in turn narrows how
we think about transparency. Lima et al. point out that post-hoc
explanations could even lead to a conflict with accountability if
individuals subjected to algorithmic decisions are scapegoated [59].
Machine learning, however, operates under a fundamentally non-
individualist paradigm: Its predictions are based on large-scale
samples, generalize from groups to individuals and intertwine indi-
vidual privacy and group privacy [80]. Matters of collective concern,
like the temporalities of prediction and the negotiation of justice,
cannot be addressed through approaches only aiming at individuals.

Thirdly, transparency is commonly approached in a unidirec-
tional manner, in which a given technology is the starting point that
is then made transparent through multiple successive layers, from
engineers to, ideally, the public. This unidirectionality, however,
has consequences for the social relations in which it operates. It
has been pointed out that in adversarial situations post-hoc expla-
nations have considerable limitations due to potential conflicts of
interest between providers and receivers of explanations [17]. With
regard to emerging documentation practices, it has been argued that
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their focus on tech firms as the center of agency might be counter-
productive [38]. Furthermore, if the ways in which we relate to the
future and the forms of justice we choose are fundamentally to be
determined in a democratic exchange and struggle, a unidirectional
approach can only go a limited part of the way. Another example
of unidirectionality is the approach of disclosure. Legally forcing,
or trying to force, tech companies to disclose technical information,
underlying business models, or practices around data processing is
crucial for enabling debates. But disclosing information to users or
the broader public is an ex post practice: What is being disclosed
is information about a system that has already been set up. Rele-
vant communication only flows one way. This also applies to many
systems in which user feedback is used for improvement. Since the
system has already been set up, the “whether” question has been
answered and it is the “how” question that is being optimized –
often with premises that are not up for debate. This is very different
from a democratic dialogue that takes a step back and reflects on
the question of deployment itself.

Fourth, established conceptualizations of transparency problema-
tize machine learning primarily with existing models as a point of
departure and attempt to create explanations, interpretations or
disclosures after the fact, instead of starting with societal context. A
case in point is the issue of trust. The FAccT literature has suggested
that information and explanations can play a role in strengthening
overall trust in algorithmic systems: If a user knows more about
what a machine does then her interaction with it will be infused
by trust [58, 68, 82]. This is, however, an ambivalent endeavor, as
algorithmic systems, in many constellations, are better not to be
trusted [36, 65]. When taking existing machine learning models
as a given, the more fundamental question about the suitability
of the kinds of relations to the future it implies remains invisible.
The issue of the selection of fairness metrics is another case in
point: Fairness metrics are always articulated through and, thus,
constrained by the quantitative logics and functionalities internal
to machine learning models. They aim to solve the social problem
of bias, but only within the constraints given by the technology.

All in all, current approaches to transparency do not address
the full spectrum of issues involved in democratizing the use of
machine learning – not because they fail at the task they are devel-
oped for but because they are developed for different tasks. They
do not engage with media discourses that create harmful expecta-
tions, nor do they tackle underlying value choices or facilitate a
discourse between those who build, those who employ, those who
interact with, and those who are affected by a system. It is therefore
important to explore ways of conceptualizing transparency in a
more comprehensive way.

5 TRANSPARENCY AS A COMMUNICATIVE
CONSTELLATION

In the following we introduce the notion of transparency as a com-
municative constellation (Section 5.1), describe four conceptual
shifts associated with it (Section 5.2) and provide a case study that
illustrates it (Section 5.3).

5.1 Towards transparency as a communicative
constellation

We suggest expanding the concept of transparency towards trans-
parency as a communicative constellation (TaCC). By doing so, we do
not aim to dismiss or replace the other forms of transparency men-
tioned so far. We view critiquing the approaches to transparency
discussed in the previous section as engaging constructively with
existing research and as actively expressing care towards the collec-
tive project of fair, accountable and transparent machine learning.
TaCC serves as a starting point for expansive thinking and, speak-
ing with Patricia Hill Collins [28], viewing transparency through
the lens of TaCC is a way of “organizing the thinking tools”: those
that are already present and those that we add.

Transparency as a communicative constellation refers to the
society-level quality of the negotiations and debates around the
development and application of a given technology. TaCC is a soci-
etal achievement that emerges as the result of the communicative
effort of multiple actors and that can be thought of along several
dimensions, which are described below. It includes translations
across different fields, disciplines, domains and spaces. Understand-
ing transparency as a communicative constellation acknowledges
the ongoing-ness of the effort towards meaningful transparency
and participation, and the push and pull of power relations that
different actors striving for transparency are a part of. The project
of meaningful transparency is never finished. Rather, it is an open-
ended endeavor. As such, TaCC describes the extent to which there
is an inclusive, critical and meaningful discourse about a given tech-
nology, as well as participation in the shaping of the technology.

Since the democratic community is at the center of our concep-
tualization, one component of TaCC consists in the general public
having, or otherwise acquiring, some kind of technical knowledge.
This is often discussed under variations of the umbrella term liter-
acy: digital literacy, data literacy or algorithmic literacy are viewed
as essential prerequisites for participating in discourses about tech-
nology. After all, one can only talk and, hence, negotiate, about what
one knows at least a little bit about. Schoeffer et al., for instance,
show that available information has an impact on the assessment
of the fairness of automated decision systems [68]. Accounts of
technical literacy often view those who are to gain literacy in a
rather passive position – one in which they receive information
and are merely educated about existing technologies that have been
implemented without meaningful discourse. Recent proposals for
critical data literacy [67] also include the capacity to critically assess
digital technologies and the ability to reflect on the wider context in
their definition of literacy. While literacy, especially critical literacy,
is certainly a worthwhile endeavor, the literacy approach remains
within a unidirectional paradigm of communication: Experts are
to transfer technical knowledge to non-experts. Moreover, it often
centers the individual as responsible for learning.

Going beyond this, we propose to draw from the field of science
communication [20, 48, 66] as a valuable resource that has been
curiously missing in the FAccT literature so far. We understand
science communication in a broad sense, as all societal conversa-
tions – whether they are professional or not, public or private –
about science and technology, rather than merely as the attempts
of individual scientists and professional science communicators
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to unidirectionally communicate final results. Through enabling
conversations about the facts and values involved in science and
technology, science communication can be a vehicle for democratic
deliberation rather than an afterthought in a grant proposal. These
broad societal conversations can take many forms. Science commu-
nication scholar Brian Trench distinguishes between three models
of science communication: the deficit model, the dialogue model, and
the participation model [83]. The deficit model views the science
communication situation as one in which the public is primarily
characterized by a lack of knowledge about science and technology
and in which it is the role of experts to disseminate their knowl-
edge as best as possible. This model is closely related to the notion
of literacy. Contrary to this unidirectional approach, both the dia-
logue model and the participation model pursue a more complex
conception of science communication. In the dialogue model, a
second direction of communication is added: “the problem is not
that publics don’t listen to scientists, but that scientists don’t listen
to publics” [47]. Dialogue, then, is achieved when scientists and
technologists incorporate perspectives and preferences of those
that are affected by their work through an ongoing exchange. The
participatory approach shares the perspective of two-way commu-
nication and further intertwines different actors. It suggests that
scientific research and technology development as activities them-
selves should include “lay people” and invite them to participate.
Trench argues that rather than thinking of these models as in a
succession or normative hierarchy, each model is appropriate in
different situations. Efforts to achieve transparency in machine
learning can then draw on a range of approaches depending on the
circumstances.

A related and crucial component of TaCC is the role of language.
For many people, the interaction with machine learning is mediated
by the concepts that are dominant in public discourses around it.
However, notions like “artificial intelligence”, “self-learning algo-
rithm” or “prediction” ultimately contribute to the obfuscation of
the actual capabilities of machine learning systems through anthro-
pomorphization or the invocation of other exaggerated expecta-
tions. Transparency as a communicative constellation, then, aims
to facilitate the demystification of algorithmic systems by pointing
to the gaps between the technical terms and the actual capabilities
of and assumptions behind data-based models.

Viewing transparency through the lens of TaCC also provides
an entrance point to unpacking the two inherently political issues
discussed in Section 2. Firstly, while technical transparency only
ever allows the discussion of particular applications and manifesta-
tions of machine learning, it provides no way of facilitating a debate
about whether machine learning is an appropriate tool for a given
purpose in principle. It remains unaddressed whether the answers
a machine learning system can provide match the questions we
ask of it. TaCC aims at bringing the societal debate closer to the
limitations of machine learning systems and at overcoming the
grave “communication failures” currently associated with machine
learning [65]. As a language intervention in the service of TaCC,
denoting predictions as postdictions might be a way to indicate the
fundamental discrepancy between data-driven analyses based on
data about the past on the one hand and prophetic capabilities on
the other. Referring to predictions as postdictions might open up
the debate through more sober and descriptive terminology.

Secondly, viewing transparency as a communicative constella-
tion aims at addressing the questions sketched above with respect
to technical fairness metrics. While they are in many cases an im-
portant tool for the mitigation of harms that machine learning
systems would otherwise cause, the selection of a specific fairness
metric can not be done on a purely technical basis but needs to be
connected to societal ideas of justice. Transparency as a commu-
nicative constellation aims to make the relations between technical
definitions of fairness and cultural ideas of justice accessible to the
debates and negotiations of those who are concerned. Enabling
conversations about both facts and values, TaCC then functions
as a bridge between the development of technical tools and social
justice efforts.

As these examples suggest, such a societal conversation has in-
struments at its disposal to circumvent the issues that technical
transparency typically targets. While technical transparency aims
at specific and concrete implementations of machine learning algo-
rithms, TaCC acknowledges that machine learning systems can be
evaluated and made sense of in other ways. If, for instance, public
debate could rest on a solid understanding of and focus on the
ways in which postdictions deviate from the ideal of predictive ma-
chines, whole classes of systems and use cases could be assessed on
a societal level. If general properties and risks of machine learning
technologies, such as the inherent restriction to being informed by
the structures of the past, are more broadly visible, the sometimes
less than obvious option of not using AI at all might become more
plausible.

Transparency as a communicative constellation seeks to coun-
teract the hype that surrounds artificial intelligence and machine
learning technologies. It invites the FAccT community to collec-
tively establish and systematize ways in which different methods,
such as science communication, can effectively pierce through the
hype and, thus, hopefully counter some negative effects. These
efforts have a long intellectual tradition that dates back to early
critics such as Joseph Weizenbaum. As a computer scientist work-
ing in the emerging field of AI during the 1960s, he developed
a rule-based language model called ELIZA that was supposed to
mimic a psychotherapist [86]. Enabling an interaction in natural
language, it operated as a chat bot. After being shocked by the
extent to which users overestimated ELIZA’s capabilities and even
trusted it with their innermost secrets, Weizenbaum became a critic
of the hype discourses on artificial intelligence. He insisted that a
more sober language and clarity about what a system is, in fact,
able to do, as well as a focus on its limitations, was necessary. Situ-
ating itself in this tradition, the perspective of TaCC already has its
contemporary examples, many of which are active in the field of
FAccT. A thorough theoretical reflection of this, however, will allow
a more systematic investigation of the conditions and strategies
concerning this collective endeavor and will help to bring a broad
range of heterogeneous efforts into a common horizon of analysis.

5.2 Perspective expansions
In the following, we specify our conceptualization of TaCC by way
of describing four directions of expansion. With each shift of per-
spective, we address one aspect of the endeavor towards a broader
understanding of transparency. We note that in each dimension the
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second category does not exclude the first one but contains it. We
therefore do not suggest to discard previous accomplishments but
embed them in a broader and more multifaceted approach.

Direction of expansion 1: From technical to epistemic transparency.
Here we ask what is to be achieved when aiming for transparency.
As discussed in Section 4, transparency in machine learning is
currently primarily viewed as a technical task. Efforts towards tech-
nical transparency in the form of explainability strive to increase
what individuals – such as developers or users – can know about
a given machine learning system: e.g., which features have been
most relevant for a conducted classification. Expanding this idea
and abstracting from a specific system, one can ask about what it
means – in general – for a machine learning system to be known.
This opens up the question of epistemology: What kind of knowl-
edge is produced within a machine learning system? Does this –
data-driven – knowledge serve our purposes in all areas of applica-
tion? Epistemic transparency includes the possibility of abstracting
from a specific machine learning system to classes of systems that
operate under the same general logic, and, subsequently, making
this logic of decision-making known. The technical approach to
transparency, then, is decentered as only one way among many in
which transparency can be achieved. New ways come into view,
including collective forms of knowledge like “algorithmic imagi-
naries” that can shape how technical systems are politicized [9].
Epistemic transparency contains amoment of construction inwhich
the systems are discussed in a somewhat simplified way that cen-
ters the concerns of those involved. From this perspective notions
like prediction become visible as what Bachelard has referred to
as “epistemic obstacles” [7]: ideas and ways of thinking that have
meaning within a certain historical constellation but constitute a
barrier to advances in understanding and reflexivity. Going from
a technical to an epistemic understanding of transparency then
implies addressing opacity as well as obstacles in the attempt to
affect how machine learning can be known.

Direction of expansion 2: From individuals to a societal constel-
lation. Here we ask who is to be involved in transparency and
on which societal level it is located. In many cases, the techni-
cal approach to transparency operates under an individualistic
premise. Transparency as explainability is to be achieved with re-
spect to a single individual that applies some strategy to query a
given machine learning system. While of course this strategy is
supposed to be used by many people, this constitutes a merely ad-
ditive scaling-up without any interaction between the individuals.
Through the conceptualization of TaCC, we view transparency as
a collective effort happening in different areas, fields, and contexts
and ultimately located on the systemic and structural level. Pre-
cisely because democracy, too, is a systemic and not an individual
or group notion, the communicative constellation we have in mind
is systemic in scope. But what kind of discourse is possible within
a social and political context? It is specific configurations of power
relations between different kinds of actors that facilitate or hinder
debates. Thus, viewing transparency as a communicative constella-
tion means being alert to the ways in which different actors – such
as tech companies or political decision-makers – pursue their inter-
ests. Transparency emerges as the result of push-and-pull dynamics

shaped by structural inequalities, power relations and resistance to
them. The question of who communicates to whom about what, as
well as the question of who will listen to whom is, and has always
been, shaped by power relations but in turn also shapes them.

Direction of expansion 3: From unidirectional to multidirectional
communication. Here we ask about the structure of the communica-
tion involved in constituting transparency. Current approaches to
transparency are often constructed around a unidirectional logic,
in which a technical product is deciphered by experts, who then,
ideally, provide the means for lay people to retrace their insights.
Our broader understanding, in contrast, assumes a more multidirec-
tional pattern. Inspired by the dialogue and participation models
of science communication, we aim to center the ways in which
communication about machine learning systems can occur in mul-
tiple directions. This includes those who are building systems or
doing research as possible receivers of communication from other
contexts: from informing themselves about societal concerns to
inviting inclusive debate from the beginning of projects or being
a part of institutionalized public forums. This perspective consid-
ers the extent to which different groups of actors take positions
as speakers, and it investigates the institutional requirements for
achieving multidirectionality. It also implies an expansion from dis-
closure to discourse. While disclosures are an important means for
achieving TaCC, other forms of transparency that involve dialogue
even before a system is constructed come into view. Both delibera-
tive and radical theories of democracy stress the importance of the
possibility of such dialogue and possible confrontation, the former
in order to translate concerns into politics, the latter in order to
put into practice the contingent and political nature of existing
structures.

Direction of expansion 4: From internal to contextual problema-
tization. Here we ask about the content of communication and
the kinds of problems that are discussed. Current notions of trans-
parency commonly address problems that relate to a given model
that is to be rendered transparent, such as providing reasons for
a particular classification. We call this internal problematization
because it takes its point of departure from the internal properties
of the model. In contextual problematization, in contrast, the prob-
lems to be solved are first of all defined from the point of view of
the model’s external context. The construction and evaluation of
the model then happens as a second step and in response to the
societal demands that have been articulated. A somewhat parallel
expansion has been proposed by Green and Viljoen, who envision
algorithmic realism as “a new mode of algorithmic thinking that is
attentive to the internal limits of algorithms and to the social con-
cerns that fall beyond the bounds of algorithmic formalism” [40].
Contextual problematization relates to a multidirectional approach
in that relevant issues can often be identified through engagement
with a variety of external actors.

“Organizing our thinking tools” through these four expansions
opens up a larger territory of transparency, in which particular
approaches can be located and analyzed more systematically. The
approach of literacy, for instance, can be understood as realizing
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epistemic transparency in that its strategies for furthering trans-
parency do not primarily aim at technology but at education. In
most cases, however, it remains tied to an individualist position
that locates responsibility on the level of individuals or, at best,
partly in the education system [21], which will lead to unequal
outcomes depending on unequal resources. Participatory design
approaches [53, 57] fulfill the principle of multidirectionality in that
stakeholders are thought of as active participants. Yet, the focus on
stakeholders might not fully realize the systematic and collective
nature of democratic deliberation and, thus, not treat the issue as a
“res publica” that concerns everybody. Including only those that are
directly affected by the deployment of an algorithmic system fails
to take into account the fact that the development and deployment
of machine learning systems might have broader implications for
the way a democracy functions. Furthermore, participatory design
usually begins from the assumption that the deployment of a sys-
tem has been decided upon – it is merely the way the system is
designed that is up for discussion.

A crucial characteristic of transparency as a communicative con-
stellation is the fact that it emerges from the interaction between,
and through the synergy of, various parts in a larger ecosystem: civil
society actors, government agencies, science journalists, NGOs, crit-
ical scientists and others. The perspective of TaCC acknowledges
that transparency is not a one-time individual accomplishment, but
rather a gradual and sometimes collaborative, sometimes confronta-
tional endeavor. We illustrate this in the following section’s case
study.

5.3 The Austrian AMS algorithm as a case study
Several years ago, the Austrian Public Employment Service (Arbeits-
marktservice in German and AMS for short) planned to introduce
a predictive classification system to segregate job-seekers into dif-
ferent categories with differing eligibility for support. The group
placement was to be made according to the job-seeker’s chances on
the labor market, as predicted by the system using different data
about job-seekers, including personal data on sensitive attributes
such as, e.g., gender, age and health status. The classification system
was not supposed to decide automatically, but to be used as a deci-
sion support tool for case workers. Currently, the case of the AMS
algorithm, as it came to be known in the media, is pending before
the Austrian Supreme Administrative Court due to the question of
its accordance with the EU’s General Data Protection Regulation.
In the following, we sketch the communicative constellation at
work and the efforts by multiple actors in furthering meaningful
transparency and public discourse around the AMS algorithm.

In October 2018, Austrian media reported about the implementa-
tion of the algorithmic system [77], and published interviews with
a responsible board member of the AMS explaining the advantages
of the data-driven decision support tool [78, 87]. A few days later,
some technical details were published in the form of a 15-page
document by the research institute that built the algorithmic sys-
tem [46]. The document includes some technical descriptions on
the features that the algorithm used for decision-making, such as
gender, age, health status, nationality, as well as some information
about the ways in which the classification was supposed to function.
Scientists later criticized the lack of technical transparency, as only

little information was disclosed in the document [23] – information
that was even, to some degree, misleading [3].

Still, some fundamental aspects of the classification and the
ensuing rationale of decision-making could be inferred from the
published document. However, these fundamental aspects had to
be rendered understandable and, thus, transparent to the broader
public. Several groups of actors were crucial in sparking a larger
debate: science and tech journalists, activists, and critical scientists,
among others. Science and tech journalists played a vital role in
communicating the algorithmic system and its potential negative
effects, such as the automation of discriminatory practices, to the
broader public. They reported on the algorithm and used different
techniques to make its decision rationale more understandable. One
article, for example, created an interactive application so that read-
ers could click on and, thus, try out different combinations of data
entries to calculate their chances on the labor market according
to the AMS algorithm [51]. This reconstruction of the AMS algo-
rithm is based on incomplete information and mimics only one of
the proclaimed 96 models for classification, as the technical details
were not made fully transparent. Nevertheless, this technical tool
served the purpose of science communication by acquainting the
readers with the decision rationale without assuming technical
knowledge. In this constellation, they enabled readers to view the
system critically – an ideal example of epistemic transparency as a
facilitator of public critique. This interactive and easy-to-use appli-
cation also had more than double the comments than an article that
only explained the published technical details in a text [79]. This
demonstrates the interest by the public – interest that was elevated
by the availability of tools for critique in discourse.

Scientists, too, criticized the algorithmic system. From the doc-
ument that was published, they concluded that the implementa-
tion might entail negative effects, such as the built-in potential for
discrimination. Scientists served as translators in two ways: via
interviews with media outlets when the application of the AMS
algorithm was announced [88, 89], and, after the application of
the algorithmic system was decided on, in blogs of media outlets
[23, 75]. Scientific publications were written that engaged with,
and critiqued, the AMS algorithm (e.g., [2, 60, 70]). The responsible
board member of the AMS published blog articles responding to
the public critique and defending the system [54, 55] (see also [18]).

Twitter users and activists criticized the tool as well (e.g., [27, 45]).
The Austrian network of non-profit, labor market oriented social
integration enterprises, arbeit plus, published a position paper that
included explanations about the AMS algorithm’s decision rationale
[5]. The NGO epicenter.works submitted inquiries to the AMS under
a legal title that required the AMS to answer and, thus, to disclose
more details [31]. The NGO also started a campaign including press
conferences and a video that explained, in an easy-to-understand
fashion, the potential risks of the AMS algorithm, thereby translat-
ing and making available the effects and the critique of the algo-
rithm to the broader public [32]. The case of the AMS algorithm
gained a lot of attention – also internationally – and, hopefully,
sparked general and far-reaching debates about the caution with
which one has to proceed when developing and implementing an
algorithmic system, especially in a sensitive area.

This case study shows, on the one hand, the multi-actor and
multi-stage nature, and, to a degree, the messiness of the quest
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for transparency as a communicative constellation. It is the con-
stellation of several actors that enabled a broader discourse. This
case also shows the potential for politicization, even in the absence
of comprehensive technical transparency: politicization occurred
even though only some details about the algorithmic classification
were made public. Transparency in the broad sense served as a
vehicle for resistance against the implementation of the algorithmic
system because it didn’t have to rely on complete technical details.
The conclusions about the decision rationale, together with their
translation, were enough to initiate public controversy and debate.

One can imagine what kind of discourse can be made possible
with more transparency – not only ex post, but ex ante: a broad
discourse about the implementation of algorithmic systems them-
selves before they are decided upon. Taking transparency seriously,
the respective political decision-makers and the state agency actors
as well as the practitioners who developed the tool would have
contributed to the transparency of the algorithmic system before
its decided implementation. Further, it would have been their obli-
gation to translate the technical details to the broad public and to
thereby facilitate a wider debate. This debate, in turn, could have
had an effect on the system’s development (see, e.g., [70]) or sub-
sequent policy decisions, as discourse, of course, is not an end in
itself.

6 IMPLICATIONS FOR SOCIETAL GROUPS
As argued above, transparency as a communicative constellation
unfolds its potential in the interaction of various actors within a
society-wide ecosystem. In order to make our suggestion more tan-
gible, we describe its implications for a number of sets of actors. We
stress that synergies between actors will not be straightforward and
must be established and maintained across diverging interests. In
the following, we lay out several potential elements of transparency
as a communicative constellation.

Machine learning practitioners and researchers. While work on
explainability methods and related strategies continue to be crucial,
it will be worthwhile to investigate possible entry points for sci-
ence communication approaches. Considering the political agency
of machine learning professionals [39] and their role in shaping
societal self-understanding, transparency can be furthered by more
active engagement both with affected groups and non-technical
disciplines. We acknowledge the constraints and various kinds of
incentive misalignments that employment relations put on this, but
point to emerging forms of collective organizing [15] as opportu-
nities for transforming professional norms. Recognizing the need
for continued learning about the complex societal implications of
machine learning technologies can play a role in an attitude more
strongly oriented towards transparency. In this, recent proposals
for frameworks through which practitioners can engage with the
limitations of their work [72] can be helpful.

Technology companies. Technology companies face evident con-
flicts of interest regarding a broad concept of transparency, as a
discourse centering limitations and sober debate poses a challenge
to current hypes. Similar to “ethics washing” [85] there is then
a risk of transparency washing, which is further complicated by

the entrenchment of the FAccT research landscape with business
interests [91]. Working towards the realization of a broader form
of transparency, however, can help in highlighting the role that
these interests play in the design of technology within democratic
debates about machine learning systems. Transparency in the sense
of a communicative constellation cannot alter economic power re-
lations by itself, but it can shape how societies relate to them.

Political decision makers in education, science and innovation.
From the perspective of policy, our perspective suggests that it will
be highly beneficial to reserve a certain amount of the large quanti-
ties of funding and investment going towards machine learning for
strengthening transparency. This can happen through science com-
munication and transparency budgets allocated to research projects
or even making extensive forms of critical and independent science
communication and public dialogue efforts mandatory. Funding
science journalism projects and transparency hubs could be another
approach. Finally, including critical reflection on machine learning
in school and university education for a variety of disciplines can
strengthen the communicative constellation.

Politicians and civil servants. Politicians and civil servants can
also take part in societal communication about machine learning in
a variety of ways. Most importantly, they can proactively assume
the role of communicators and facilitators of transparency as well
as listeners, for instance through the establishment of public fo-
rums, citizen dialogue formats and contact with NGOs. Actively
establishing transparency institutions such as the AI registers al-
ready introduced in Helsinki and Amsterdam or even improving
existing websites through clearer communication and improved
language accessibility can be first steps. Lastly, similar to the way
in which government agencies often draw on external technical
expertise for providing services, they would further transparency
by increasingly incorporating inter- and transdisciplinary expertise
from critical research into their work.

Science and technology journalists. Even though journalists are
subject to the logics of the attention economy in their field, they can
play a crucial role in transparency as a communicative constellation
by systematically covering risks and limitations associated with
machine learning technologies and reporting about cases in which
harm is caused in a way that explains the underlying principles.
Through interviews, public discussions and research collaboration
with experts on science and technology they can give voices to crit-
ical assessment, gain further insights and contribute to fostering a
web of transparency. Lastly, a critical examination of the language
used around machine learning, such as “self-learning”, “prediction”
or “artificial intelligence” will also be effective towards more trans-
parency.

NGOs. NGOs and similar civil society actors in the space of tech-
nology justice, civic tech and other areas play a crucial role in the
ecosystem of transparency as a communicative constellation as
well. Close cooperation with other actors in this ecosystem, such as
journalists and critical researchers, can help make strategies more
effective. Focusing campaigns on clear communication of what ma-
chine learning systems are actually doing and how they are falling
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short of expectations can form a strong component of their work.
Among many examples, the above-mentioned organization epicen-
ter.works did just that with regard to the AMS algorithm through
campaigns involving public events, an animated explanatory video
and other material. Organizations like the German AlgorithmWatch
combine research and advocacy to contribute to transparency in
debates around machine learning and publish accessible reports
and analyses. These examples show that while there are challenges
to overcome with respect to the audience that is actually reached,
seeing science communication as a more explicit part of their work
can be an important methodology for civil society actors.

Activists. For activists, too, our perspective implies to treat the
political and the epistemic as strongly connected and incorporate
efforts of science communication into their approaches. Providing
counter-narratives about machine learning and facilitating empow-
erment through epistemic transparency constitutes an important
form of political action. One can expect an increasingly important
role of what might be called “dissident technologists”: individuals
that have strong expertise in a technical field and use it to act as
“public intellectuals” by challenging widespread misconceptions
and bringing technically complex issues of common concern within
the reach of public discourse.

Scientists and scholars.While the research space of machine learn-
ing is often strongly interdependent with industry, there is also
potential for other scientists and scholars to be voices for trans-
parency. Especially interdisciplinary fields like FAccT have the po-
tential for developing perspectives that cover both facts and values
and can be leveraged to frame and tackle important political issues
democratically. While FAccT is in various ways already engaged in
science communication and outreach, the perspective we propose
entails that it would be well worth it to pay more attention to the
’T’ in FAccT and strengthen its efforts in science communication in
the future. This might require learning new skills and welcoming
groups with different forms of expertise into the field. More gen-
erally, scientists from disciplines that are until now not typically
engaged in science communication could begin to incorporate such
efforts into their work more strongly. For instance, mathematical
science communication has a potential to assume an increasingly
public role by explaining the core mathematical principles under-
lying machine learning and critically contextualizing them with
respect to their societal use [35]. Moreover, cooperation with sci-
ence journalism can help scientists and scholars to reach wider
audiences and initiate public debates.

While these are suggestions and conjectures about plausible
ways forward, only empirical experimentation can show how dy-
namics will unfold. As argued in the previous section, the inter-
action between different groups of actors is crucial. Since the ap-
plication of machine learning is fundamentally about diverging
interests and views of how to refer to ourselves as a society, there
will always be dissent and negotiation around it. Finding viable
arrangements for cooperation is therefore vital.

7 DISCUSSION
In this paper, we have highlighted that the development and appli-
cation of machine learning systems involves a number of implicit
or explicit value judgements and that their political nature requires
that they be democratically negotiated. We have argued that cur-
rent notions of transparency fall short of providing the conditions
for enabling such negotiation. As a remedy we have suggested
an expanded understanding of transparency: transparency as a
communicative constellation. This interpretation of transparency
conceptualizes it as epistemic, systemic, multidirectional and con-
textual and brings into view the various societal actors involved in
creating the conditions for an inclusive and democratic conversa-
tion about the uses of machine learning. It stresses the importance
of technical approaches like explainability and fairness metrics –
as well as the fact that in many contexts technical forms of com-
munication are necessary for various reasons – and aims to situate
them in a broader context.

Viewing transparency as a communicative constellation is a
proposal for conceptually shifting our perspective on what trans-
parency is to achieve and decentering the technical interpretation
of transparency that has been dominant in the FAccT field. With
this suggestion we aim at opening up new research perspectives
and relations between literatures. We understand it as an invitation
to the FAccT community to think further along the paths outlined
here and to more systematically work on transparency as a research
topic. Building on this proposal, more work is needed to consoli-
date the implications of adopting a broad, deliberative and reflexive
understanding of transparency. This includes (1.) systematically re-
viewing, developing and evaluating concrete strategies for creating
transparency, (2.) further extending our conceptual and analytical
framework for describing such a broad account of transparency
and (3.) strengthening the bridges to the research field of science
communication and related areas. We hope that our suggestion
will itself prove to be a valuable component of future emerging
communicative constellations.
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