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ABSTRACT
There is no scientific consensus on what is meant by “emotion”
– researchers have examined various phenomena spanning brain
modes, feelings, sensations, and cognitive structures, among oth-
ers, in their study of emotional experiences. For the purposes of
developing an AI speech emotion recognition (SER) system, how-
ever, emotion must be defined, bounded, and instantiated as ground
truth in the training data. This means practical choices must be
made in which particular emotional ontologies are prioritized over
others in the construction of SER datasets. In this paper, I explore
these tensions around fairness, accountability, and transparency
by analyzing open-source datasets used for SER applications along
with their accompanying methodology papers. Specifically, I cri-
tique the centrality of discrete emotion theory in SER applications
as a contestable emotional framework that is invoked primarily
for its practical utility and alignment – as opposed to scientific
rigor – with machine learning epistemologies. In so doing, I also
shed light on the role of the dataset creators as emotional design-
ers in their attempt to produce, elicit, record, and index emotional
expressions for the purposes of crafting SER training datasets. Ulti-
mately, by further querying SER through the aperture of Critical
Disability Studies, I use this empirical work to examine the sociopo-
litical stakes of SER as a normative and regulatory technology that
siphons emotion into a broader agenda of capitalistic productivity
in the context of call center optimization.
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1 INTRODUCTION
“Let me tell you something.”

41% Fear + 14% Anger + 14% Sadness + 7% Confusion + 7%
Distress + 3% Amusement + 3% Disappointment + 3% Ecstasy + 3%
Embarrassment + 3% Surprise (positive) [22].

According to a study examining the ability to detect emotion
from speech conducted by Cowen et al [23]1, of the eleven emo-
tions that characterize the utterance, “Let me tell you something” by
speaker 148 of the Vocal Expressions of Nineteen Emotions across
Cultures (VENEC) corpus2 [41], “Fear” is the most indicative of this
speaker’s emotional state. Indeed, when one listens to the vocal
sample, a likely assumption might be that the speaker does not
sound particularly “happy.” Whether the tone is more indicative of
frustration, irritation, confusion, or fear, however, is contestable.
Presumably, one’s perception or classification of a tone as sonically
representing a particular emotion would depend on personal ex-
periences that allowed one to form mental associations between
certain tonal features of speech with particular emotional signals
represented by learned emotion labels. The sound of “fear” for one
person can vary significantly from that of another.

So, what “is” emotion, and how does one know, or in this case,
hear it? To continue the example of fear, if it is an emotional con-
struct that varies from person to person, it also means that its
boundaries are not definitive but fluid. Where does fear begin, and
when does it stop? Which 41% of the utterance by speaker 148
constitutes “Fear”? Does the fact that 41% of the annotators per-
ceived the utterance to reflect “Fear” ascertain the sample’s audible
fearfulness? Which part of the utterance correlates with the 3% of
ecstasy? Or the 14% of anger? Or the 3% of amusement? The ab-
surdity of these questions is natural, and reflective of the immense
ambivalence that characterizes what exactly one means when refer-
ring to “emotion.” Indeed, as psychologist James A. Russell writes,
“there are no formal criteria for what is and what is not an emotion”
[62]. If anything, he suggests that the term “emotion” should repre-
sent a general banner under which different events, states, reflexes,
sensations, feelings, and attitudes, among others, can be gener-
ally discussed, without necessarily having the power to denote
ontological boundaries, both in the sense of categorizing particular
phenomena as emotions, as well as in the sense of differentiating
between what is and isn’t an emotion.

This deconstructive move by Russell is a response to the theory
of “discrete emotions3,” which uses labels such as “fear,” “anger,” and

1Access the interactive visualization at [22].
2From the Proceedings of the LREC 2010 Workshop on Corpora for Research on
Emotion and Affect: “The VENEC corpus consists of 100 professional actors from 5
English speaking cultures (USA, India, Kenya, Singapore, and Australia) who vocally
expressed 19 different affects/emotions (affection, amusement, anger, contempt, disgust,
distress, fear, guilt, happiness, interest, lust, negative surprise, neutral, positive surprise,
pride, relief, sadness, serenity, and shame), each with 3 levels of emotion intensity, by
enacting finding themselves in various emotion-eliciting situations.” [41]
3The theory of discrete emotions is also referred to as a “categorical” view of emotion
or simply “basic” emotion theory.
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“joy,” among others, to refer to basic and biologically determined
states that are posited to exist across all humans. Influenced by
Charles Darwin’s writings in The Expression of the Emotions in Man
and Animals [25], psychologists such as Silvan Tomkins [71, 72], and
later, Paul Ekman [30], popularized the notion that prototypical and
universal emotions can be traced back to evolutionarily developed
behaviors and physiological reflexes4. Despite the popularity of
the theory, however, numerous scholars have pointed out that this
attempt to reliably link emotional experiences to physiological
patterns was never fully realized (e.g., [11, 27, 62]). While there
is indeed evidence that points to correlations between emotion,
physiology, and behavior, no scientific convergence exists on the
exact contours, strength, or reliability of those correlations.

To once more return to the earlier example of “fear,” consider the
well-known example provided by William James [75] and the bear.
Here, James theorizes that the evolutionary act of physically fleeing
from a predator in the wild leads to the psychological sensation of
fear (emotion) – it is not the bear, but the psychological sensation
of fleeing from danger that elicits the emotion. Of course, as Russell
points out, this “fear” is not the same emotion that one might
experience watching a horror film – there is no danger, there is
no escape, and the experience is arguably enjoyable for the person
paying towatch the film: “What, other than the label fear, do various
instances of fear share with each other that they do not share with
what is not fear? . . . There may be no one scientific model that
applies to all cases of fear, and only to fear” [62].

I begin this paper grappling with the ontological and episte-
mological complexities of emotion, or more specifically, emotion
science5, because I understand these complexities to be crucial me-
diators in conceptualizing, designing, building, and deploying any
technological iteration that might be housed under the banner of
“Speech Emotion Recognition” (SER)6. To draw from Kang’s [39]
work on voice biometric technologies in which he questions the
scientific reliability and technical efficacy of Automatic Speaker
Recognition (ASR) systems by examining them through the aper-
ture of vocal ontology, any machine learning (ML) model that is
made to recognize, detect, and classify qualitative phenomena can
only do so through an internal translation of that qualitative phe-
nomena into a statistically legible object. This is referred to in ML as
“ground truth7.” In an SER system, dynamic and complex concepts
such as speech, voice, and emotion must all be stabilized through
such truth labels, which means that these ontologically dynamic
phenomena not only need to be bounded, but also rendered episte-
mologically coherent: emotion is x and it can be known (or heard)
through y. In this paper, I build upon the foundational work of
Stark and Hoey [63] on the unstable paradigms of emotions used

4See Ekman [31], Izard [37], and Tomkins [71, 72] for more detailed descriptions and
support for “discrete emotion theory.” Crawford [24] also provides a historical overview
and critique of Ekman’s work in the context of facial emotion recognition technologies.
5It should be made clear, here, that the ontological and epistemological complexities
of emotion are not necessarily as salient in everyday contexts, in which labels such as
“fear” and “anger” can and are used to characterize a vast range of events, sensations,
and experiences rather smoothly. They become salient in scientific contexts in which
these semantic emotional labels must be empirically established to bound particular
configurations of physiology and behavior as particular emotions.
6See Schuller [65] for a more comprehensive history of SER.
7Kang [40] proposes a methodological framework called “ground truth tracings” (GTT)
to understand and evaluate machine learning systems by examining the processes of
translation involved in ground truth construction.

in “emotional artificial intelligence” or EAI [45] systems, and show
that these methods of knowing, classifying, and stabilizing in ma-
chine learning SER applications also invoke particular ontologies
of emotion and voice while ignoring or inadequately engaging with
others, and in the process, require redesigning and reproducing a
reduced ‘emotion-fit-for-ML’ proxy as SER ground truth training
data. Furthermore, to analyze how these scientific shortcomings
in the construction of ML datasets manifest in actual commercial
applications, I examine the use of SER in call center optimization
through the aperture of critical disability studies to parse the rela-
tions between capitalistic productivity, worker surveillance, and
emotion regulation. Ultimately, I argue that SER is a technology
founded on tenuous assumptions around the science of emotion
that not only render it technologically deficient but also socially
pernicious.

2 STRATEGIC ONTOLOGIES: FITTING
EMOTION TO MACHINE LEARNING

“We are constantly developing more accurate methods of measuring
human emotions . . . It is possible, then, to speak of the emotion
quantitatively, as being present in large or small amounts” [27, 52].

The concept of emotion as a quantifiable and measurable ob-
ject is an appealing and provocative one from the perspective of
science. As historian and medical anthropologist, Otneil Dror, re-
counts, the numericization of emotion, or what he calls the new
“emotion-as-number”, was a powerful construct and stimulus in the
‘scientification8’ of emotion during the late nineteenth-century:
“. . . specific physiological patterns signified an emotion. . . [it] was
a pattern written in the language of the biological elements that
one monitored in, or sampled from, the organism – translated into
a sequence of numbers” [27]. This scientific bridge constructed
between emotion and physiology, of course, was indicative of a
broader ‘body-as-machine’ schema that permeated conceptions of
human behavior and body at the time. Similar changes were also
observable in changing ontologies and epistemologies of voice dur-
ing the late 1800s, when the pseudo-science of craniometry was
thought to be a newfound solution for understanding and justifying
racial differences in singing capacity and vocal timbre [28]. In this
way, the inclusion of concepts such as emotion and voice into the
common scientific domain of physiology produced new correlatable
features through which they could be described.

There were many attempts during the late nineteenth and early
twentieth centuries that drew from such physiological understand-
ings as the bases for the development of “emotion-reading” ma-
chines. Some of these included the “Emotograph” of the 1920s,
which resembled “a small radio with dials and tubes and a sort
of stock market tape at one end to record the emotions” [2], or
the “Emotion-Meter” developed by the head of Paramount Studio’s
sound department, Loren L. Ryder, “to record the spectator’s heart-
beat and rate of breathing as scenes of love, violence and excitement
unfold[ed] upon the screen” [1]. Although these inventions were
evidently based on tenuous scientific links made between physi-
ological phenomena and emotion, they were instrumental in and

8Drawing from the field of Science & Technology Studies (STS), I argue that concepts
need to be massaged and redefined to be made legible to science. In this way, concepts
such as emotion are made scientific.
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Table 1: Summary of human vocal effects commonly associated with the labeled emotions as found by Murray and Arnott.
Descriptions are in relation to what the authors call neutral speech. Table is adapted from [48].

Anger Happiness Sadness Fear Disgust
Speech rate Slightly faster Faster or slower Slightly slower Much faster Very much slower
Pitch average Very much higher Much higher Slightly lower Very much higher Very much lower
Pitch range Much wider Much wider Slightly narrower Much wider Slightly wider
Intensity Higher Higher Lower Normal Lower
Voice quality Breathy, chest tone Breathy, blaring Resonant Irregular voicing Grumbled, chest tone
Pitch changes Abrupt, on stressed

syllables
Smooth, upward
inflections

Downward
inflections

Normal Wide, downward terminal
inflections

Articulation Tense Normal Slurring Precise Normal

reflective of the broader transcription of emotion into the scientific
language of numbers and graphs. As Dror writes, “the number was
an important technology for the reframing of ‘emotion’ and its
integration into the discourse of the laboratory” [27]. It was not
until the turn of this century, however, when Dellaert et al applied
pattern recognition techniques – i.e., machine learning – to “classify
utterances according to their emotional content [emphasis added]”
[26] that the premise of an emotion-hearing machine started to
gain traction in the scientific community.

Outlined in their paper, “Recognizing Emotion in Speech,” Del-
laert et al “recorded a corpus containing emotional speech taken
from the believable agent domain. . . of over 1000 utterances from
several different speakers” [26]. It is important to understand, here,
what the authors mean by “believable agent.” This is a term coined
by computer scientist Joseph Bates [12] in which he draws from the
work of Disney animators, Thomas and Johnston [70], and their
philosophies for expressing emotions through animated charac-
ters, to construct self-animating creatures or ‘believable agents’
called “Woggles.” The three tenets that Bates took from the Disney
animators were (1) emotional states must be unambiguously de-
fined so that viewers can attribute definite emotional status to the
character, (2) emotions must be directly apparent in the action of
the character, and (3) emotional expression must be accentuated
through foreshadowing and exaggeration even if it requires toning
down other simultaneous actions because viewers cannot grasp
emotional states immediately. The speakers recruited for Dellaert
et al’s study were given similar guidelines in the way they were
asked to recite sentences accompanied by one of four emotion la-
bels among ‘happiness,’ ‘sadness,’ ‘anger,’ and ‘fear.’ In other words,
a particular theory of emotion, namely one that subscribes to the
notion of “discrete” emotions, as well as a particular method of
emotional expression, one that is aimed at maximizing at all costs
the identifiability of a discrete emotion, were inscribed into the
conceptual fabric of SER research from its very inception.

Indeed, even when Rosalind Picard [56] first mentioned the
concept of computers recognizing emotional speech in her field-
defining text, Affective Computing (published a year before Dellaert
et al’s first actual application of pattern recognition techniques to
SER), she included a table (Table 1) taken from the Acoustical Soci-
ety of America that summarized “the vocal effects most commonly
associated with five basic emotions [emphasis added]” [48].

Despite the relative simplicity of the table, it should be noted
that Murray and Arnott take great care in their original paper to
engage with the different theories of emotion, including those of
non-categorical models. Their table, however, is a product of an
expansive literature review of existing studies around vocal features
and emotion at the time. Because the majority of these studies orga-
nized emotions across the five categories labeled in the table, there is
an absence of non-categorical representations of emotion. Picard’s
adaptation of this table as a response to the question she self-poses
– “what is a good computational mapping between emotions and
speech patterns?” [56] – for the purposes of speech-based affective
computing is reflective of a common practice in machine learning,
in which data, frameworks, and theories are imported from relevant
‘external’ domains as ground truths for a particular ML system. The
issue with such importations, however, is that once a ground truth
for a machine learning task is established and accepted, a research
community forms around it through which that ground truth itself
becomes the basis for the development and testing of further evalua-
tion benchmarks and performance metrics. This further entrenches
it as the norm for how that task is conceptualized and experimented
with [38]. Indeed, these assumptions, coincidentally informed by a
philosophy of animation (a historical detail evidently buried given
the absence of mentions in subsequent SER research papers) and a
turbulent research community around theories of emotion in the
field of psychology, are taken as ground truth in the vast majority
of highly cited SER research papers published in the decade or so
that follows (e.g., [36, 53, 54, 66, 67]).

Although the influence of both Dellaert et al’s study and Picard’s
book in adopting a discrete theory of emotion and a modular view
of speech/voice as ground truth cannot be ignored, it would be
inaccurate to say that their initial adoption alone explains why
competing ground truths were not eventually established. Indeed,
both a categorical view of emotion as well as vocal features de-
scribed through dimensions such as pitch and frequency present
useful taxonomies and measures within which the statistical pro-
cesses of machine learning can be grounded. A categorical view
of emotion, which posits that all emotional experiences can ulti-
mately break down into around six discrete states (the number
varies based on the particular theory, but the premise of separate
buckets remains unchanged), presents a convenient framework of
emotional taxonomy compatible with the classification logics of
machine learning. In fact, this taxonomic representation and the
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identification of organizing labels are required processes in ground-
truthing a qualitative phenomenon as a machine learning problem
[38, 40]. There is thus a practical advantage in machine learning to
maintaining a categorical view of emotion as opposed to a dimen-
sional [62] or constructivist [11] model, both of which emphasize
(to varying degrees) the fluidity of emotion as a phenomenon that
is contingent on changing situations and individuals, and thus diffi-
cult to stabilize/organize as ‘biologically hardwired.’ The alignment
between discrete emotion theory and ML emotion recognition can
thus be seen as a utilitarian one, strategically prioritizing formal
compatibility over scientific depth9.

2.1 Discrete Emotion Theory vs. Core Affect
A 2019 study by Cowen et al (also referenced in the introduction),
however, makes a stronger claim with regards to the scientific valid-
ity of discrete emotion theory in SER. Here, the authors set out to
analyze “what drives the recognition of emotion, emotion categories
(for example, Awe or Fear) or broader scales that capture core affect
appraisals (Valence and Arousal10)” [23]. It is important to parse
their approach to this question because it specifically addresses
a gray area in previous SER research studies, which have largely
glossed over the lack of scientific consensus on emotional ontology
and have instead relied on community-norms around categorical
views of emotion as ground truth for evaluation and performance
benchmarks. Indeed, machine learning domains – i.e., “emotion
recognition – and the communities that form around them are
generally framed around “challenges” or “problems” to be solved,
which means there is a key problematization process of turning
a messy qualitative phenomenon into a usable quantifiable object
[40]. By explicitly framing their study around a scientific compar-
ison of what actually “drives the recognition of emotion,” in the
context of SER, Cowen et al undertake an ambitious project to move
beyond a utilitarian framing of ‘emotion-as-category’ to a scientific
justification for it.

To test this, Cowen et al recruited and asked 2,345 participants
from the United States and India to “judge at least 30 randomly se-
lected speech samples from the VENEC corpus of 2,519 speech sam-
ples” [23]. The participants were randomly assigned to one of two
response formats: one group was asked to select one of 30 emotional
labels such as Anger, Embarrassment, Fear, and Surprise to evaluate
the emotion expressed in the speech sample, while the other group
was asked to evaluate speech samples based on 23 different affective
features using 9-point Likert scales (see “Supplementary Table 2”
in [23]). Some of the questions that the participants were asked
in relation to these affective features included those inspired by
componential models [64] such as “To what extent does the speaker
feel like his/her situation is compatible with his/her self-image?”
or “to what extent does the speaker feel like he/she can adjust to
his/her circumstances?” in addition to questions pertaining to more
traditional dimensional models [62] such as “to what extent does

9In a widely cited paper accompanying the RAVDESS multimodal emotion dataset,
Livingstone and Russo explicitly state that “While the discrete model of emotion has
been criticized. . . it is a practical choice in the creation and labeling of emotion sets”
[42].
10Arousal is often used interchangeably with Activation in psychology literature
around emotion.

the speaker feel pleasant?” or “to what extent does the speaker feel
stimulated?”.

The research question and study design can be seen as a response
to Russell’s theory of “core affect,” in which he dismantles the cate-
gorical view of emotion based on its lacking capacity to establish a
consistent method and scientific ground for defining what is and
isn’t an emotion [62]. Highlighting that many scientific studies of
emotion actually examine different phenomena spanning “brain
modes, actions or action tendencies, reflexes, instincts, attitudes,
cognitive structures, motives, sensations, [and] feelings” [62], Rus-
sell proposes that for the scientific study of emotion, which is an
amorphous and composite concept, there needs to be a universal
and irreducible unit to describe emotional experiences. He thus
proposes the core affect model, a dimensional framework that or-
thogonally maps Valence (positive vs. negative), Activation (stimu-
lated vs unstimulated), and Dominance (in control vs out of control)
in a two- or three-dimensional space (Valence and Activation are
the primary axes, with Domination as an occasional third), which
allows for various emotional experiences to be described. For in-
stance, the emotional experience associatedwith the category “Fear”
in the context of encountering a bear in the woods would occupy
a point in the intersecting dimensions of negative valence, high
activation, and low dominance. “Fear” felt in the context of a horror
movie would be the same but with neutral or higher dominance. In
this way, he argues that it can accommodate emotional categories
without subscribing to the label as a fixed or universal ontology. It
is thus important to understand that Russel’s model of core affect
is not necessarily meant to replace the social utility of emotional
categories, but rather to provide a lower level scientifically sound
ontology of affect that prioritizes transportability and irreducibility
at the expense of everyday relatability. The focus is to develop sci-
entific tools to describe emotional experiences writ large, of which
emotional categories are a part.

This background from which the dimensional theory of core
affect emerged must be taken seriously in the context of Cowen
et al’s study because it changes the nuances of their hypothesis
that “if categories of emotion (for example, Amusement) are psy-
chologically constructed from more basic appraisals of core affects
(Valence and Arousal), one would expect the recognition of emo-
tion in prosody along scales such as Valence and Arousal to be
better preserved across cultures than the recognition of emotion
categories” [23]. What Cowen et al fail to address, however, is that
the core affect model was not intended as a means for the “better
recognition” of emotion, and was strategically positioned against
“folk theories” of emotion – i.e., the categories people use to think
and talk about emotion in their everyday lives – to reconcile the
scientific inconsistencies around emotional categories for the spe-
cific purpose of describing emotion within a scientific framework.
Cowen et al’s hypothesis thus amounts to a straw man argument
that incorrectly pits core affect against emotional categories in the
context of everyday emotional description. That the authors find
“recognition of a number of emotion categories from prosody is bet-
ter preserved across cultures [by which they mean individuals living
either in the US or India] than that of any of the 23 affective scales
that [they] considered, including Valence and Arousal [emphasis
added]” [23] is thus an expected result that is largely predictable
with what discrete emotion theory and the dimensional model each
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stand for11. Not only that, but given that several of the prompts pro-
vided to the “dimensional group” also asked ostensibly ambiguous
or irrelevant questions such as “To what extent does the speaker
feel like his/her situation is compatible with his/her self-image?”,
which would inevitably require participants to have acquired sup-
plementary information around a speaker’s “self-image” based on
one utterance, it is unsurprising to find that judgments made by
the evaluators in the “categorical group” were more consistent.

In this way, despite their ambitious attempt, Cowen et al’s study
falls short both methodologically and theoretically in establishing
the grounds for discrete emotion theory as a more robust scientific
framework to other models such as core affect in the context of SER.
More accurately, it represents a fieldwide attempt to retroactively
bound emotional ontology within the epistemological constraints
of machine learning – i.e., to start with machine learning as the
logical foundation through which qualitative phenomena, such as
emotional speech, are understood, as opposed to starting with a
qualitative phenomenon and finding a method (machine learning
or not) that engages with it both holistically and accurately. This
is a strategic reversal from the perspective of machine learning
practitioners because if ML is understood as the base logic through
which “external” problems can be solved, nothing can’t be distilled
into a machine learning problem. Once a qualitative phenomenon is
turned into a machine learning problem, however, it should also be
understood that it effectively exists as a separate “thing” tied to the
epistemologies of machine learning benchmarks, techniques, and
models that define it. In the next section, I turn my attention to the
processes that create this separate proxy – i.e., to the actual practices
of ground-truthing vocalized emotion for the purposes of building
emotional speech corpora – to examine not only how emotion is
conceptualized in SER, but also how it is elicited, recorded, indexed,
and contained in SER training datasets.

3 GUIDED DESIGN: PRODUCING EMOTIONS
FOR SER DATASETS

Momentarily assuming that the emotional ontologies invoked in
SER provide apt scientific models for classifying emotional speech,
it is still important to trace how those ontologies are instantiated
and realized as ground truth in the training data. There must be
instances of emotion captured and aggregated as data upon which
an SER model can train. Simply put, it is important to look at ex-
actly how SER datasets are constructed. Here, I examined 10 highly
circulated and widely cited open-source datasets used in SER appli-
cations and their accompanying research papers. Given the notori-
ous inaccessibility of commercially developed SER applications and
their underlying datasets [16], I determined that these open-source
alternatives would serve as generally representative samples of how
SER datasets are constructed across both academia and the private
tech industry based on research that shows open-source datasets
also inform the construction of comparable privately developed

11A comparable (but not identical) scientific tool is the Kelvin, which is a scientific unit
for measuring temperature, but does not necessarily stand in to replace the experience
of climate in everyday discourse over more commonly used terms such as “chilly” or
“warm”. For instance, one would expect the results of a study that asked participants
unfamiliar with K units to describe the climate of a room via temperature-related
labels vs numerically in Kelvins to show that participants are generally more likely to
consistently describe a 10 degrees Celsius room as “chilly” than as 283 K.

commercial ones [9]. Some of the emotion datasets I examined
include the Interactive Emotional Dyadic Motion Capture Data-
base (IEMOCAP), a corpus that contains audiovisual data related
to performances of “selected emotional scripts and also improvised
hypothetical scenarios designed to elicit specific types of emotions
(happiness, anger, sadness, frustration, and neutral state)” [18],
and the Montreal Affective Voices (MAV), a dataset comprising
non-verbal affect bursts and explicitly framed as an “auditory coun-
terpart of the Ekman faces” [13], among others. It should be noted
that although some of the databases I engaged with were multi-
modal (e.g., [10, 18, 42]), I still included these corpora in my analysis
due to a combination of their primary focus on vocal expressions
of emotions (over facial) evident in the original papers and actual
datasets, their frequent usage in SER applications, and their high
number of citations. See Table 2 for list of examined SER datasets.

A common pattern across all of the original papers accompa-
nying the major datasets I examined was the use of actors to pro-
duce emotional expressions. Indeed, as Bänziger, Mortillaro, and
Scherer write, “the procedure for gathering [emotional expressions]
is probably the most sensitive choice to be made, one that is often
determined by the theoretical assumptions of the researchers” [10].
Broadly, these procedures follow two primarymethods of emotional
production: “Communication Effect Acting (CEA),” which “requires
that an expresser produces an emotion, generally specified by an
emotional label —most often a label that is associatedwith a discrete
emotion category — in such a way as to optimize the recognition
of the emotion by external observers” [10], or “Felt Experience
Acting (FEA)”, which uses “vivid mental imagery techniques and
specifically [invites] expressers to recall and relive personal past
events when they felt the target emotion” [10]. The procedure for
“gathering” emotional expressions thus always requires a process
of “producing” them first.

3.1 Communication Effect Acting (CEA)
Consider, for instance, the aforementioned “believable agent do-
main” used by Dellaert et al in their seminal 1996 study – in order
to test “statistical pattern recognition techniques to classify utter-
ances according to their emotional content” [26], they needed to
first record a corpus of emotional speech produced by actors who
were given scripts with emotional labels and instructed to exagger-
ate their emotional expressions to maximize perceptibility. Dellaert
et al were undeniably a part of the production of the emotions
they were measuring. This was also the case in the construction of
the Montreal Affective Voices (MAV), the self-proclaimed auditory
counterpart to the Ekman faces:

The actors were instructed to produce short emo-
tional interjections, using the French vowel ah. . . and
were played an auditory demonstration of the expres-
sions that they would be asked to generate before the
recording session. They had to produce vocal expres-
sions corresponding to happiness, sadness, fear, anger,
pleasure, pain, surprise, and disgust, as well as a neu-
tral expression. Each category of vocalizations was
performed several times until our qualitative criterion
was reached – that is, until the affective vocalization
produced was clearly recognizable by the experimenter
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Table 2: List of examined SER datasets.

Reference Name Description Method of Emotional Production
Bänziger et al [10] GEMEP 7000 audio-visual emotion portrayals;

18 emotions represented; portrayed by
10 professional actors coached by a
professional director

Felt Experience Acting (FEA)

Belin et al [13] MAV 90 nonverbal affect bursts; 8 emotions
represented (and neutral baseline);
recorded by 10 actors (5 male, 5 female)

Communication Effect Acting (CEA)

Busso et al [18] IEMOCAP 151 videos of recorded dialogues
including 2 speakers per video; 8
emotions represented (and neutral
baseline)

FEA

Busso et al [19] MSP-IMPROV 7818 non-read (improvised or natural)
speech and 620 read sentences; 4 basic
emotions along with “other” option are
provided as initial single-choice
question, along with an additional 6
emotional categories as multi-choice
question; recorded by 12 speakers (6
males, 6 females)

CEA & FEA

Cao et al [21] CREMA-D 7442 audio-visual emotion portrayals; 5
emotions along with “no emotion”
option represented; portrayed by 91
actors (48 male, 43 female) coached by
1 of 2 different directors

CEA

Laukka et al [41] VENEC 6500 audio emotion portrayals; 19
different emotions represented;
portrayed by 100 professional actors

CEA & FEA

Livingstone & Russo [42] RAVDESS 7356 audio-visual emotion portrayals of
speech and song; 6 emotions along
with “neutral/calm” state represented;
recorded by 24 speakers (12 males, 12
females)

CEA & FEA

Martin et al [43] eNTERFACE’05 1166 video sequences of emotional
portrayals; 6 emotions along with
“neutral” state represented; recorded by
42 speakers (17 discarded), 25 speakers
retained in corpus

FEA

McKeown et al [44] SEMAINE 190 video sequences of interactions
between a human and an operator
playing a character with 4
emotionally-charged personalities; 20
participants

FEA

Poria et al [57] MELD 1433 dialogues taken from television
show Friends (13,000 utterances); 6
emotions along with “neutral” and
“non-neutral” states represented

FEA

as the one they were asked to produce. . . Constant feed-
back was given to the participants during the entire
session so they could improve their performance [em-
phasis added]. [13]

This means that an SER system trained on the MAV dataset
takes a collection of emotional vocal bursts meticulously guided
and crafted by the experimenters as its ground truth for voiced
emotion – the dataset creators are effectively emotional design-
ers. This immediately raises questions around generalizability and
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ethics. From a scientific perspective, how generalizable is a particu-
lar group’s notion of an emotional expression beyond that context
of expression? And further from a sociopolitical standpoint, how
does it normalize particularly narrow and ableist notions of emo-
tional expression? Because a necessary pre-step for “hearing” and
“recording” emotion in SER is to “define” and “produce” it, the pro-
cess inherently becomes a normative one that is embedded with
assumptions held by both producer and recorder. As sound studies
scholar, Nina Eidsheim argues, “the assumption that we can know
sound, and that the meaning we infer from it is stable (and indeed
essential), allows for the projection of beliefs about people onto the
sound” [29]. By “listening to listening” – i.e., examining how one
listens, or in this case, examining how an SER application must
create the sounds it needs to listen for – it becomes possible to
recognize that the self-proclaimed “universal” emotions collected
for MAV using CEA are actually a group of narrowly defined and
guided emotional performances.

3.2 Felt Experience Acting (FEA)
Other datasets such as the Interactive Emotional Dyadic Motion
Capture Database (IEMOCAP) [18] and the GEneva Multimodal
Emotion Portrayals (GEMEP) [10] try to circumvent the perceived
“inauthenticity” of performed emotional expressions by instruct-
ing actors to subscribe to the aforementioned “Felt Experience
Acting” (FEA) technique. This includes the use of hypothetical sce-
narios, interactions, monologues, and improvisations to “increase
the authenticity” of the emotional expression so as to argue that
the emotion is elicited as opposed to performed. Considering that
such a procedure undeniably qualifies as human-subjects research,
however, which requires study facilitators to explain in their Insti-
tutional Review Board (IRB) protocol how they intend to protect
participants from experiencing any kind of psychological discom-
fort or harm, it is unclear how emotional experiences that require
psychological discomfort such as fear, anxiety, or sadness are ethi-
cally elicited. There are no mentions of how this conundrum was
addressed in any of the original papers accompanying the major
datasets I examined. In such absence, I am led to deduce that in
order for the elicitation to have been granted IRB approval, the
elicitation process ultimately had to be redefined as one in which
the emotional expressions related to psychological discomfort were
not really “felt,” or felt in a way that did not fully capture what one
may consider the psychological discomforts related to disconcert-
ing emotional experiences. This puts into question the efficacy of
FEA in addressing the methodological limitations of CEA.

In relation to this, Bänziger et al dedicate a section in their paper
accompanying GEMEP titled “In Defense of Felt Experience En-
acted Emotion Expressions” [10]. Here, they accurately elaborate
on the precarity and mediated nature of “naturally occurring EEs
[emotional expressions] captured in everyday life” stating that there
are “extraordinary ethical and practical difficulties of recording pri-
vate, largely unpredictable, and fleeting episodes for a sufficient
number of individuals” as well as methodological difficulties related
to “sampling a large number of different emotions per person that
are comparable in nature and context across individuals” [10]. Not
only this, but the authors themselves also emphasize the inherently
mediated nature of emotion referencing scientific literature that

shows “emotional expression is rarely free of posing” [10]. Cri-
tiquing studies which used emotional expressions recorded from
television shows as ground truth for ‘emotions-in-the-wild’ (e.g.,
[57]) the authors state that this mediation effect is “even worse in
EEs [emotional expressions] recorded form the media (as in reality
or game shows), given that in addition to ordinary display rules and
regulation attempts, there may be systematic bias resulting from
coaching of participants by the organizers or audience reaction”
[10].

What is astonishing about this thorough description, however,
is its juxtaposition against a purely utilitarian justification for FEA.
While the recruiting of professional actors and recording them in
controlled settings as part of FEA does allow for systematic ex-
perimentation, it does not circumvent any of the complications
related to the stability, generalizability, and authenticity of emo-
tional expression that the authors themselves critique. Even if one
accepts the emotional authenticity of an actor’s “attempt to enact as
faithfully as possible the recalled or imagined emotional experience
in the expression shown” [10], this does not address the fact that
the production of emotion using FEA always creates an instance
of emotion tied to the context of production. Put differently, a per-
formed emotion is still an emotional experience, but it is not an
emotional experience that is generalizable beyond that instance. A
woman reading a sentence accompanied by the label “Joy” in a way
that both she and the study facilitators perceive to be joyful may in-
deed be an instance of joy, but it does not represent a generalizable
(neither across- nor within-subject) representation of joy. This is
true regardless of whether the emotional expression is the product
of a script or an “authentic” elicitation. An adequate engagement
with the multiplicity of emotional ontology – which would require
acknowledging that a universal experience of emotion simply does
not exist and that the attempt to do so actually materializes as a
form of emotional regulation that normalizes particular emotional
experiences over others – shows that the limitations of SER man-
ifest not only in the process of ground-truthing, but also in the
underlying premise itself12. Indeed, drawing from emotion liter-
ature in psychology, existing critical scholarship on AI emotion
recognition has accurately pointed out that “external” expressions
of emotion comprise only a part of the broader emotional experi-
ence, and are often actually suggestive of social motivations, while
providing little evidence of “interior” mental states [16, 63]. Finally,
the unavoidable effect of culture, broadly construed, as a powerful
mediator in the way emotions are expressed and perceived [33, 61]
further sheds light on the limitations of a generalizable emotion
recognition system.

Examining both the theoretical framework through which emo-
tion is defined (discrete emotion theory) as well as the methodologi-
cal choices for producing emotion at the level of ground truth (CEA
and FEA) sheds light on the weight of utilitarian fit as a mode of
decision-making in conceptualizing and building machine learning
SER systems. This prioritization of functional proxies over scientific

12In the context of facial emotion recognition (FER), Cabitza, Campagner and Mattioli
show that there is an “unbearably” low reliability for FER ground truths, which means
that there is extreme variability in people’s emotion ratings of faces. Based on the
results of their experiment, the authors assert that “we cannot speak of accuracy for
facial expression and emotion recognition technology: in fact, no reference can be reliably
established against which to compute meaningful error rates” [20].
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depth in machine learning is not unique to SER, but it does have
particularly concerning implications as it relates to SER’s use cases.
In the next section, I will examine some of these existing appli-
cations through the aperture of disability, problematizing SER’s
manifestation as a regulatory surveillance technology that applies
emotion recognition to the context of optimizing labor productivity
in American call centers.

4 CONSTRUCTING DISABILITY: INTERFACE
FOR PATHOLOGY AND PRODUCTIVITY

Scholars working at the intersection of disability studies and tech-
nology (e.g., [7, 46, 47, 50, 74]) have long pointed out that the “con-
cept of ‘normal,’ as well as the tools and techniques for enforcing
normalcy, have historically constructed the disabled body and mind
as deviant and problematic” [74]. In the historical development
of AI, however, which operates under the epistemological domain
of statistics, and therefore necessitates normative models in their
successful operation, this understanding of disability has served
as a “charismatic” use case [8] for the development of “assistive”
technologies13, as well as been unsettlingly used as a metaphor for
the deficient computer.

“Helping Autistic People” is one of the section titles and listed
applications for affective computing in Picard’s 1995 text [55]. Here,
she states that “one of the hallmarks of [autism] is difficulty with
emotions – recognizing the meanings of other peoples’ emotions,
suitably expressing emotions, and having empathy” [56]. She goes
on to elaborate that

. . . computers are like autistic people – particularly
like autistic “idiot savants,” an unfortunate term that
has been used to describe people who have unusu-
ally gifted abilities in certain areas – such as rapid
computation of large numbers, memorizing phone
listings, and precise memory of huge sets of facts
and trivia, but who lack the forms of common sense
and emotional intelligence that most people acquire
effortlessly. . . Unaffective computers are similarly
handicapped [emphasis added]. [56]

Leveraging both a metaphorical alignment between autism and
computation, as well as presenting automated emotion recognition
as an educational tool and “assistive” technology for autistic individ-
uals, Picard casted emotion recognition in a prosocial light, allowing
her to garner grant support from the National Science Foundation,
the National Institutes of Health, and the National Institute of Men-
tal Health [50]. The problem with this metaphor, understood as
either the computational model of autism – i.e., likening autistic
individuals to “computers running a poorly implemented software
architecture, one that, insofar as empathy is concerned, suffer[s]
from an internal signal processing disorder that ha[s] concomitant
external effects on social signal processing” [50] – or the autistic
model of computers – i.e., ‘handicapped’ machines that fail to in-
terpret and respond to users’ emotions – is that it adopts a medical

13This is a shorthand used to refer to technologies that assist disabled people. It has
been critiqued, however, for its redundancy – all technology is assistive, not just
technology that assists disabled individuals – and paternalism. Mills has also argued
that “the phrase advances a technological fix that is unconcerned with education,
community support, or social change” [46].

model of disability that understands autism as a deficit of the indi-
vidual. Relying on biomedical standards of “normal” bodies, such a
view pathologizes conditions outside of these norms as impaired
and thus in need of augmentation or correction [68]. This is in
opposition to a social14 model of disability, which understands it
as a relational product contingent on environments and attitudes,
wherein “the locus of intervention [is] not at the level of the indi-
vidual – with efforts that would attempt to “fix” disabled people –
but at the level of social justice” [74].

Conceptualized and developed through its medical framing as
a “socio-emotional prosthetic” for autistic individuals [50], AI-
emotion recognition (AI-ER) thus effectively abstracts autism away
from the diversely experienced condition that mediates autistic
individuals’ lives, into a standardized pathology that can be used to
denote empathy impairment in both humans and machines. In re-
counting the development of El Kaliouby and Robinson’s “emotional
hearing aid,” a facial affect prosthetic for children with Asperger’s
syndrome [32], Nagy observes that their adoption of a medical
model of autism “prompted the system’s users to shape their emo-
tional expressions to meet the expressions of non-autistic social
others” [50]. Based on real-time video assessment of detected faces,
the emotional hearing aid instructed users to “apologize or explain
for what the system register[ed] as a neurotypical interlocutor’s
disgust or confusion [which] place[d] the burden of rectifying an
apparent ‘conversational impediment’ in the interests of producing
a ‘productive state’ entirely on side of the autistic individual” [50].
In this way, it served as a disciplinary technology that trained autis-
tic users towards “becoming docile and conciliatory conversation
partners” [50] to their non-autistic counterparts.

As Nagy documents, this historical relationship between affec-
tive computing and autism research is an instance of what Mills
has called “assistive pretext” [46], wherein technologies initially
developed to address disability-related use cases are reconfigured
and made relevant to the general public. The translation from socio-
emotional prosthetic to commercial emotion AI, which locates emo-
tion recognition within the extractive domain of surveillance capi-
talism [76], sheds light on a

. . . productive parallelism between the ways that
autism mitigation programs view autistic individuals
and the ways that surveillance capitalism views plat-
form users. Both view the subjects in their purview
as collections of manipulatable, infra-individual be-
haviors instead of as independent actors capable of
psychological depth. [50]

Disability, understood as pathology, and medical models of
disability ‘correction’ thus comprise the sociotechnical interface
through which commercial AI emotion recognition interprets and
ultimately regulates its subjects. It constructs a system in which
subjects are required to make their emotional experiences legible
to the systems that detect it, thereby flipping the directionality of
power from one that, in its most ideal iteration, should be able to
“recognize” emotional expressions in all of their multiplicity to one
that, in practice, “constrains” them to a set of normative behaviors.

14It should be noted that although the social model is useful for positioning disability
beyond the frame of individual pathology, it has also been critiqued by disability
scholars for leaving “impairment unchecked, undertheorized, and ignored” [34].
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In the following section, I will show that this “reverse Turing-test”
situation [51], in which humans must validate their humanity to
AI systems, is also highly representative of the way that SER is
currently deployed in commercial contexts.

4.1 Disabling Technology: SER in Call Center
Optimization

Cogito is a software company that applies SER to the context of
call center optimization. In monitoring conversations between call-
center operators and customers, the company “extracts and ana-
lyzes over 200 acoustic and voice signals in milliseconds to give
. . . agents cues on how to adjust their behavior and surface the
best recommendations” [3]. It is promoted as a human-centered
AI tool that improves customer experience (CX), in which “CX
measured on every call delivers the data for personalized coaching
and development plans, essential to growing and retaining your
employees” [4]. According to its website, Cogito is used by “3 of
the top 5 US telecom technology companies,” “2 of the top 5 US
cable providers,” “4 of the top 5 national health insurers,” and “3
of the top 5 pharmacy benefits managers,” of which 8 are Fortune
25 brands [4]. Cogito’s products thus span multiple industries and
have largely become an embedded part of the CX in American call
centers.

There are important parallels to consider in the way Cogito
frames its use case as helping call center operators through SERwith
the aforementioned histories of affective computing and autism.
A 2018 article inWired referenced Cogito Chief Operating Officer
(COO) Tracy Dudek stating that positive emotional evaluations of
agents by its SER system can boost agents’ chances of performance-
related bonuses [69]. The flipside of this, of course, is a performance-
related penalty related to behaviors that might be categorized as a
“negative emotional evaluation15,” a feature also observed across
other AI emotion recognition systems used for worker evaluations
described in various different patent applications [16]. Dudek’s
statement reveals an explicit link between emotional regulation
and worker productivity facilitated through a surveillance tool
that constantly monitors operators’ conversations, in which opera-
tors are seen through a dehumanizing aperture akin to what Nagy
describes in the context of autism mitigation programs [50]. Under-
stood as a modular assemblage of adjustable behaviors as opposed
to independent individuals with the capacity to experience a range
of emotions, Cogito’s SER effectively serves as a disciplinary mecha-
nism that systematically fastens worker compensation to emotional
regulation so as to enforce workers to self-regulate their behaviors
to be positively read by Cogito’s SER system. Roemmich et al have
referred to this mechanism as the “affective commodification of a
candidate’s affective value” [58] to denote the role of AI emotion
recognition in determining emotional measures of desirability for
subjected workers. As I delineate in previous sections, however, an
SER system, like any other ML technology, is highly contingent

15An FER system developed by the recruiting-technology firm HireVue similarly ana-
lyzed facial movements to denote the potential productivity and overall “employability”
of a candidate [35]. HireVue eventually removed this function from their recruiting
technologies not only “due to the prolonged criticism that Ekman’s universality thesis
has faced by cultural anthropologists and others” [17] but also in part because of the
inherently unethical nature of using AI-assisted physiognomy to evaluate potential
workers.

on its ground truth, wherein the ground truth does not necessarily
denote any kind of real qualitative truth, but rather reflects the
ontological alignments and epistemological assumptions of its cre-
ators. In other words, the ground truth for “positive evaluations of
emotion” in Cogito’s SER system is a construct designed by Cogito
itself. The company’s rhetoric of human-centered design and im-
proving self-satisfaction of agents through empathy coaching can
thus be seen as denoting an arguably unproductive self-contained
loop in which operators are simply making themselves legible to
the data structures now entwined in their performance reviews,
and as an extension, their livelihoods.

There are also important practical implications of applying SER
to CX on the side of influencing customer behavior. In the “Ubiq-
uitous Technologies for Emotion Recognition” special issue for
Applied Sciences, Bojanic, Delic and Karpov propose a system in
which call centers can rank the urgency of calls based on SER, “giv-
ing greater priority to calls featuring emotions such as fear, anger,
and sadness, and less priority to calls featuring neutral speech
and happiness” [15]. Juxtaposing research that documents the im-
mense psychological strains of abusive behavior by “angry” callers
on call-center employees (e.g., [58, 59]) alongside the explicit use
case invoked by companies such as Cogito – to “Reduce Employee
Churn” [5] – a proposition to prioritize calls that are audibly “an-
grier” will presumably have an even greater negative effect on the
mental health of call center operators given the obvious message
it sends to customers with regards to “gaming” the system: sound
stereotypically angrier. Not only that, but by focusing specifically
on the “empathy coaching” of agents, thus disciplining them to
better regulate both their own and callers’ emotions, while possibly
also implicitly encouraging more abusive behavior on the part of
callers via the emotional ranking system, the application of SER to
call centers ultimately strips power away from the operators. This
is similar to how El Kaliouby and Robinson’s emotional hearing
aid was sold as a tool to help autistic individuals, but in reality,
resulted in assimilating them to ableist standards of conversational
productivity. By prompting autistic users to apologize for or rec-
tify neurodivergent behaviors, the emotional hearing aid placed
neurotypical ones as the singular mode of legible – i.e., accept-
able – emotional expression, without ever fully engaging with the
possibility of a wider spectrum of emotional productivity.

Indeed, as a concept that was invented in the nineteenth century
directly alongside the notion of the wage economy [60], “when
employers began to use preemployment screenings to eliminate
people deemed inefficient, nonproductive, and likely to require
extra help and support” [74], disability cannot be understood sepa-
rately from the notion of worker productivity. In this history, the
lack of ability to conform to particular notions of productivity ef-
fectively rendered an individual “disabled,” thereby disqualifying
the person from participating in the workplace and earning a living.
Cogito’s use of SER as a mode of worker surveillance continues
this history of ableist workplace politics in which its subjects are
problematically located on an expanded spectrum of emotional
suspects that require constant monitoring and validating. As part
of a scientific lineage that is intimately linked with adopting a med-
ical – i.e., deficit – model of autism, and then applying that model
as the default framework for understanding its users beyond the
original context of disability, Cogito’s SER can also be interpreted
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as a disabling technology that transposes the systemic oppression
of disabled individuals on to its users. To be clear, this is by no
means to argue that the systemic oppression of disabled people
should be contained, but rather the opposite. It is to problematize
the medical model of disability altogether so as to argue that such
ways of thinking ultimately make such oppressive structures more
widespread.

5 CONCLUSION
My analytical approach to AI speech emotion recognition in this
paper can be considered twofold, in which I begin with an empirical
engagement with machine learning practices and methodologies
for constructing datasets, and end with a critical analysis of SER and
its application to call-center optimization seen through the aperture
of disability as social construction. Despite the difference in tone
and analysis, the impetus for each is united in my broader hope of
bringing attention to the technology’s limitations and potentials
for harm. As a premise that is largely dependent on siphoning con-
tested scientific research on emotional ontology into a constrained
epistemological framework of machine learning, emotion recogni-
tion via artificial intelligence still amounts to more of an aspiration
for the AI community than a reality. Furthermore, given these epis-
temic limits of machine learning, in which the knowledge produced
from an ML model is inextricably tied to its ground truth reference,
the role of the dataset creator in designing emotion as part of the
ground-truthing process and the “unbearable” unreliability of peo-
ples’ abilities to agree on emotional signals [20] are unavoidable.
As a result, I argue that a quasi-functional data proxy for emotion
is created that fails to encapsulate neither the ontological breadth
nor depth of emotional experiences, but nonetheless inherits the
cultural significance of emotion through its manifestation in SER.

Applying this to the context of Cogito’s SER system, I further
show that such data proxies and the practices throughwhich they’re
constructed produce a disciplinary system that divests power from
call center agents and consolidates it within its creators. This alone
is not a novel critique of the power relations that mediate technol-
ogy creators and users – indeed my own situating of Cogito within
a longer history of affective computing research demonstrates the
normative functions of emotion-recognition technologies that have
come long before Cogito’s SER. Instead, my intervention lies in the
reinforcement of this critique through my empirical engagement
with the grounded practices, techniques, methodologies, and deci-
sions that shed light on exactly how these proxies are constructed,
and what they show about the tenuousness of the promises of these
technologies. My hope is that this intervention is taken as both
a broader push towards interdisciplinary collaborations between
“technical” and “sociotechnical” communities16 (for lack of a better
semantic distinction), as well as a more focused and urgent call to
reevaluate the limitations underlying the premise of SER.

Although call centers currently represent the most widely ob-
served commercial use case of SER led by technology companies
such as Cogito, there is a wide variety of other emerging applica-
tions such as Amazon’s emotion tracking wearable device, “Halo,”
which monitors and analyzes a user’s tone of voice to make wearers
more aware of how they sound to others [49], or Voicesense’s suite

16See Kang [40] for an extended discussion of this.

of voice analytics products, one of which apparently measures emo-
tional states from the voice to screen and monitor mental health
risks, such as depression [73]. Affectiva (now a subsidiary of Smart
Eye), the facial emotion recognition (FER) company founded by
none other than El Kaliouby and Picard, also wrote of the impor-
tance of SER in developing more robust multimodal emotion AI
systems moving forward [6]. Given the comparative slowdown in
FER development with Microsoft’s recent decision to retire its emo-
tion recognition technologies from its Azure Face facial recognition
services [14], it will be important to also bring attention to the
dubious scientific and ethical implications of SER before it becomes
a more ubiquitously adopted technology.
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