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ABSTRACT
This paper presents a community-centered study of cultural limi-
tations of text-to-image (T2I) models in the South Asian context.
We theorize these failures using scholarship on dominant media
regimes of representations and locate them within participants’
reporting of their existing social marginalizations. We thus show
how generative AI can reproduce an outsiders gaze for viewing
South Asian cultures, shaped by global and regional power in-
equities. By centering communities as experts and soliciting their
perspectives on T2I limitations, our study adds rich nuance into
existing evaluative frameworks and deepens our understanding of
the culturally-specific ways AI technologies can fail in non-Western
and Global South settings. We distill lessons for responsible devel-
opment of T2I models, recommending concrete pathways forward
that can allow for recognition of structural inequalities.
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1 INTRODUCTION
Emerging FAccT scholarship points to the need for reevaluating
the field’s dominant methods and frameworks for understanding
and evaluating AI harms. For instance, there are growing calls for
more community-centered work [62] and a re-orientation towards
non-Western frameworks of fairness [4, 60, 76, 84, 99, 99, 100].
However, empirical studies collaboratively investigating AI harms
with diverse, global communities are less common, continuing the
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disconnect between dominant evaluation approaches and the lived
experiences of impacted communities [19].

In response, we conducted a community-centered study of cul-
tural limitations of text-to-image (T2I) models in the South Asian
context, with 36 participants from Pakistan (n = 15), India (n = 13),
and Bangladesh (n = 8). Through two-part focus groups, partici-
pants co-designed T2I prompts and collectively reflected on model
outputs. This study design offered participants agency to articu-
late their own understandings of model limitations, failures, and
potential impacts, drawing from their local cultural knowledge and
situated experiences with South Asian representations. Participant
conversation and reflections foreground three broad failure modes:
failing to generate cultural subjects, amplifying hegemonic cultural
defaults, and perpetuating cultural tropes. We contextualize these
failures within literature on media and cultural studies, that study
the power of media’s regimes of representations [48, p. 234]: control-
ling narratives and discourses about particular social groups. Our
study shows how cultural limitations of T2I models can participate
in and scale such existing harmful media regimes of representation
and amplify experiences of socio-cultural marginalization. While
the T2I failure modes foregrounded by participants are not neces-
sarily unique to South Asia, their specific articulation in South Asia
is contextual and socially situated in the global and regional power
dynamics that shape the region.

It is important to note, however, this study is not a systematic
evaluation of T2I model capabilities. As such, we do not position
our findings as definitive commentary on any one or all T2I mod-
els. Nonetheless, our study, albeit a limited form of community
engagement, encourages important methodological reflection on
common machine learning evaluative and benchmarking practices.
Emerging empirical work on T2I evaluations focuses on quantita-
tive evaluation [28, 45], often with bias metrics pre-determined by
researchers and practitioners [14]. While such approaches enable
evaluating models at “scale,” without community input they risk
centering un-nuanced notions of harm that do not fully account
for on-the-ground community experiences in different cultural con-
texts.

Our work contributes to multiple strands of responsible AI re-
search. First, we respond to prior calls to re-orient algorithmic
fairness outside Western contexts [101, 102] by offering the first
empirical study of T2I performance in South Asia. Second, by solic-
iting community perspectives on T2I limitations, we identify novel
T2I failure modes and connect model limitations to communities’
lived experiences, expanding the field’s understanding of cultural
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harms. Third, by historicizing emerging generative image tech-
nologies within scholarship on the politics of representation, we
identify particular regimes of representation within T2I models, re-
vealing how these regimes draw from and perpetuate marginalizing
discourses. Thus, our study offers an example of how qualitative,
community-centered research strengthens responsible AI practice
through centering local knowledge and expertise.

2 THEORETICAL BACKGROUND
2.1 Text-to-Image Models and AI Harms
Text-to-image (T2I) generative models allow users to create photo-
realistic images from free-form and open-ended text prompts [87,
89, 96, 121], typically relying on web-scale datasets. Such datasets
have been shown to reflect social stereotypes, inequalities, and
hierarchies [17, 18, 83], raising concerns about T2I models simi-
larly fostering representational and cultural harms [105, 111, 114].
However, unlike other generative AI, such as language [10, 117]
or image caption models [116], computing researchers have yet
to articulate the broader landscape of potential harms for genera-
tive image models. While empirical research on T2I models is still
nascent, studies suggest they can reinforce social hierarchies and
replicate dominant stereotypes along axes of gender, skin tone, and
culture [7, 14, 28, 119]. Our work complements and extends this
work, by offering the first empirical study of T2I models that centers
and engages non-Western communities.

2.2 Non-Western and Community-Centered
Fairness

There is a growing body of scholarship calling attention to the dom-
inance of Western perspectives and experiences embedded within
responsible AI frameworks [60, 84, 86, 99, 100, 102], which are not
transferable across cultural contexts [8, 118]. The non-portability
of Western frameworks can lead to flawed data and model assump-
tions, evaluation methods that overlook culturally-specific axes of
discrimination, and cultural incongruencies [86, 101, 102]. When
operationalized in model testing and evaluation, exclusive use of
Western-oriented frameworks risks development of applications
that dispossess the identity of non-Western communities [76], by
centralizing the epistemologies used and power to build algorithmic
systems in the hands of a global minority [50]. Compared to other
AI harms, such as representational or allocative harms, much less at-
tention has been devoted in computing literature to understanding
cultural harms, leaving these “under articulated” in the field [105,
p. 18]. Current approaches to understanding cultural harms fo-
cuses on how they can foreclose ways of understanding the social
world [95], leading to systemic erasure [38], proliferating false ideas
about cultural groups [100], and exporting Western ideas to the
Global South [76]. However, the nuanced ways these take shape
for different non-Western communities are not well-understood.

More globally inclusive and community-centered approaches
to AI fairness and cultural harms require recontextualizing data
and model evaluation — with an explicit incorporation of contex-
tual axes of discrimination [102]. Particularly there are calls to
meaningfully center different global communities and institutions
in knowledge production processes [5, 104] and incorporate par-
ticipatory practices that allow production of ML frameworks by

impacted communities. [102]. Combined with community-centered
research, ML practices that center reciprocity, reflexivity, and em-
powerment can help reshift power dynamics between technologists
and marginalized communities [16, 61].

2.3 Regimes of South Asian Representation
Representation, such as through visual media, is the process of cre-
ating and communicating meaning about the social world [48].
There are no “true” representations; rather representations are “his-
torically determined [social] construction(s). . .mediated by social,
ideological, and cultural processes” [36, p. 115]. The power to rep-
resent communities in ways that shape how they are understood
can be understood as a regime of representation [48], a dominant
system of media discourse, symbols and images that create par-
ticular narratives about already marginalized groups. Hall shows
how these representations are not just one off instances but are
part of a broader “regime of power", that is upheld across media
systems, controlling and shaping how others see specific groups.
In the Asian context, a dominant regime of representation is Orien-
talism, which refers to a broader system of thought, way of writing,
and studying the “Orient,” or Eastern world, that emerged in the
19th century [98]. As framed by Western geopolitical forces, the
“Orient” became a singular stand-in for the numerous cultural and
national boundaries of the Asia continent [24, 57]. Through Ori-
entalism’s outsider’s gaze, the West imposed demeaning cultural
stereotypes onto Asia: backwards, silently different, passive, and
sexualized [24]. Creating harmful representations of Asia was im-
portant for “dividing up the difference between (Europe, the West,
‘us’) and the strange (the Orient, the East, ‘them’)” [98, p. 43]. Thus,
Orientalism was not simply a way of thinking about South Asia, but
a means to conceptualize the geography of the colonial world that
made Asia susceptible to certain kinds of control and geopolitical
management [24].

Orientalist tropes continue in contemporary media about South
Asia. These including essentialist representations of the sub-continent
as diseased and mentally ill [26, 40], impoverished [25, 37], and eco-
nomically dysfunctional [13]. Reductive depictions of Asian women
as sexually available and exotic [71, 72], or lacking agency through
Western understandings of veiling [71, 109] are also common.While
the range of Orientalist representations vary, they are united in
distorting the meaning of a cultural practice or symbol through
reduction and simplification [78].

Regimes of representation are important sites of analysis be-
cause they shape hegemonic ways of seeing and knowing about
a culture or community, both externally and internally [69, 70].
Moreover, the reductive stereotypes, miscategorizations, and forms
of erasure [70] can “block the capacity of marginalized groups . . .
to imagine, describe, and invent [themselves] in ways that are lib-
eratory” [53, p. 2]. To date, little is known about what regimes of
representation T2I models contain and perpetuate, particularly as
defined by South Asian communities. Recognizing these regimes is
necessary to disrupt their harmful impacts.

3 METHODOLOGY
In alignment with broader calls for developing non-Western and
community-centered responsible AI practices [76, 100], we engaged

507



AI’s Regimes of Representation: A Community-centered Study of Text-to-Image Models in South Asia FAccT ’23, June 12–15, 2023, Chicago, IL, USA

participants from three South Asian countries through focus groups
and a survey to: (1) collaboratively develop culturally-specific text
prompts, (2) collectively reflect upon images generated by T2I mod-
els in response to culturally-specific text prompts, and (3) under-
stand participant experiences of generated imagery. In this section,
we provide context and details about our methodology. For addi-
tional details, please see Appendix ??.

3.1 Site of Study: South Asia
We focus this study on South Asia, reflecting the cultural expertise
of the lead author. As our goal is to localize understandings of
T2I cultural failure modes, we recruited from three different South
Asian nation-states: Bangladesh, India, and Pakistan. We recognize
South Asia is a rich and complex region with many diverse cultures
that could be subdivided along multiple other axes (e.g., gender,
religion) [20]. The chosen nation-states share cultural histories
with enough common overlap to facilitate a cohesive yet nuanced
analysis and allow for more analytical comparisons.

3.2 Study Participants
We recruited a purposive sample [82] of participants with cultural
knowledge of any one of the three nation-states in the form of lived
experience, professional affiliation, and/or academic study about
Pakistan, India, or Bangladesh. Purposive sampling was used to
ensure diversity across the source of cultural knowledge and nation-
state. We asked prospective participants to self-identify with one
of the nation-states and describe their experience with the selected
nation-state; we did not exclude participants based on citizenship
or current residency. This allowed us to capture prospective partic-
ipants with deep cultural knowledge in the South Asian diaspora
who are living outside their home countries. Other inclusion crite-
ria required participants have English-language proficiency and be
at least 18 years old.

We recruited through targeted emails to (1) academic listservs fo-
cused on South Asian Studies programs in North America, Europe,
and Asia registered with the Association for Asian Studies, as well
as computing research listservs to recruit potential participants
with diverse domain expertise directly relevant to our research
aims; (2) cultural institutions in Pakistan, India, and Bangladesh;
and (3) through the research team’s professional networks in South
Asia. We received 219 responses. We excluded those who had only
visited a country for tourism, currently work for a major technology
firm, and “spam” replies with misidentified provinces or languages.
We invited 52 eligible participants and; 36 people ultimately partic-
ipated (Pakistan (n = 15); India (n = 13); Bangladesh (n = 8). While
we did not systematically recruit for intra-national cultural knowl-
edge (e.g., linguistic and regional diversity), our sample covered
ten linguistic groups and fourteen sub-national regional groups
within South Asia. We had participant diversity across occupational
expertise, including 17 academic researchers, 9 “cultural workers”
employed in cultural industries, such as museum curation and the
arts, and 10 participants with lived experience of the cultural con-
texts we were studying, but not necessarily professional experience
in cultural industries. All participants received a localized equiva-
lent of $300 USD in thanks for their participation.

3.3 Method of Engagement: Focus Groups
We crafted a study design that facilitates collective engagement
and conversation: focus groups. For studying culture, focus groups
offer an effective means of accessing culturally-specific knowl-
edge [31, 91] and can “facilitate culturally sensitive research” [54,
p. 777], as the setting helps foster cohesiveness among partici-
pants [67], where interactions among participants generate im-
portant information [115] on cultural representation and cultural
harms [81]. We also created opportunities for anonymous feedback
through digital whiteboards.

Each participant attended two 90-minute focus groups composed
of between 7 and 9 participants from the same country to facilitate
rapport [65] and allow participants to focus on the histories and
cultures most relevant to them. The first focus group was structured
around discussion questions and interactive activities to understand
how participants defined “good” and “bad” cultural representations
they had encountered in different media and how participants might
assess “good” and “bad” representations in AI-generated imagery.
To orient participants around the capabilities of T2I models we
shared sample generated images of Western and South Asian cul-
tural subject matter. The cross-cultural images served as a point
of comparison in participant reflections. Following the first focus
group, participants completed a survey submitting full-sentence
text prompts and suggesting up to five examples of cultural events,
landmarks, art styles and/or artists, historic events, figures, and
characters they felt would enable the assessment of T2I models.

During the second focus group, participants reviewed generated
images from 4-5 prompts, seeing four images per prompt. While
this number of images is not sufficient to draw inferences about
statistical distributions in T2I model outputs, the smaller sample
enabled participants to conduct deeper reflections on generated
images in alignment with study goals. During these reflections, we
requested participants specifically identify what they thought gen-
erated images “got right” and what models did “poorly.” Following
individual reflection, we facilitated discussion on the possibilities
and risks of T2I models. We deliberately kept discussion questions
open–ended to give participants agency to focus on what they
found most important.

3.4 Developing Prompts and Generating Images
Between the first and second focus group, the research team syn-
thesized participant’s prompt suggestions, tested various prompts,
and generated images using four state-of-the-art T2I models [88, 92,
97, 122]. We constructed prompts based on participant suggestions
with the aim of increasing quality and coverage of cultural refer-
ences in the study. As the study’s focus is on cultural limitations,
we utilized prompts that minimized the likelihood of non-cultural
failures to ensure we made best use of participant’s time and exper-
tise. For example, a general model failure for the prompt, “A day
in Lahore,” might result in images of daylight, rather than the city;
however, rewording the prompt as “People spending their day in
Lahore” led to images reflecting the model’s learned associations
with daily life in Lahore.

The final corpus included 120 prompts. We randomly assigned
each prompt to two of four state-of-the-art T2I models for image
generation. We then selected the first two images from each model
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for participant feedback in the second focus group. Each participant
was assigned to review the selected images from 4-5 text prompts.
This scoping allowed for model coverage in the study, while keep-
ing the number of image outputs manageable for participants to
comment on during the focus group.

3.5 Data Analysis
All focus groups were video-recorded, transcribed, and thematically
analyzed [21, 23]. We also compiled the video conference chat and
participants’ written feedback into the data corpus. All four authors
participated in data analysis, which involved iterative and collabo-
rative development and discussion of codes and themes, drawing
upon the reflective thematic analysis approach described in [21, 23].
After reviewing and developing initial codes for all the focus group
data, the research team shared, arbitrated, and iterated on codes,
developing preliminary themes during a series of data sessions [22],
aligning on themes that cut across the focus groups while attend-
ing to poignant differences between the cultural centers of focus.
Interpreting raw data with relevant cultural scholarship textured
participant contributions [113] with broader scale explanations and
implications of cultural phenomena that participants could only
briefly reference at the focus groups given time constraints. We in-
troduce participant quotes with alphanumeric identifiers, providing
their country to better contextualize participant comments. Some
quotes were provided anonymously during interactive exercises,
and they will only have the identifier "A" after the country-group.

3.6 Limitations
While our work offers important insights on cultural failure modes
of T2I models, our methodology has limitations. A purposive sam-
pling strategy and focus on three nation-states within a diverse
region does not necessarily lead to insights that generalize across
South Asia, especially as we did not systematically recruit for par-
ticipant diversity, such as caste, ethno-linguistic identity, and class.
Having English language proficiency as inclusion criteria, and par-
ticipant and researcher academic affiliations also suggest partici-
pants may largely reflect upper-class and urban-dwelling subsets
of South Asia. Finally, for time and safety reasons, we did not gen-
erate images with participants in real-time; and thus, researchers
remained arbiters of shown images. In this way, we characterize
this study as community-centered rather than participatory. Our
process of prompt synthesis and image generation did not sys-
tematically disentangle the effects of different words or phrases
on generated images, limiting our ability to draw inferences re-
garding why certain representations were emerging. We leave this
important research direction to future work.

4 FINDINGS
4.1 Regimes of Representation in T2I Models
In this section, we outline three model failures foregrounded by
South Asian participants and how they characterized these failures
as reinscribing dominant regimes of representation [48]; in this case,
the hegemonic ways of seeing, knowing and representing South
Asia they experience. Broadly, participants were interested in both
the accuracy of cultural subject matter recognition and nuances
of cultural representations in T2I generated imagery. As P35, from

Pakistan, summarized “[if I put in a particular figure, historical event,
or allegory], does [the model] get what I’m trying to say, first of all?
Is there a kind of understanding or legibility? But then within that,
what kind of visual representation do you get? Do you get a kind of
Orientalist, portraiture rendering? Do you get an image that looks
closer to maybe South Asian renderings?”

Drawing from this call for cultural recognition, we present three
failure modes that encapsulate participant concerns about model
accuracy and representations: (1) failing to recognize cultural sub-
jects: generated imagery fails to depict a culture’s subject matter; (2)
amplifying cultural defaults: culture’s subject matter in generated
images defaults to particular hegemonic cultures; and (3) perpet-
uating cultural tropes: generated images contain stereotypes and
tropes associated with particular cultures.

4.1.1 Failing to Recognize Cultural Subjects. Participants shared
their desire to test T2I models’ ability to generate cultural artifacts,
history, and practices from South Asian cultures. Importantly, par-
ticipants were not looking for absolute accuracy in each image,
and emphasized its impossibility for topics with multiple realities
and possible renderings (e.g., a South Asian family). Rather, they
adjudicated accuracy based on whether the cultural subject matter
had a canonical rendering (e.g., historical figures like Indira Gandhi
and architectural landmarks like Badshahi Mosque), or essential
canonical elements (e.g., the correct sporting equipment for cricket
scenes, the proper landscape for a region, or the art style of Sad-
equain). Participants emphasized their concerns about accuracy
extended to equitable cross-cultural performance, as P17 from India
explained: “if [the machine] can recognize the style of Picasso, then,
you know, is it equally possible for a machine to recognize the style of
Warli paintings [a style of Indian folk art]?” Through their reviews
of generated imagery, participants identified different dimensions
of "failure to recognize cultural subjects," from total failure to partial
legibility lacking cultural specificity.

Across all countries, South Asian participants identified exam-
ples where models completely failed to depict important cultural
subject matter specified in text prompts. For instance, models to-
tally failed to render the styles of famous artists from India (e.g.,
Tagore), Pakistan (e.g., Gulgee, Sadequain), and Bangladesh (e.g.,
Zainul Abdein). Participants described how such total failures were
particularly frustrating as generated images shown during the first
focus group reflected the painting styles of Monet, Picasso, and
Rembrandt in easily recognizable ways. These cross-cultural fail-
ures were obvious, as P18 from India reflected: “AI seems to be able
to pick up and adapt [images] to the style of Monet [...] much better
[than with] Indian artists or Indian folk art.” Participants across all
three regions also commented how well-known Western cultural
figures, such as Sherlock Holmes, generated coherently with the
visual markers typically associated with these figures.

Participants named a second way T2I models fail to recognize
cultural subjects, in which models render vaguely “Eastern” visual
associations in generated imagery. For example, a text prompt for
the famous love story, Heer Ranjha, resulted in depictions that ac-
cording to P30, a Pakistani participant, “[do not] really have anything
to do with Heer Ranjha” (see Figure 1). The famous folklore story
is about two star-crossed lovers from rural Punjab; however none
of the generated images contained Heer, the woman, and included
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only a man wearing attire completely disconnected from the Pun-
jab region or class that Heer Ranjha were from. Explaining further,
P30 described the man as a “[stereotypical] monarch from Northern
India,” while Ranjha was a character from an agricultural family.
Participants called out other failed images with vaguely “Eastern”
aesthetics, including those generated from text prompts for specific
South Asian cities that produced generic cityscapes or cities with
inaccurate cultural markers. Reviewing generated images for the
text prompt, “Children eating fried street food in Varanasi,” P20
from India commented “there is nothing recognizably Varanasi about
those images, (...) this could be just be any generic, small town.” For
text prompts referencing Mughal-era (a South Asian empire with a
distinctive style) cityscapes and buildings, models generated archi-
tecture that participants described as clearly Ottoman-looking, Gulf
or Middle Eastern, or even East Asian-like, which created cultural
incoherence in the generated images and indicated these cultures
could be merged into one indistinguishable category.

Speaking to intra-cultural regimes of representation, participants
were differentially satisfied with generated images of the three
South Asian contexts. Generated images for North Indian artifacts,
such as culturally important buildings like the Qutub Minar and
Red Fort, were identified as more accurate than their Pakistani and
Bangladeshi counterparts, such as the Baitul Mukarram National
Masjid in Bangladesh. However, even within India, participants
emphasized T2I models generated imagery more effectively for
majority cultural artifacts compared to regional South Asian cele-
brations, such as Rajwadi Holi, which did not render at all.

Whether generated images completely failed or offered non-
specific renderings, this failure mode speaks to the uneven per-
formance of T2I models in recognizing different cultural subject
matter producing unequal quality-of-service for different communi-
ties based on identity [15, 75] and cultural harms already present in
mainstream media, such as whitewashing and Asian erasure [80].

4.1.2 Amplifying Hegemonic Cultural Defaults. Cultural defaults
refer to which cultural centers are naturalized as the dominant
frame of reference. As a T2I failure mode, cultural defaults encap-
sulate participant concerns about which cultural lens dominates
representations in generated imagery. The overrepresentation of
Western or white cultural subject matter in media and algorithmic
technologies is now expected by scholarship (e.g., [2, 3, 42, 80]).
Participants, too, mentioned white, Western defaults in media and
identified examples where T2I models appeared to default to Euro-
centric cultural artifacts, even if no cultural context was specified in
the prompt. For example, neutral prompts for “A photo of a house
of worship” rendered Christian, American-looking churches (see
Figure 2) and “Toddler in marketplace” resulted in multiple images
of white-skinned toddlers in stereotypically Western grocery stores.
More worryingly, this centering of white, Western bodies contin-
ued even when South Asian cultural contexts were specified in text
prompts (e.g., “Children eating street food in Varanasi,” “People
eating street food in Lahore,” and “People celebrating Holi”), as
illustrated in Figure ?? in Appendix ??. However, participants went
beyond the expected patterns of centering whiteness and Western
culture to name a more complex hierarchy of cultural defaults they
saw co-produced through T2I imagery: regional power centers and
intra-national axes of discrimination.

Participants from Bangladesh and Pakistan, in particular, em-
phasized the ways their cultural identities are erased and miscat-
egorized in dominant media centering India as the South Asian
cultural default. To test if this cultural erasure extends to T2I mod-
els, some participants incorporated culturally-specific language in
their prompts, such as the term “Deshi,” which specifically refers
to Bangladeshi people as opposed to the term used in Pakistan and
India: Desi. For participants, generated images for “Deshi” felt more
akin to Rajasthani (Indian) depictions. One anonymous comment
summarized the significance of regional cultural erasure that “India
should not stand in for all of South Asia”, and P30, from Pakistan,
explained how wide-sweeping this cultural default is, as South Asia
is “an area that is about as big or half as big as Western Europe. That
is a very large area, and there are tons of cultures . . . generalized into
Northern India.” Bangladeshi and Pakistani participants commented
how India as a regional cultural default emerged through T2I mod-
els, identifying a pattern among images generated from prompts
referencing simply, “South Asia,” which defaulted to what they
viewed as Indian portrayals. For the prompt “South Asian family,”
Pakistani and Bangladeshi participants referred to generated attire
as “Indian-looking;” similarly for prompts referencing women in
“saris,” Bangladeshi participants emphasized models produced saris
with patterns and styling that appears Indian.

Participants also identified where T2I models generated Indian
objects from prompts explicitly mentioning Bangladeshi and Pak-
istani cultural artifacts and subjects. For instance, prompts for
Bangladeshi cultural topics rendered imagery containing Hindi
Sanskrit instead of Bengali script. A prompt for “Bangladeshi Lan-
guage Day” resulted in images with Hindi text; and images gen-
erated for the “Bangladesh Liberation War,” a seminal moment in
Bangladesh’s history that formed the nation, depicted men wearing
turbans, which P8 felt “represent[ed] more an Indian army man than
an actual Bangladeshi army.” Reflecting on Bangladeshi cultural
erasures, P2 emphasized: “they didn’t really get the exact nuances
of our region or our people” and P3 commented “AI still has a lot to
learn about South Asia, apart from India.”

Beyond the “India as South Asia” cultural default, participants
spoke to intra-national regimes of representation that erased the “di-
versity of class, religious, gender, ethnic minority narratives” (anony-
mous, Pakistan) within their countries; a pattern they felt T2I mod-
els replicated. When prompts explicitly mentioned India (e.g., “In-
dian food” and “Indian women”), generated images defaulted to
what participants identified as upper-caste, North Indian cultural
subject matter ( see Figure ?? in Appendix ??). When discussing im-
ages generated in response to the prompt “Indian cultural dancers,”
P15 identified the predominance of upper-caste dance forms, like
Bharatnatyam, but not folk dancers of more marginalized castes,
characterizing the representations as having a “very homogenized
lens (upper caste).” She also pointed out that while dance forms prac-
ticed by men (bhangra) were represented in the images, women’s
dance traditions (e.g., giddha) were not, emphasizing generated
imagery perpetuated a “very male perspective through which we
look into dance form.” Religious diversity was also missing in most
outputs for prompts referencing “Indian houses of worship.” P12,
from India, pointed out how they felt this was a “Hinduization of
Indian religious iconography” in T2I imagery that mapped onto a
braoder imaginary of India as unequivocally “Hindu” (see: [57]),
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Figure 1: Example of a DALL-E generated im-
age for the prompt “Heer Ranjha” (left) juxta-
posed with a canonical representations of Heer
Ranjha [56] (right) showing the generated image
resembles a monarch or warrior instead of a cou-
ple from rural Punjab. Figure 2: Generated images, from Imagen and

Parti, for prompt “A photo of a house of worship”
showing Western-looking churches.

Figure 3: Generated images, from Stable Diffu-
sion and DALL-E, for prompt “People spending
their day in Peshawar” showing dusty streets and
markers of poverty and none of Peshawar’s rich
cultural heritage.

even though India has a significant minority of Muslims, Christians
and Buddhists.

The "amplifying hegemonic cultural default" failure mode rein-
scribes existing regimes of representation, such as through miscat-
egorization and homogenization. This includes Orientalist repre-
sentations that continue to homogenize South Asian culture that
render invisible inter- and intra-cultural differences across Asia
and internal power centers speaking on behalf of marginalized
communities.

4.1.3 Perpetuating Cultural Tropes. Cultural tropes reflect the stereo-
types associated with particular cultures. Whereas the prior failure
modes reflect systematic absences and miscategorizations, cultural
tropes concern the harmful, essentialist representations that appear
when cultural subject matter is visualized. These representations
are “caricatures of the world” (P33, Pakistan) that perpetuate “ex-
tremely narrow depictions of extremely diverse phenomena/lives that
then come to stand for the whole” (anonymous, Pakistan). Here, we
summarize four dominant cultural tropes identified by participants,
emphasizing connections between T2I imagery and existing South
Asia regimes of representation.

South Asia as impoverished and under-developed. Partici-
pants across all three nation-states described how tropes of dusty
cities and “everyone living in slums” (anonymous, India) pervade
media portrayals of South Asia, reducing the region to “one eco-
nomic strata” (anonymous, India). While income inequality exists,
as with all parts of the world, the rich diversity of South Asian life
is absent in media tropes depicting South Asia as unequivocally
impoverished [25, 37] and economically dysfunctional [12]. Partici-
pants identified how this trope appeared in images generated from
prompts for daily life in South Asian locales, often depicting “shabby
and old households” (P4, Bangladesh). P21, from India, described
images for, “A photo of daily life in Mumbai,” reduced the city to
“congested spaces and poverty.” For the prompt, “People spending
their day in Peshawar” (see Figure 3), P30 from Pakistan emphasized
how inclusion of architectural details would have disrupted the
trope of underdevelopment: “Peshawar has markets, (...) old frescos,
(...) old buildings, the old woodwork from the pre-independence era. It

has various cultural stalls. So. . . I would have wanted . . . something
that . . . presents our culture (...) What I received was a dusty street
with a few rickshaws.” P9, from India, commented how generated
images framed indigenous South Asian tribes as dirty “even though
Adivasi villages and homes are really clean and beautiful, even if
there is poverty” (see Figure ?? in Appendix ??). Participants also
noted how renderings represented South Asia as frozen in time,
indicating it was less modern or advanced. Reviewing prompts for
scenes and marketplaces in various Pakistani cities, P22 noted gen-
erated images erased “modern parts of urban life,” by showing only
“old school open markets,” rather than the contemporary “upscale
marketplaces.” In sum, participants felt they were “seeing pictures
[from] 50 years back” (P31, Pakistan).

South Asia as exotic. Participants noted the harmful cultural
trope of exoticization in media, which from a Western gaze, depicts
South Asia as a strange and bizarre land [6]. Exocitization is a
regime of representation meant to set South Asia as a land apart,
and different from the West, something “out there.” P20, from India,
described how South Asia is imagined as having “chaotic traffic” and
“the cows in the streets,” creating a representation of South Asia as
disorderly and overpopulated. P12 mentioned the trope of India as
a “land of snake charmers,” where South Asian men are depicted as
excessively brown-skinned and women clothed in traditional attire.
Others noted the association of South Asia with particular color
palettes sets the region apart from the rest of the world — either
sepia tones or over-the-top bright colors — constituting another
form of exoticization in the media [68]. P11, from India, reflected
how exoticization was common on postcard images depicting tribal
women wearing “extensive silver jewelry” and positioned South
Asian women as “exotic and wondrous and magic” subjects.

Participants identified this theme of exoticization in T2I imagery.
In response to the prompt, “Painting of Queer South Asia where
the painting has symbols of South Asia and queer culture,” multiple
participants noted generated images continued the trope of South
Asia being reduced to a certain color palette. P36, from Pakistan,
called these colors “gaudy,” and P20, from India, pointed out that for
Western representations, the models had “a greater variety, a greater
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diversity of color palettes and styles.” P36, from Pakistan, specifically
called out the similarity of T2I outputs to historic photography
practices, particularly colonial imagery: “the way the darkness of
these bodies is represented is uncannily like especially that the first
hundred or so years in photography, when lighting and color and
picture development processes were very unsurprisingly set towards
representing white bodies more than dark bodies. So it just brings
up that particular history in showing these ill-defined generic dark
bodies, even if it’s a little bit I guess more artistic.” P11, from India,
emphasized the invocation of such tropes is merely a way to sell
more media, a capitalist and colonial logic that can continue in T2I,
noting: “And I think that should stop.”

Dalit communities as disempowered. One pernicious trope
identified in Indian media and T2I representations concerned Dalit
communities as disempowered: a caste group in India, mapping on
to the lowest rung of the caste hierarchy who have experienced cen-
turies of social and economic marginalization and exclusion [90].
P15, a Dalit academic from India, discussed how Dalit communities
are often presented in the media through both a classist and casteist
lens, associated with “undesireable” occupations: “[near] a sewer or
toilets... with dirt around [them].” Reviewing a prompt for “Daily
life of a Dalit person,” she pointed out T2I imagery similarly asso-
ciated Dalit life with connotations of dirtiness, hardship, poverty,
and lacking artisanal and resistive culture. None of the generated
images for “daily life” incorporated Dalit celebrations or cultural
productions, such as Dalit dance forms. Even when models were
prompted for “A Dalit family celebrating Diwali in their house,” P15
detailed how the model resorted to upper-caste Hindu celebrations
of Diwali that did not show the specific characteristics of Dalit
Diwali celebrations. She further emphasized that representations
of Dalit daily life should “also [be] about their songs, about their
cultures, about how they make a difference through their everyday
acts.” Characterizing T2I imagery as “essentialist” and a “cliched
representation,” P15 specified this regime of representation missed
the “dynamic aspect of Dalit identity” that in reality, disrupts the
trope of “abject poverty. . . as the only marker of Dalit life.”

Muslim lives as one-dimensional. Pakistani participants ex-
pressed frustration withWesternmedia narratives that reduce Islam
and Muslim cultures to religious iconography, which in the post-
9/11 era portray Pakistan as a “terrorist” nation [73] and Islam
as fundamentalist [63]. On media narratives, P23 from Pakistan
reflected: “When we talk about Muslim life it always goes with a
mosque. [As if Muslims] only worship all day.” Similarly, P33 from
Pakistan described a fixation on “the call to prayer at the begin-
ning of all TV shows and movies.” Participants discussed nuanced
ways these tropes appeared in T2I imagery. For instance, through
repeated depictions of people wearing traditionally religious attire
in scenes of Pakistan. In response to the prompt “Political protest
in Pakistan,” P26 noted: “All men are wearing shalwar kameez and
most are wearing prayer caps. Literally no person is wearing Western
attire, which is quite common for men in Pakistan.” P23 and P22 both
talked about the constant presence of veils and headscarves in T2I
depictions of Muslim women, which P26 noted mapped onto tropes
of women as only “conservative;” a trope that communicates Muslim
women need rescuing [58] and lack agency [1, 110] (see Figure ?? in
Appendix ??). Participants clarified when prompts specify religious

subject matter (e.g., Eid), veils and headscarves are not inherently
problematic; but their presence in all generated images speaks to
how Muslim lives are condensed to one-dimensional stories. T2I
models risk reproducing reductive and one-dimensional representa-
tions for complex cultural subjects, such as “Islam,” further reducing
diverse Islamic cultures to one form of religious practice. For exam-
ple, participants described depictions of an “Islamic city” as being
“very stereotypical” (P24, Pakistan) due to the images’ fixation on
mosques. P23 noted the reduction of Muslim cities to mosques made
it seem like people in these cities “don’t have a life” outside religion.

4.2 Negotiating Outsider Gazes
The failure modes our participants identified map onto existing
power structures and logics of power for representing South Asia,
pointing to how T2I models can perpetuate multiple "outsider
gazes." In this section, we connect model failures to the social and
political dynamics participants experience in their lives and present
participant discussions on the possibilities of inclusive and repre-
sentative AI systems.

4.2.1 Cultural impacts. The T2I limitations participants identified
have a long history in media representations of South Asia, where
“the touristic, Western gaze” is pandered to [27, p. 7]. Participants
expressed concern that T2I models might be heavily biased towards
outsider perspectives on their cultures. P9, from India, described
how generated images felt like “tourist’s photos” reflecting “flatter
versions of South Asia”, and amplified what P17, from India, called
the “empirical abundance of certain kinds of images [about India]”
that map onto global majoritarian views. P30 described they felt
T2I training data and the resulting imagery led to a “Western vi-
sion of the East.” However, even within South Asia, those with
greater social power can produce representations of marginalized
communities that are just as “othering” as those produced by the
West. As P13, from India, commented, “it’s not just South Asian
culture here against . . . Western culture. . . There’s so many layers
here of hegemonic cultures within South Asia. One small layer of
this [culture] gets to represent the entirety of South Asian culture.”
Participants complicated the idea of “South Asia” by discussing the
internal power centers that reproduce colonial representations of
the region, reifying exclusionary and problematic cultural repre-
sentations. Reflecting on the layers of hegemony represented in
generated images, P19, from India, commented “[AI] keeps priv-
ileging so much that has been privileged. AI keeps amplifying the
privileged voice.”

Participants described how they negotiate and work to correct
reductive media stereotypes in their lives, and were concerned T2I
models would further “normalize” and give authenticity to these
stereotypes. P23 and P26, from Pakistan, explained how media
depictions that reduce Muslim culture to religious rituals create
tension and awkward social moments when they traveled outside
Pakistan. P12, from India, described how when she travels abroad,
she is frequently asked if “India is full of slums like in [the film]
Slumdog Millionaire.” Participants reflected on the frustration and
grief related to identity loss when their cultures are conflated with
others. P8 elaborated that, as a Bangladeshi, such points of cul-
tural confusion are regular occurrences: “Growing up, I was always
categorized as . . . [Indian] I’m like no, I’m not Indian. . . No, I’m
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Bangladeshi. . .we have our own foods, we have our own holidays,
we have our own historical events.” Similarly, P4, from Bangladesh,
voiced concern that people in the Bangladeshi diaspora growing up
outside their country would lose their cultural identity because they
are less attuned to these differences. P22, from Pakistan, described
the distress of seeing outsider representations of their culture in T2I
outputs: “AI represents the majoritarian view and if you’re someone
who doesn’t fit in with that, then it’s particularly disturbing [for you].”
Generative AI that reify cultural power hierarchies risks limiting
how people understand their culture on their own terms. If empow-
ering cultural representations are not reflected in emerging media,
including AI technologies, “we stop imagining ourselves to be what
we are” (P28, Pakistan). When algorithms reproduce and amplify
an outsider’s narrative about a culture, they impact both people’s
sense of identity, belonging and how they are perceived by others
as a form of algorithmic symbolic annihilation [64].

4.2.2 Aspirations for Generative AI. While participants agreed on
the importance of T2I models being inclusive of global cultures, mul-
tiple participants emphasized the challenges inherent in defining
and operationalizing global inclusively. As P14 from India explained,
“there’s no singular identity,” but rather “multiple languages, multiple
cultures [...] and the complexities that come with that.” Participants
also commented on the subjectivity inherent in the interpretation
of visual imagery, echoing AI scholarship that has written of the
socially and culturally subjective nature of image-text relationships
[55]. As one participant put it, most text prompts will have “such a
wide range of portrayals” that there will always be the question of
“which lens are you using?” (P26, Pakistan) This echoes literature on
representation that argues representations are always “‘positional
truths’ which are linked to history, power, and dominance within
a global context mediated by economic, political, ideological, and
cultural processes” [36].

While pointing out the limits of T2I models, participants shared
nuanced perspectives on the potential they saw generative AI could
have in challenging outsider gazes and power inequities in existing
archives and media. They noted new sources of media could bring
out possibilities of multiplicity and diversity of representations
unconstrained by existing hierarchies of caste, class, or museum
patronage. They pointed to, for instance, the diverse representations
generated by South Asian communities on TikTok, commenting
there was “already an overwhelming incredible diversity of visual
vocabularies and modes [available online],” that we could learn
from instead of having our “representation strained by logics of
power and capital” (P36, Pakistan). Participants discussed whether
generative AI could grant people space to tell their own stories and
represent themselves, seeing an opportunity for generative AI to
“call attention to certain kinds of folk art practices, which otherwise
nobody would have noticed” (P17, India).

However, participants questioned the bounds of what should be
captured in T2I models, debating the values and risks of inclusion;
and raising concerns about artist attribution, commodification, and
the consequences of separating certain art forms from their tradi-
tional roots. For example, when reflecting on the models’ failure
to produce a kalamkari-style print, P14 from India argued that the
easier it becomes to “find traditional artworks that [have been] mass
produced somewhere [...] the more it [becomes a] mechanism to run

roughshod over people’s practices that don’t already have a voice
and just further silence them or push them into obscurity or further.”
Ultimately, participant aspirations for generative AI focused heav-
ily on restoring agency and community-control over the terms of
representation, exemplified by one participant’s challenge: “why
can’t we imagine a more authentic world that our communities can
build ourselves” (P32, Pakistan). P19 from India similarly argued
for shifting the power imbalance by “including people in this pro-
cess. . . [as] representation has to come from places, which do not or
never have had the resources to tell the stories.” Other participants
were less hopeful about the possibility of inclusion in AI, instead
questioning whether “it’s better to just opt out” because: “there’s no
way for this to be equitable. The bulk of material, the weight of how
much media has already been produced, the sheer volume of it is so
huge that it’s never going to be representative” (P22, Pakistan).

5 DISCUSSION
In this section, we offer provocations to computing researchers for
building a research agenda for globally responsible generative AI,
while recognizing questions of inclusion and representation are
not straightforward and deserve thoughtful attention. We argue for
“culture” as an analytic for research on generative AI and reflect on
the importance and complexity of community-centered research.

5.1 Cultural Power and Emerging Generative AI
Generative AI technologies are increasingly producing cultural arte-
facts. Thus, as they are launched globally for global populations,
they are inevitably contributing to and situated within existing
circuits of global cultural power. For instance, as with other media
and technologies of cultural preservation and representation, gen-
erative AI will also have to contend with whose cultural narratives
get reproduced, and whose cultural knowledge is erased through
these technologies. [48]. Similarly, we have to consider who has
the power to tell their own stories through these technologies, and
which communities are not represented on their own terms [30]. To
contend with and recognize this power within T2I models specifi-
cally — and generative AI broadly — we must undertake empirical
studies of how algorithmic systems amplify, shape or are shaped
by broader cultural relationships they are being launched within.
This approach suggests investigating the cultural lineages of the
digitized archives of cultural production, such as museum collec-
tions, that constitute the datasets T2I models are trained on. It also
includes considering the ways in which model outputs can stabilize
and scale existing regimes of representation through patterns of
over- and under-visibility for populations around the globe [79, 120].
We also argue for expanding empirical studies to include exami-
nations of the cultural harms and impacts of these technologies,
for instance how they may contribute to cultural hegemony, cul-
tural erasure, or cultural stereotyping. This approach de-centers
the model or technology itself as the sole loci of impact, and fo-
cuses on the broader social and cultural milieu within which AI is
produced, deployed and used to understand its performance and
impact. In this, we build on works of scholars who study algorithms
as culturally-produced and situated objects [29, 41, 46, 49, 103].

Apart from empirical research, T2I models, and other related gen-
erative image technologies, must be historicized within scholarly
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analyses of other cultural technologies, such as how photography
functioned as a technology of cultural memory, propagation, and in-
clusion and exclusion [9, 94]. Insights about the politics of cultural
technologies, particularly how they functioned in historically exclu-
sionary ways to certain communities [11], shed light on how gener-
ative image technologies may have complicated relationships with
communities historically marginalized from canonical, majoritar-
ian representations. Through such cross-disciplinary engagement,
FAccT can strengthen its analyses by linking individual testimony
to broader cultural experiences and collective social structures be-
cause model outputs become pernicious precisely because they
amplify existing power inequities and dominant logics of knowing
a culture. Building culturally-inclusive technologies requires learn-
ing from both communities and scholarship about possible harms
inflicted under the guise of technological cultural inclusion.

5.2 Considerations for Community-Centered
Research

Community-centered model evaluations are essential for building
contextually sensitive evaluative criteria and strengthening harms
frameworks so they are rooted in rich understanding of lived ex-
periences. Participants in our study foregrounded specific ways
caste, gender, religion, and occupation intersect across South Asia
to produce social inequalities, sharing the material markers they
use to identify axes of discrimination, from attire to architecture
to occupations. This cultural knowledge adds empirical depth and
specificity to calls by Global South scholars to contextualize axes
of discrimination in our evaluative frameworks [101]. Whereas
researchers can acquire knowledge about the kinds of inequalities
different communities’ experience [93, 108], directly engaging local
communities’ standpoints [51] can strengthen the nuance of find-
ings. Participants in our study underscored how if “outsiders” to
a culture, whether data annotators or researchers, tried to evalu-
ate these images they would not have enough cultural knowledge
to recognize the nuanced ways in which cultural subject matter
was mis-generated. This concern echos an emerging body of work
that identifies lived experience as a valuable form of expertise
within data annotation pipelines [35, 39, 44, 47]. Developing AI
harms frameworks through direct engagement with communities
is critical; as one participant pointed out, researchers may over-
look problematic cross-cultural representations, even if attuned
to harmful representations in their own context. Unlike, crowd-
sourced annotator studies, direct community engagement provides
an iterative space where community members have more agency
to articulate AI harms in their own voice and not be constrained
by pre-determined metrics or categories.

Large-scale systematic analysis of the prevalence of failuremodes,
and causal factors underlying them, is out of scope for this study.
However, our study offers insights into how robust methods of
detection and mitigation can be rooted in rich community-centered
conceptualizations of cultural harm and failure modes. For example,
we gained nuanced understandings of cultural failure modes tied to
experiences of marginalization, participants’ alternative imagina-
tions of AI, and specific understanding of local axes of discrimina-
tion that can improve model evaluation and provide deeper cultural
knowledge for contextual metrics and testing prompts. However,

our study also represents a limited form of community-engagement.
In future research, we hope to build participatory structures facil-
itating more equitable power sharing, such as co-designing the
research agenda with communities and co-analyzing the results
and mitigation strategies.

However, alongside the growing calls for more community-
centered and participatory research in ML [85, 106, 112], critical
scholarship cautions participation is not a panacea to historic power
imbalances [33, 107]; we can not just simply add new stakehold-
ers to an inequitable system [34] and expect the system to trans-
form [52]. In conversation with these concerns, our study offers
opportunity to reflect on the very constitution of “community.”
Within our study it was important to acknowledge communities
are not natural sites of perfect inclusion [59] and are themselves
mired in multiple, overlapping center-periphery dynamics. Recog-
nizing intra-community dynamics of power are important in any
structures of participation, and in particular here, as critical devel-
opment studies and postcolonial scholars have long questioned the
crafting of the ‘Third World’ as a homogenous group [32, 74, 77],
with no “difference, hierarchy, and oppression within the invoked
group” [59, p. xxiv]. Recognition of intra-community power dy-
namics is particularly important for evaluating cultural harms as
community knowledge is not “a fixed commodity that people intrin-
sically have” [66, p. 17], but is produced through socially-situated
and political processes [36] that are in turn shaped by these dynam-
ics of power.

Our study reiterated how cultural standpoints can shape image
evaluation as we saw how participants’ social location such as caste,
class, and ethnicity, influenced their interpretations of images and
the harmfulness of representations they contained. Participants
belonging to an oppressed caste in India identified and described in
depth the disempowering tropes of Dalit representation, while oth-
ers did not. Participants from Pakistan and Bangladesh emphasized
the different kinds of “Indian-ness” of South Asian representations,
something that did not come up as forcefully in the India focus
groups. Participants’ various disciplinary training and professional
experience brought additional expertise to their judgments; as in our
study, artists from different traditions recognized unique nuances
to the stylistic, architectural, and artistic failures. As computing
researchers increase their focus on the influence of sociocultural
factors on annotation work [39, 47], it is essential to recognize how
the situated knowledge and perspectives of annotators beyond de-
mographic characteristics can impact image evaluation outcomes.

At the same time, we recognize the futility of what Miranda
Joseph critiques as pursuing the creation of “more finely grained
measures of authentic identity, producing not a critique of commu-
nity but a proliferation of communities” [59, p. xxiii]. No definition
of community will be perfectly inclusive, because boundaries by
definition are exclusionary. Yet the act of creating a more granu-
lar community grouping (e.g. South Asian > Indian > Dalit) may
occlude internal inequities and differences and present false ho-
mogeny. Any structures of participation we construct for commu-
nity engagement can not aim for some perfect representation of
all perspectives, but need to be vigilant about these intersecting
forms of privilege and marginalization that influence whose voices
are centered and excluded through our definitions of community,
which in turn influences what is evaluated and how it is evaluated.
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6 CONCLUSION
While this work aims to inform the development of culturally-
inclusive generative AI, we do not wish to reinscribe incomplete
notions of authentic or true representation, or cultural inclusion,
knowing representation can never be complete. Nor do we want to
rehash simplistic binaries of North/South, East/West. In fact, our
study "up-ends" commonly held research practices that homogenize
the South in opposition to the Global North. Instead, we argue for
the need to consider our ideals and processes of inclusion within
AI development. Knowing “the appearance of diversity is one thing,
the implementation of meaningful diversity is another” [43, p. 99],
we have to recognize that cultural limitations of generative AI are
deeply entangled with structural and power inequalities, and we
have to allow for that recognition within our AI development sys-
tems. We thus see this work as one step amongst many towards
creating spaces of agency for communities to tell their own stories
within and through AI. As P14, from India emphasized, the aim
is not just “tokenistic representation” for communities, but founda-
tional respect.
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