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ABSTRACT
The endeavor to find appropriate data governance frameworks
capable of reconciling conflicting interests in data has dramati-
cally gained importance across disciplines and has been discussed
among legal scholars, computer scientists as well as policy-makers
alike. The predominant part of the current discussion is centered
around the challenging task of creating a data governance frame-
work where data is ‘as open as possible and as closed as necessary’.
In this article, we elaborate on modern approaches to data gover-
nance and their limitations. It analyses how propositions evolved
from property rights in data towards the creation of data access and
data sharing obligations and how the corresponding debates reflect
the difficulty of developing approaches that reconcile seemingly op-
posite objectives – such as giving individuals and businesses more
control over ‘their’ data while at the same time ensuring its avail-
ability to different stakeholders. Furthermore, we propose a wider
acknowledgement of data collaboratives powered by decentralised
learning techniques as a possible remedy to the shortcomings of
current data governance schemes. Hence, we propose a mild for-
malization of the set of existing technological solutions that could
inform existing approaches to data governance issues. Our proposi-
tion is based on an abstractive notion of collaborative computation
as well as on several principles that are essential for our definition
of data collaboratives. By adopting an interdisciplinary perspective
on data governance, this article highlights how innovative techno-
logical solutions can enhance control over data while at the same
time ensuring its availability to other stakeholders and thereby
contributing to the achievement of the policy goals of the European
Strategy for Data.
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1 INTRODUCTION
The interest in data governance has spiked over the last years,
gathering the worldwide attention of policy-makers and various
research communities. The machine learning community is most
concerned with gaining access to an undisrupted source of high-
quality data. From the engineering side of view, the problem con-
cerns mostly building trust between data providers and deploying
an infrastructure that may support data access. The European Com-
mission, taking into account the current market disadvantage of
smaller entities, wants to guarantee such access, albeit still ensur-
ing a high degree of protection for fundamental rights. From the
European policy perspective, access to data should therefore be "as
open as possible, as closed as necessary", which generally implies
finding a point of equilibrium between conflicting interests in data.
Consequently, the creation of data governance frameworks that
enable the emergence of a data-agile economy [18] where tensions,
resulting from the seemingly opposed objectives of enabling control
of data and guarantee its availability to other stakeholders at the
same time, exceeds the boundaries of a single discipline.

This paper provides an interdisciplinary perspective on how to
solve tensions resulting from diverging interests in data by provid-
ing insights in both, the regulatory as well as technological layer in
data governance. While the provided solutions are mainly discussed
in the European context - they may not necessarily be limited to
such. The main contribution of this paper consists of the following:

First, it analyses how the creation of property rights in data was
envisioned by scholars and policy-makers as a possible solution to
reconcile conflicting interests: enhancing control over data while
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at the same time ensuring its availability to stakeholders. Further-
more, it explains the shortcomings of this idea and why it was
subsequently abandoned and replaced by a new approach in EU
policy that should achieve similar objectives but by different means:
the creation of mandatory data access and sharing rights.

Second, the analysis then shifts towards the technological layer
in data governance and how distributed computation methods
might promote data access and data sharing. Building upon the
concept of data collaboratives, it shows how technological solutions
through distributed and collaborative processes might be capable
of achieving the seemingly opposite objectives of data control and
availability and could thereby contribute to reduce existing tensions
in data economies. This framework should provide constraints on
the access and control of the shared individual data and give back
to each participant an acknowledgement of the contribution by
means of a repertoire of metrics.

The paper is structured in the following way: Section 2 outlines
how data governance has turned into a key policy concern for the
European legislator. Section 3 is dedicated to the discussion of past
and current regulatory approaches to data governance in EU policy
as well as their shortcomings. Section 4 introduces the concept
of data collaboratives, defined through the set of four principles,
as a possible tool shifting data governance in the technological
layer towards mutually beneficial cooperation. Section 5 presents
conclusions of this work.

2 DATA GOVERNANCE AS A KEY POLICY
CONCERN

Whereas the European Commission does not offer a comprehensive
definition of its “European way of data governance” [23], data
governance has in general been defined by scholars as the exercise
of authority and control over the management of data, whilst its
purpose would be to increase the value of data and minimize data-
related costs and risks [1]. Von Grafenstein differentiates between
three analytical layers that are equally mentioned by the legislators
with each having their own challenges: (i) the regulatory layer (ii)
the organisational layer (iii) the technological layer [32].

Since the Juncker Commission identified the creation of a Digi-
tal Single Market as a critical policy objective in 2014, the EU has
been extremely active in proposing regulation for a digital econ-
omy that ensures a high level of data protection while, at the same
time, boosting competitiveness and innovation capacities. With the
recognition of data as an “essential resource for economic growth,
job creation, and societal progress” [18], the interest in data gover-
nance has spiked over the last years, gathering worldwide attention
of policy-makers and research communities. Whereas the regula-
tion of data flows originated in attempts to protect the fundamental
rights to privacy and data protection [62], regulatory perspectives
evolved with the growing understanding of benefits that result from
data-driven innovation that relies on data as a resource [59]. Since
data would not have any intrinsic value but its value would rather
depend on the context of use as well as the extent to which it can
be reused [60] ensuring availability and access to quality data has
become a key concern.

Whilst the European Data Protection Framework has been con-
ceived in fundamental rights terms, it has a dual purpose to also

ensure the free flow of personal data [48]. EU policy of the past
years therefore equally aimed at adding a fifth to the four existing
freedoms of the European Single Market (free flow of goods, cap-
ital, services, and labour): the free flow of data.[12, 79] However,
in addition to growing concerns about the internal consistency of
this patchwork of rules and regulations [13] the question comes
up if the current path to data governance taken by the EU in its
Data Strategy is capable of achieving its objectives. How a frame-
work should look like that ensures both the availability of personal
and nonpersonal data to a wide variety of actors as well as the
protection of fundamental rights of different stakeholders is far
from clear. Whilst substantial gains are expected from exploiting
the non-rivalrous character of data by increasing its availability,
neither companies nor individuals would necessarily want their
data widely available due to potential threats to privacy, intellec-
tual property rights, or trade secrets if data is disclosed [11], [12].
Resolving these tensions lies at the heart of discussions on how to
design a framework for the data-agile economy. It, therefore, comes
as no surprise that commentators described the regulation of data
markets as "shaping up to be one of the major challenges of the
twenty-first century" [76].

3 FROM PROPERTY RIGHTS TO DATA
ACCESS AND SHARING OBLIGATIONS

Current approaches and propositions with regard to appropriate
frameworks for data governance, however, do not come out of the
void. Instead, they build upon previous discussions and proposals
that equally attempted to find solutions on how conflicting interests
in data could be resolved. Therefore, before turning to our model
of data collaboratives based on decentralised learning techniques,
this section first retraces how property rights in data have been
considered as a means to create a flourishing data economy. It
thereby sheds light on objectives which regulatory frameworks
should achieve. Second, it analyses how a property approach was
abandoned and replaced by a regulatory approach that focuses on
creating data access and sharing obligations instead. In line with
the distinction of three analytical layers in data governance [32],
this section therefore focuses on the first, i. e. the regulatory layer
and different approaches that have been discussed by scholars and
policy-makers.

3.1 Data Property
A frequently used example for the explanation of the necessity of
property rights in society constitutes the "tragedy of the commons"
elaborated by Hardin [53]. Scarce resources that are accessible to all
members of society would ultimately end up being overexploited
and depleted – freedom in a commons would bring ruin to all [35].
This tragedy could only be averted either with the introduction
of a system of private property rights that should enable efficient
resource allocation according to market mechanisms, or via govern-
ment regulation that define rules for the use of that resource. Whilst
the characteristics of data as an intangible, non-rivalrous resource
that does not get depleted upon consumption make it a difficult fit
for traditional economic and legal categories [39], debates emerged
how property rights in data could contribute to the preservation
of the ‘privacy commons’ which might otherwise degrade due to
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concerns about an (over)use of personal information [69]. As de-
scribed by Thouvenin et al., data propertization gave "hope to those
wishing to unlock the potential of the data economy and to those
trying to re-empower individuals that have lost control over their
data" [77].

Whereas a certain degree of legal protection can already be of-
fered by non-property regimes such as trade secrets or contracts,
and de facto ownership positions via technical protection measures,
none of these regimes create rights erga omnes – i.e. enforceable
rights against the world [36]. It is property law that confers ex-
clusive rights that can be invoked against more than a number of
specific persons and it is precisely this universality that has been
described as the touchstone of property rights [8]. The existing
European intellectual property rights regimes, however, do not pro-
vide for a comprehensive property right in data as such. Instead,
they offer different degrees of protection based on criteria such as
creativity, investment, or secrecy. Some commentators have there-
fore rightfully used the metaphor of a patchwork to describe the
protection offered by existing intellectual property regimes in data
[33, 86]. Furthermore, neither the Data Protection Directive nor
its successor the General Data Protection Regulation, grounded in
the unalienable fundamental right to data protection, created any
property rights for data subjects over their data.

Whether or not the introduction of a new comprehensive unitary
property rights regime might be the appropriate approach to solve
diverging interests in data has been subject to a long-lasting schol-
arly debate. Early proponents in the US argued that property rights
in data would empower individuals to regain control over their
data and to value their privacy according to their preferences [45].
The protection of data would thereby be linked with the incentives
of the market by using the laws of property as a control mecha-
nism [45]. Others, however, feared that a property rights approach
would ultimately erode existing levels of privacy if individuals sim-
ply traded away their personal data [10]. Market solutions based on
a property rights model might thus not cure any of the problems
related to control, but only legitimize them [46].

Particularly in Europe, where information privacy is considered
as a fundamental right and where personal data should conse-
quently not be considered as a commodity that could be bought
and sold on a market, a property rights approach appeared prob-
lematic. At the same time, critics observed that maintaining the
argument that personal data should be nobody’s property would
be illusional in a data-driven economy [65]. Instead, the status quo
devoid of well-defined property rights in data would result in a de
facto assignment of (economic) property rights to the information
industry, eroding data subject’s autonomy, privacy and informa-
tional self-determination [65].

Other scholars discussed the introduction of property rights in
data not from the angle of the empowerment of the individual but
the creation of data markets [85]. Property rights in non-personal
data might create incentives to generate and disclose data – thereby
enhancing the general availability of data for other market actors.
Whilst the proposition was taken up in the proposal by the Euro-
pean Commission on the possible introduction of a data producer’s
right [17], criticism prevailed. The reliance of Big Data on perma-
nent, dynamic access to real-time data sources could hardly be

aligned with individual ownership [15]. Instead, creating an addi-
tional layer of rights in data might cause disruptive overlaps with
existing copyright and the sui generis database right [36]. Conse-
quently, competing claims of ownership would risk resulting in
a "tragedy of the anticommons", i.e. an underuse of data due to
complex interrelations of overlapping ownership claims [74].

With the European Strategy for Data, a turning point in the
EU’s approach to the regulation of the data economy has been
reached. After decades of discussions, the creation of property
rights in data seems to have been discarded as a suitable mechanism
that is capable of resolving conflicting interests in data. However,
the rationale behind its proposition, i. e. empowering individuals
and companies with regard to ‘their’ data as well as enabling the
emergence of a data-agile economy, is still existent. Before turning
to our model of data collaboratives and how it might contribute to
solving those tensions, the following section elaborates on the shift
away from property rights towards data access and sharing in EU
policy.

3.2 The EU’s Shift towards Data Access and Data
Sharing

As the academic debate shifted away from conceiving property
rights in data as a potential legal solution to resolve conflicting
interests in data, a similar tendency could be observed in EU policy.
Whilst the goal of the European Strategy for Data remains to realize
a ’genuine single market for data’, any reference to (legal) data
ownership rights disappeared from the European Commission’s
communications and proposals. Commentators hence described
the strategy as a ’paradigm shift’ in EU policy from data ownership
towards facilitating data access and sharing [56].

Since data would constitute an essential resource for companies
to develop new products, services or train AI systems, a regulatory
environment should enable stakeholders to have easy access to an
almost infinite amount of data. Regulation should enable data to
flow easily while at the same time ensure that European rules and
values are fully respected. Key pillars of the European Strategy for
Data thereby attempt to enable precisely the creation of such a
regulatory environment that ensures ‘better access to data and its
responsible usage’[18]. Regulating data access instead of creating
property rights in data have thus become the new instrument that
should solve conflicting interests in data.

First, the Data Governance Act (DGA) [23] intends to facilitate ac-
cess and encourage use of data held by public sector bodies. Whilst
the Open Data Directive already established minimum rules govern-
ing the re-use for data that is not subject to, for instance, intellectual
property rights or commercial confidentiality, the DGA harmonizes
access conditions for reuse of protected categories of data. More-
over, the DGA puts in place a framework for ’data intermediation
services’ and ’data altruism organization’ which should play a key
role in the data economy by supporting, facilitating, and promoting
(voluntary) data sharing by bringing demand and supply of data
together. A notification scheme for data sharing services should
thereby increase trust in these data intermediaries (and hence in
data sharing) by companies and data subjects.

Second, the European Commission intends to create Common
European Data Spaces [20] in strategic sectoral fields [21] that bring

617



FAccT ’23, June 12–15, 2023, Chicago, IL, USA Maciej Zuziak et al.

together relevant data infrastructures and governance frameworks
to facilitate data pooling and sharing. Key features of this data
spaces should be that they provide a secure infrastructure to pool,
access, share, and use data while ensuring the protection of Euro-
pean rules. The structure should thereby provide access to and use
of data in a fair, transparent, and non-discriminatory manner via
trustworthy data governance mechanisms. The DGA is thus sup-
posed to play a fundamental role for the creation of data spaces as it
should create the foundation for the establishment of trustworthy,
neutral data intermediaries.

Third, the Data Act proposal [22] constitutes together with the
DGA the second horizontal legislative instrument of the European
Data Strategy. Whilst the DGA aims at opening up data held by
public sector bodies, the Data Act proposal creates mandatory ac-
cess rules to data held by private actors in B2C, B2B as well as B2G
relations. The data access rights are thereby supposed to fulfil the
twofold purpose of empowering individuals and companies over
‘their’ data while at the same time ensuring that data is available for
other stakeholders. It is still unclear, however, how mandatory data
access rights would have to be designed in practice to comply with,
for instance, the requirements of the current Data Act proposal.
Whether they would have to be designed as ex-situ rights that en-
able the porting of data directly to another platform or as in-situ
rights that would require external algorithms to be transferred to
the data location to perform data analysis [41].

Since the Data Act proposal merely demands that data should be
‘made available’ or to implement the principles of data minimization
and data protection by design by using technology that ‘permits
algorithms to be brought to the data’, it seems likely that in many
instances it might favor in-situ access rights that do not require the
transfer of data.

Finally, this paradigm shift towards fostering data access is not
only visible in the European Strategy for Data but has also been
observed in other new European digital regulations [59]. Provisions
in the Digital Markets Act (DMA) [24], the Digital Service Act
(DSA) [25] and the proposal for an AI Act [19] would also contain
provisions that reflect the EU’s attempt to open up data while at the
same time finding a balance between new access and transparency
obligations and competing interests in data. New access and/or
portability obligations in the DMA, DSA, and the AI Act would
therefore equally constitute part of the latest regulatory effort of
the EU to end data enclosure while departing from a ”single-minded
rights-based and data ownership approach” [58].

At the same time, however, authors have been critical of ap-
proaches based on access rights alone. Focusing exclusively on the
problem of whether a company should get access to data would
be insufficient. The “data as a resource” framing of the European
Strategy for Data that regards ‘data abundance’ as desirable would
necessarily continue to conflict with the purpose limitation and
data minimization principles in European Data Protection law [76].
This tension would not be automatically resolved in a regulatory
governance model that merely proscribes data access and sharing
obligations. Viljoen argues that a common flaw in existing data gov-
ernance frameworks based on propertarian or fundamental rights
based approaches would be its consistent focus on attempting to
reassert individual instead of more collective forms of control over

ones datafication. Since data processing practices by major compa-
nies would primarily aim at deriving population-level insights, data
governance approaches would have to move beyond individualist
claims and develop institutional responses to represent the relevant
interests at stake on a more collective level [82]. Other scholars
insist that a broader analytical approach would be necessary, for
instance, by the use of data trustees or technological solutions that
impact the allocation of de facto control of data [40].

The following section thus presents a model of data collabora-
tives based on decentralised learning techniques that might remedy
some of the existing shortcomings by moving beyond individual
control of data. Instead, it employs a more collective approach that
enables participants in the collaborative to have access to different
datasets and to collectively train one model without the need for
transferring any raw data. It exemplifies how a solution on the
technological layer could contribute to reduce tensions which the
regulatory layer alone could not solve, i.e. enabling control over
data while at the same time making it available to other stakehold-
ers. Furthermore, the following proposition mirrors equally the
demand of the Data Act to conceive data access rights in a way they
implement the data protection by design and data minimization
principle

4 DATA COLLABORATIVES AND DATA
ACCESS

4.1 Data Governance and the Commons
Management Problem

When Hardin saw either a market-based approach via property
rights or government intervention as the only possible solutions
to prevent the tragedy of the commons to occur, scholarship on
the commons [61] argued that an alternative approach was possi-
ble. This approach would rely on collective resource management,
i.e. the institutionalized sharing of resources among members of
a community [49]. Commons thereby consist of three elements:
(i) a resource (ii) a community that has access to and takes care
of the resource (iii) collective action of creating, maintaining, and
governing in common [51]. Since they are based on the idea of
access rather than exclusion, they would challenge the dominance
of private property [51] or even constitute the opposite of property
[54]. The main function of commons would therefore be to institu-
tionalize freedom to operate within symmetric constraints, free of
the particular risk that any other can deny use of that resource set
[6]. The commons-framework therefore does not imply unmanaged
access to a particular resource, but requires that groups engage in
managed resource sharing [48].

Ostrom famously defined eight design principles [61] that en-
able successful collective resource management, such as collective-
choice arrangements that allow groups to adapt governance condi-
tions to their needs and local circumstances. Whilst initially con-
ceived for the management of natural resources whose characteris-
tics are evidently very distinct from data, they would still be highly
relevant with regard to data governance as they could provide in-
sights for assessing the types of institutions needed to govern access
and use of data [49]. How data could be subject to regulation via
commons governance institutions has been subsequently further
analysed within research on governing knowledge commons that
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have been defined as ”institutionalized community governance of
the sharing and, in some cases, creation, of information, science,
knowledge, data, and other types of intellectual and cultural re-
sources” [29]. Its key insight would be how information resources
are governed as a shared resource via a collective and not in markets
via intellectual property rights regimes or state intervention [48].
New technologies thereby would have played a key role for the
possible development of knowledge commons as they facilitated
the ability to capture the previously uncapturable and to draw value
from it by means of advanced data analytics [66].

Studies therefore attempted to adapt Ostrom’s design principles
for collective self-managing institutions and translate them to and
extract useful insights for data governance [2, 11, 63]. This further
resulted in discussions and analyses, [2, 84] on various models of
data stewardships, such as data trusts, data foundations, data co-
operatives or data collaboratives [84]. Data collaboratives thereby
have been described as new emerging forms of partnerships where
privately held data is made accessible for analysis. The collabora-
tion between participants that is facilitated within these structures
aims to result in new insights and innovation and to unlock the pub-
lic good potential of previously siloed data [31]. Our approach to
data collaboratives and collaborative data sharing is based on many
advancements in the technological field that were presented in the
span of the last 20 years. We draw from such solutions as personal
data stores [58, 72], distributed learning [42, 81, 82] or even data
licensing [4]. What we propose is a mild formalization of the set
of existing technological solutions adjusted to mitigate the issues
arising from the current data governance methods. For the sake of
better generalization, we limit ourselves to the method-agnostic
notation, not to exclude any new or existing technological solutions
that may be adopted to serve as a building block of new data collab-
oratives. Our method of defining the boundaries and goals of data
collaboratives is based on the identification of common principles
and basic computational operations that can be performed by the
participants. In the following, we introduce the goal of data col-
laboratives, together with the four essential principles that define
it. Next, we elaborate on the notation of collaborative computing
that is a baseline for the presented structure. Lastly, we introduce
current limitations of proposed approach.

4.2 Goal of the Data Collaborative
The proposed approach is based on an application of decentralised
learning for better data governance and could provide a substantial
leap towards independent and self-sovereign data management
inside trusted communities.

The main goal of data collaboratives is to allow trusted parties to
establish a private or hybrid (public-private) collaboration and train
one shared model without transferring the raw data beyond the
local storage. In this sense, the data collaborative is an applied case
of data access and data sharing - because each party is allowing
only access to derivative aggregates of its resources – and does not
consent to any transfer of raw data. It therefore reflects demands set
by the Data Act proposal with regard to access rights that should
implement the data protection by design and the data minimization
principle (in-situ instead of ex-situ access right). The trained model
is then shared between all parties. We deliberately do not define

here the notion of a party or a participant to the collaborative. We
assume that it may be a physical person or an organization, and that
the shared data may or may not constitute personal data. All these
scenarios will require different legal approaches, as different types
of rules may or may not apply, depending on a specific use-case.
However, any approach to the data governance in the technolog-
ical layer requires a degree of abstraction that would allow for a
fine generalization of the presented method, and any synthetic
definition of a participant may be harmful to this objective.

The main objective of the data collaborative is to always per-
form at least one collaborative computation (which is abstractly
defined in the next section of this paper). At the same time, the
collaborative may be capable of tracking the individual contribu-
tion of all participants with regard to the final output. Although
this is a distinct problem on its own, that is overviewed as an open
challenge, a data collaborative might therefore strengthen control
over data in several ways. First, by not requiring participants to
transfer raw data which is directly embodied in the four essential
principles that define the data collaborative. Data access within our
data collaborative would therefore be less invasive with regard to
potential privacy, intellectual property, or commercial interests the
stakeholders might have with regard to their data. Second, if we
assume that the data collaborative is able to track and evaluate the
contribution of each participant, this could enhance trust in the
collaboratives as it empowers individuals to understand their con-
tribution and thereby promotes the participation and collaboration
to the collective model. Furthermore, one might envision the possi-
ble implementation of rules that enable proprietary or contractual
claims with regard to the trained model that are made dependent
on the proportion of the registered contribution by participants.
At the same time, the collaborative could succeed in breaking up
previously siloed data and thus ensuring its availability to other
stakeholders. Where previous regulatory approaches failed, data
collaboratives might contribute to reconcile conflicting interests in
data.

As briefly mentioned in the previous paragraph, we define our
commons management system through the set of four essential
principles that are used classify it as a data collaborative and which
are loosely connected to previous attempts to transpose Ostrom’s
principles on managing the commons to data governance frame-
works. Firstly, the data collaboratives should provide an accessible
infrastructure for performing various analytical tasks without the
necessity to transfer raw data beyond the participants’ devices.
Consequently, the proposed architecture strengthens control of
participants over their local datasets. [Decentralised Data Storage].
Once the model is trained (or once an analytical task is accom-
plished) it should be governed by all the members (in proportion to
their marginal contribution). Shared governance is a key guarantee
that all the members will benefit from joint participation in the
analytical tasks. Collective-choice arrangements could be realized
by allowing participants to the collaborative to create their own
rules and governance conditions. What’s more, it can be envisaged
that during the establishment of the collaborative, parties establish
operations and actions that require a certain number of votes and
can only be initialized if a certain quorum has been reached. [Shared
Model Governance]. The formal structure of a data collaborative
should be mostly implementation-agnostic. This is because any
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structure or implementation that satisfies the baseline definition
and four essential principles can be treated as a data collaborative -
irrespective of the implementation details [Universality]. Finally,
data collaboratives can be established and executed in many dif-
ferent ways, combining the available technology with local needs.
However, each data collaborative should be able to perform at least
one analytical operation in a distributed environment [Minimal
Utility – Collaborative Computation].

These principles can be fulfilled by the utilization of many al-
ready existing technologies. The last decade has seen the devel-
opment of a large-batch synchronous distributed learning [14],
federated learning [3, 5, 9, 42, 43, 50, 55, 67, 78, 83, 87, 88] and
other" no-peek" approaches such as split neural network [80] that
allowed us to develop a completely different mindset regarding
machine learning, escaping the dogma of collecting the whole data
in one centralized location in order to develop a model based on
the chosen objective. Although many challenges regarding those
methods are still open [38], decentralised learning has seen a num-
ber of use-cases that may be seen as a showcase of the potential
hidden in that approach [9, 34, 67]. Most importantly, decentralised
learning may serve as the backbone of a different approach to data
governance, where the data “owners" are able to establish closed
communities of high and medium trust and then collaboratively
participate to the training of ML models.

4.3 Problem Statement and Basic Definitions for
Collaborative Computations

The data collaborative is established between three or more par-
ties that share an interest in performing one or more collabora-
tive computation and retaining controls of outputs of those com-
putations throughout the existence of the partnership. The prin-
ciple of Minimal Utility requires the parties to be interested in
performing at least one collaborative computation throughout
the existence of the collective partnership. Therefore, we need
to define – at least briefly – the notion of this term. For this, we
use mostly the notation used in the theory of decentralised ma-
chine learning [70, 81, 83]. We assume to have a set of available
clients (that are synonymous to the notion of parties of partici-
pants) 𝐶 = 𝐶1,𝐶2,𝐶3, . . . ,𝐶𝑛 and each client 𝐶𝑖 stores a set of data
𝑋𝑖 = {(𝑥1, 𝑦2), (𝑥2, 𝑦2), (𝑥3, 𝑦4), . . . , (𝑥𝑝 , 𝑦𝑝 )} where each (𝑥𝑖 , 𝑦𝑖 ) is
a one sample, 𝑥𝑖 is a vector n-dimensional vector containing all
features and 𝑦𝑖 is a label that is attributed to the vector 𝑥𝑝 . The
objective is to estimate a surrogate for a hidden functionℎ(𝑥) → 𝑦,
that assign a label y to the observation 𝑥 .

Machine Learning training method recreates a hypothesis func-
tion ℎ̃(𝑥) → 𝑦 as a proxy of ℎ(𝑥) such that ℎ̃(𝑥) ∼ ℎ(𝑥). We
want this approximation to be the closest to the unknown function
ℎ(𝑥) as possible. We can generally express that idea as:

𝑚𝑖𝑛 P
[
ℎ̃ (𝑥) ≠ ℎ (𝑥)

]
≤ Y (1)

where 𝜖 is some previously defined margin of error that we can
tolerate given the projected task. The generalised error on distri-
bution D and in relation to some underlying function ℎ(𝑥) can be
defined as generalization error:

L
[
ℎ̃ (𝑥)

] def
= P [(𝑥) ≠ ℎ (𝑥) (2)

Equation 2) describes the generalization error that our hypothesis
function is making on the given population. During training, we
don’t have access to the whole population, but only to the training
sample that we have gathered for that particular purpose. In a
centralized scenario, the dataset will be defined as a collection of
data gathered from all available clients, i.e. 𝑋 = 𝑠 ∪ 𝑋2 ∪ 𝑋3 ∪ ... ∪
𝑋𝑖where Xi is data stored at the client Ci. In such an environment,
we can directly train one hypothesis function ℎ̃(𝑥) → y, and then
evaluate it on the possessed data:

L
(
ℎ̃ (𝑥𝑖 )

)
𝐸𝐿𝐹

=
1
𝑛

𝑛∑︁
𝑖=1

[ℎ̃ (𝑥𝑖 ) ≠ 𝑦𝑖 ] (3)

Equation 3) describes the empirical loss function, where we sum
over all the n samples from a dataset, comparing the output of the
function to the original label (independent) variable attached to the
feature vector 𝑥𝑖 . Equation 3) also assumes that we can gather the
whole dataset X in one (or few) centralised locations, irrespective
of the number of clients that have generated said data. Although
this is a common for a centralised scenario, such an action devoid
independent actors from any control over their own data.

Therefore, we assume that clients do not want to consent to
direct data transfer and are only considering engaging in a collabo-
ration which do not require them to take such steps. Given that the
participants have limited knowledge about the information coming
from other distributions than their own, they still may be interested
in information that could help them better understand the whole
population. In such cases, all the actors may engage in a collabora-
tive activity of collaborative computation (e. g. distributed analytics
or distributed learning): in the first case (distributed analytics) they
are interested in a single statistic regarding samples from other
distributions; in the second (distributed learning) they participate
to learn a hypothesis function ℎ̃(𝑥) that minimizes the local loss
functions on the datasets distributed differently than their own.

Both distributed computations, as well as the notion of collabo-
rative computation in general, can be formalized as the composite
function:

𝐹
(
𝑋
)

= 𝐹
(
𝑋1

)
⊕ 𝐹

(
𝑋2

)
⊕ . . . ⊕ 𝐹

(
𝑋𝑖

)
(4)

where: 𝐹 (𝑋1), 𝐹 (𝑋2), . . . , 𝐹 (𝑋𝑖 ) are functions computed locally at
each client, such that 𝐹 (𝑋 ) : R𝑑 → R, and equation 4) denotes
the composition of all local contributions. Providing an example
let us assume we have 𝑝 clients each one possessing a dataset
Xp = (𝑥1, 𝑦2), (𝑥2, 𝑦2), (𝑥3, 𝑦4), . . . , (𝑥𝑝 , 𝑦𝑝 ) that may be distributed
differently, and the maximum length of the dataset |𝑋𝑝 | may differ
from client to client. Let us also assume that each vector 𝑥𝑖 contains
𝑛 different features. In such case, one may be interested in statistics
regarding the selected features across all the population. Function
𝐹 (𝑋𝑖 ) may in that case locally compute mean of the sample

𝑋𝑖 =
1

|𝑿 𝒊 |

���𝑿 𝒊

���∑︁
𝒊=1

𝒙 𝒊 (5)

where for each dimension 𝑛 we obtain one scalar describing the
mean of the local samples. Such results can be then aggregated and
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once again averaged before returning the final vector:

�̄� =
1���̄� �� |�̄� |∑︁

𝒊=1
�̄� 𝒊 (6)

is calculated and returned to all participants of the collaborative.
Another example of distributed computation is a collaborative

approach to establishing the common hypothesis function ℎ̃(𝑥) →
𝑦 that is indirectly trained on data from all the clients. Given that the
random variables are not independent and identically distributed ,
each local client can compute 𝐹 (𝑋𝑖 ) : ℎ̃𝑖 (𝑋𝑖 ) → 𝑦 and send back
only the aggregate representing the final hypothesis function ℎ̃𝑖
to the other members of the collaborative. Compound function
from Equation 4) will be then a global hypothesis function that
is made from composition of the local hypotheses functions. One
simple algorithm that can be utilized to perform such aggregation
is FedAvg – a vanilla baseline for Federated Learning [42].

The following definitions are independent of any particular im-
plementation design. It may be possible that all the local aggre-
gates are send back to the Central Orchestration Node (CON) that
is deployed by a third-party as a service [44]. It is also possible
that the following schema is implemented in a fully decentral-
ized manner with peer-to-peer connections [5, 25, 51]. The uni-
versal notation of compound operations denoted as ⊕ was em-
ployed specifically, not to limit the domain of possible implementa-
tion designs. Hence, collaborative computation can be defined as
any function 𝐹 (𝑋 ) that accepts aggregates of the local functions
(𝑋 ) = 𝐹 (𝑋1) ⊕ 𝐹 (𝑋2) ⊕ . . . ⊕ 𝐹 (𝑋𝑖 ) and broadcast the output
to all the members who provided some aggregates of their local
data.

Considering the multitude of circumstances under which the
aforementioned methodology of data collaboratives can be used,
it is advisable to define this concept as a set of principles that are
fundamental to its existence, while the particularities of implemen-
tation may vary from case to case. Given an example, the personal
data stores [57] may be seen as data collaborative, although their
real implementation is quite different fromwhat was presented here.
On the other hand, existing solutions based on federated learning
can be turned into data collaboratives. This flexibility is something
that the concept of data property was devoid of. Hence, we believe,
that the concept of data collaboratives is something that may fill
up a gap in the current system of data governance.

4.4 Open Challenges Regarding Data
Collaboratives and Directional Proposals

We can distinguish two major issues concerning the implementa-
tion of such an architecture, introduced here by a name of data
collaborative, namely: metrics for individual contributions and the
trade-off between local and global utility. The metrics for individual
contributions could add an additional layer of utility to the func-
tionality of data collaborative, as they would allow participants
not only to perform collaborative computations, but also to track
their individual contributions, thus enabling them to reward those
who contribute more to the global data exploration. The trade-off
between local and global utility is characteristic for methods of
decentralized learning, although in the case of Data Collaborative,
it is gaining even more importance, as generally such a solution

should seek some kind of balance between interests of a different
parties by its very definition. Therefore, we want to elaborate on
these issues a little bit more, posing them as a challenge for further
research on data collaboratives. Firstly, it is not a trivial task to
establish common metrics for individual contribution, especially
taking into account privacy constraints. If the information about
contributions is disclosed to all members of the collective, each
such disclosure may add an additional risk of infringing privacy
or business interests in the data - and the magnitude is defined by
the amount and type of information being disclosed. It is also a
non-trivial question how we can measure individual contributions.
The simpler the measure, the less informative it is regarding the
real value of the contribution. The more complicated, the more risk
there is that the measure will indeed cause a privacy infringement
or will give raise to unjust and arbitrary model allocation.

Three approaches to the problem of contribution evaluation have
been addressed in the literature so far, but the work on this issue
should still deemed to be at an early stage of development. The
simplest and most intuitive approach to this problem is to take
into account the number of times that the particular client has
been selected in respect to the total number of selections during
the computational task. Let’s assume that a computational task 𝑇
requires at least k rounds, where in each round 𝑇𝑘 only a subset
of clients 𝐶𝑆 ⊂ 𝐶 of cardinality |𝐶𝑆 | is selected. Each round 𝑇𝑘
we have a possibility to form 𝑏𝑖𝑛𝑐𝑜𝑒 𝑓 (𝐶, |𝐶𝑆 |) different subsets.
Depending on the relation of |𝐶𝑆 | to |𝐶 |, a client 𝐶𝑖 will have a
different probability of being chosen multiple times. We can simply
register the number of times each client𝐶𝑖 is chosen, and then divide
it by the number of clients we choose each round, i.e. contribution
of the client 𝑖 can be defined as:

𝐶𝑜𝑛 (𝐶𝑖 )
def
=

𝑠𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛 (𝐶𝑖 )
𝑘 ∗ |𝐶𝑠 |

(7)

Approach presented in equation 7) requires a few additional
assumptions that may not necessarily hold in our application sce-
nario. Firstly, we must treat all the clients’ participation equally,
irrespective of the result. In many cases, this will not hold, because
some clients’ updates may be less valuable that others (we can
just imagine client holding in its local dataset 𝑛 samples, and a
client possessing more than 10𝑛 samples). In such a scenario, the
disproportion of the contribution is striking. Secondly, we don’t
take into consideration the real computational resources needed
to prepare the aggregates before sending it to the other members
of the collective. In reality, such a simple metric will not hold in
majority of cases.

The most common method for data evaluation, presumably
started by [90] in a context of Federated Learning is the deletion
diagnostic used to evaluate the difference between the selected
metric of the model trained with and without the client i, i.e.

𝐶𝑜𝑛 (𝐶𝑖 ) = 𝑉 (𝑆 ∪ {𝐶𝑖 }) −𝑉 (𝑆) (8)

where 𝑉 is a selected value function (e. g. the model accuracy on
a centralized test set). This way we can measure the difference
that agent 𝑖 is making on the aggregated (global) model. The [73]
has extended this measure further by employing Data Shapley,
an equation based on the Shapley Value [72]. This method was
further used elaborated on in [91-93]. If we use Shapley Value for
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calculating the client contribution, then for each agent

𝐶𝑜𝑛 (𝐶𝑖 ) =
1
𝑛

∑︁
𝐶𝑠 ⊆ 𝐶\{𝑖 }

(
|𝐶 | − 1

𝑘

)−1
[𝑉 (𝑆 ∪ {𝐶𝑖 }) −𝑉 (𝑆)] (9)

Formula (9) can be interpreted as simply calculating marginal
contribution of client 𝑖 in every possible combination of coalitions.
Some authors have also moved beyond the Shapley value, proposing
othermethods of establishing individual contributions [3, 27, 47, 89].
The deletion diagnostic is a static method of contribution evalua-
tion. Therefore, it requires computing a model a number of times,
which is far from a feasibility criterion posted in the real-life im-
plementations. Additionally, the usage of Shapley value itself to
calculate individual contributions may pose additional challenges,
as the axiomatization of Shapley value presented in [72] may not
be necessarily compatible with machine learning applications. One
possible remedy that comes along consists of either reconstructing
the models belonging to particular coalitions from gradients [90]
or performing Monte Carlo sampling to reduce the computational
complexity [91, 92]. Both methods are explored in the literature
and deliver promising results. Resolution of the time complexity
problem does not change the fact that the metric itself will only
reflect the contribution expressed as the marginal change of the
metric quality on the tested against preselected dataset. Thus, dele-
tion diagnostic does not take into consideration the computational
resources that are consumed during the collaborative computations
nor the usefulness of the global model for the local collaborator.

Finally, we can take into consideration only the computational
resources that are consumed during the training phase. The [83]
presented some early and general considerations on the quantifi-
cation of resource allocation in the Federated scenario [84], this
works is also reflected by many other authors [27, 78, 87, 88]. It
may be up to the debate how this can be reflected in measuring the
individual contributions.

Another open issue is connected to the trade-off between indi-
vidual utility and global utility that was briefly mentioned in the
preceding paragraph. As mentioned at the beginning of this subsec-
tion, in machine learning we distinguish between the generalised
error and the empirical error. In ideal circumstances, we would like
the global predictor to have smaller empirical loss on each of the
local datasets than the locally trained predictors, i.e.

L𝐸𝐿𝐹 (ℎ̃
(
𝑋𝑖

)
≤ LELF (ℎ̃𝑖

(
𝑋i
)
∀ 𝑋𝑖 ∈ 𝐶 (10)

On the other hand, such situation may not occur, as empirical
loss of the global hypothesis function may be greater than the local
one on a number of local clients, i.e.

∃X̄i ∈ 𝐶 : LELFh̃𝑖
(
𝑋𝑖

)
≥ L𝐸LFh̃𝑖

(
X̄𝑖

)
(11)

In such cases, the general performance of the global model (hy-
pothesis function) on the local client may seem lower than the
performance of the local model. On the other hand, such model
may generalise better even if the empirical loss (tested against the
local dataset) is greater than the loss of the model trained on local
data. Such model may still be more profitable to the individual
agent, even if the empirical loss function would suggest otherwise.
It is important to acknowledge, that the main goal of the hypothesis
function ℎ̃(𝑥) is always to predict new samples, which generally

will be sampled from the distribution of the population, not the
distribution of the client. Even if the empirical loss function seems
to be higher for some particular local dataset, as the agent will
encounter new samples sampled from the space of the population,
the general loss function will behave better than the local one.

Taking into consideration all presented above we can formulate
three additional directional proposals regarding data collaboratives.
Primarily, each collaboration should be reflected in the fair division
of shares between the collaborators. While those shares do not
entitle to monetary compensation per se, they may be used – for
example – as a quantification of the voting power of a particular
participant. This way, while still formally being collaborative, we
implement a self-sovereignty mechanism for controlling commons.
Secondly, the calculation of shares could not only reflect the contri-
bution brought into the model (defined as a marginal increase in a
model’s performance) but also consumed resources or other utilities
spent during the training phase. Only hypothetically, one could
open collaboratives for participants, who bring contributions not
in terms of data, but in terms of raw processing power. This could
also lead to distinguishing different roles inside the collaborative
itself. Whether such a solution should also be considered under
the umbrella term introduced in this article is an open matter for
debate. Although we want to signalise that the ‘collaboration’ may
go beyond the action of sharing personal data, we want to limit the
scope of cooperation only to the process of sharing the latter for
the sake of this article. Lastly, collaboratives should measure not
only the objective contribution of each member but also the local
utility that is obtained by each of its members. The local utility may
be measured, for example, in the distance between the performance
of the global model on the other models’ data sets and the local
data set. The local utility could be further offset by the consumed
resources – if the local utility is excessively below the consumed
resources, each participant should have the opportunity to opt-out
from such a collaboration.

It can be noticed that all of the directional proposals are derived
directly from the four essential principles presented before. Those
essential principles are – in turn – derived from Ostrom’s design
principles for collective self-managing institutions. In this way,
the proposed concept is not an arbitrary proposal, but a set of
implementable solutions that are based on a well-established set of
guidelines, while the implementation details are not constrained in
any way by the imposed set of definitions. The transition between
those three layers is even more manageable given the fact that
Ostrom’s principles were already explained in the context of data
governance [2, 11, 64].

5 CONCLUSION
This paper took an interdisciplinary perspective on how to solve
tensions resulting from diverging interests in data by providing
insights in both, the regulatory as well as technological layer in
data governance. First, it analysed the regulatory layer and the
debates among scholars and policy-makers on how the seemingly
opposed objectives of enhancing control over data while at the
same time ensuring its availability to different stakeholders could
be reconciled via a legal framework. Whilst property rights were
discussed for several decades as a potential mechanism to empower
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individuals and companies with regard to ‘their’ data and to thereby
enable the emergence of a data-agile economy, this approach has
been abandoned by now. Instead, a ‘paradigm shift’ in EU policy
has taken place from (legal) data ownership towards facilitating
data access and data sharing.

Turning to the technological layer, we have framed data collabo-
ratives as a commons management problem, therefore seeking a
solution that may enable stakeholders to retain control over their
local data while also allowing them to participate in the exchange
of utilities (computational power) and collaboration (collaborative
computations). We have presented our own novel approach to
the problem of defining data collaboratives, introducing the no-
tion of collaborative computation and four essential principles as
a cornerstone of our definition. This approach exemplifies how
technological solutions contribute to reconcile the seemingly op-
posed objectives of simultaneously achieving data control and data
availability. The main difference between the standard use case of
federated learning (or any other decentralised learning paradigm)
and the solution proposed here is that in the data collaborative,
there is no central entity that profits from the training and deploy-
ment of the model - every collaborative entity has its own interest
in the model sharing and without the collaborative effort - the
model would probably never be created. It is the sum of common
interests, combined computational power and granted access to
the data that has given rise to the model creation (shared model
governance). The four essential principles encapsulate the idea of
shared data governance through collaborative partnership.

Whilst it was argued that data collaboratives can contribute
to reduce tensions that result from the objectives of data control
and availability, several open questions remain. Even though raw
data does not have to be transferred among participants in the col-
laborative, it might remain possible to make inferences about the
individual contributions of participants. This might consequently
negatively impact their respective privacy or intellectual property
interests. Furthermore, this article did not address the question on
how to incentivize stakeholders to participate in the collaborative.
More research is thus necessary to further elucidate how data col-
laboratives can be implemented in practice to resolve tensions in
the data economy – requiring an interdisciplinary perspective from
law and data science.

We hope to draw more attention towards this topic, as it may
prove to become a practical solution to problems that are unsolv-
able by classical regulatory instruments. Moreover, the extensive
work on the contribution index measurements and data quality
evaluation that was carried out by the community in the last few
years (including the work currently carried out by some of the
authors of this article) may result in wider adoption of the collabo-
rative data sharing and model training. While the concept is still
at a very early stage of development, we further encourage the
community to explore it and assess whether it could be suitable
for their use cases and scenario. The success of data collaboratives
certainly does not depend as much on the regulatory and techno-
logical layers (as those already provide suitable solutions), as on
the wider acceptance of the alternative data governance method in
the community.
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