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ABSTRACT
The design decisions of developers and researchers in creating al-
gorithmic tools — like constructing variables, performing feature
selection, and binning model outputs — are sometimes cast as ob-
jective technical processes. In reality, these decisions are far from
objective, and they are sometimes even made arbitrarily. In this
work, we examine how algorithmic design choices can function as
policy decisions through an audit of a deployed algorithmic tool,
the Allegheny Family Screening Tool (AFST), used to screen calls
to a child welfare agency about alleged child neglect in Allegheny
County, Pennsylvania. We analyze design decisions in the AFST’s
development process related to feature selection, data collection,
and post-processing, highlighting three values implicitly embedded
in the tool through these decisions. By aggregating risk scores at
the household level, the AFST effectively treats families as “risky”
by association. In choosing to use training data from the criminal
legal system and behavioral health agencies, the AFST prioritizes
“making decisions based on as much information as possible,” even
when that information is potentially biased across race, disability,
and other protected statuses. Finally, by including static features
in the model that identify whether a person has ever been affected
by the criminal legal system or relied on public benefits, the AFST
chooses to mark families in perpetuity, compounding the impacts of
systemic discrimination and foreclosing opportunities for recourse
for families impacted by the tool. We explore the impacts of these
decisions, individually and together, arguing that they function
as policy choices that may have discriminatory effects and raise
concerns about lack of democratic oversight.
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1 INTRODUCTION
In 2017, the creators of the Allegheny Family Screening Tool (AFST)
published a report describing the development process for a pre-
dictive tool used to inform responses to calls to Allegheny County,
Pennsylvania’s child welfare agency about alleged child neglect.12
In a footnote on page 14 of that report, the tool creators described
their decisions in a key component of the variable selection process
— selecting a threshold for feature selection — as “rather arbitrary”
and based on “trial and error” [99]. Within this short aside lies an
honest assessment of how the creators of predictive tools often view
the development process: a process in which they have free rein to
make choices they view as purely technical, even if those choices
are made arbitrarily. But design decisions made in the development
of algorithmic tools are not merely technical processes — they also

1Disclaimer: Our results are based on an analysis of the data provided to us by
Allegheny County. In an effort to ensure our findings were based on a clear set of
assumptions about the County’s model development process, we reached out to the
County for comment on our paper on January 23, 2023 and again on February 22,
2023. As of the time of publication of our paper, we have yet to receive comment
from the County on our findings. In the event of comment from the County that
provides material information that we were not previously provided, adjustments to
our analysis may be made.
2The tool is not used to make screening decisions for allegations that include abuse or
severe neglect, which are required to be investigated by state law [99, p. 5] [84, p. 7].
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include ethical choices, value judgments, and policy decisions [70].
For example, the “rather arbitrary” threshold used in feature selec-
tion could have determined whether a family’s behavioral health
diagnoses or history of eligibility for public benefit programs would
impact their likelihood of being investigated by the County’s child
welfare agency. When developers cast these kinds of design deci-
sions as primarily technical questions [38, 92], they may disguise
them as objective, even though they may be made arbitrarily, out
of convenience, or based on flawed logic [88].

In this work, we demonstrate how algorithmic design choices
function as policy decisions through an audit of the AFST. We
highlight three values embedded in the AFST through an analysis
of design decisions made in the model development process and
discuss their impacts on families evaluated by the tool. Specifically,
we explore the following design decisions:

• Risky by association: The AFST’s method of grouping risk
scores presents a misleading picture of families evaluated by
the tool and treats families as “risky” by association.

• The more data the better: The County’s stated goal to
“make decisions based on as much information as possible”
comes at the expense of already impacted and marginalized
communities — as demonstrated through the use of data from
the criminal legal system and behavioral health systems —
despite historical and ongoing disparities in the communities
targeted by those systems.

• Marked in perpetuity: In using features that families can-
not change, the AFST effectively offers families no way to
escape their pasts, compounding the impacts of systemic
harm and providing no meaningful opportunity for recourse.

2 RELATEDWORK
2.1 Algorithmic design as policy
As government agencies increasingly adopt predictive tools in areas
ranging from healthcare [16, 36, 102], to education [24, 76], to the
criminal legal system [63], and beyond, a growing body of work
has focused on understanding the selection and use of algorithmic
tools as encoding policy choices, including in the criminal legal
system [27], health care policy [40, 89], in hiring and employment
contexts [5], and in environmental regulation [10]. Mulligan and
Bamberger [70] argue that, under the current paradigm of govern-
ment agencies procuring and using algorithmic tools developed
by third-party entities, government decision-makers abdicate im-
portant policymaking functions, allowing third-party developers’
design decisions to function as policy choices. Creel and Hellman
[23] examine how algorithmic decision-making systems — and the
design decisions used to develop them — can be arbitrary and can
have harmful impacts, and Keddell [52] explores how predictive
analytics tools used in child protection can introduce or exacerbate
bias and arbitrariness in decision-making. More broadly, efforts to
interrogate technical systems and methods as value-laden artifacts,
including in the context of use by government agencies, extend
back several decades, spanning philosophy, information science,
human-computer interaction, and other fields [30, 31, 61, 69].

Viewing design decisions as policy choices, a related body of
work focuses on the actions and functions of data scientists, en-
gineers, researchers, and other actors involved in the design of

algorithmic systems, including in shaping the datasets used to build
machine learning (ML) systems [11, 67, 68, 77], defining the mea-
surements used to assess ML systems [44, 45, 65], and shaping
how system outputs are communicated and explained [12, 14, 58].
Suresh and Guttag [95] outline the lifecycle of ML systems, describ-
ing how design decisions by developers throughout the lifecycle
can contribute to downstream harms. Levy et al. [57] and Green
[37] argue that data science work is inherently political, and Petty
et al. [79] highlight that data extraction from communities and the
related deployment of statistical tools can be dehumanizing and
traumatic. As highlighted by Selbst et al. [92], algorithmic systems
never exist in isolated environments; the practice of model devel-
opment involves making choices that shape the social and political
ecosystems in which they are deployed.

As the literature summarized in this section demonstrates, the
use of algorithms by governments evokes a wide array of policy
concerns. The idea that algorithmic design choices can function as
policy choices is closely related to policy questions about gover-
nance of the algorithmic systems themselves. In examining how the
technological affordances of the AFST may shape decision-making
in the high-stakes policy context of child welfare screening, this
paper is closely tied to related work considering questions of how
tools like the AFST are governed or may be governed as technolo-
gies (see, e.g., [28, 39, 57]).

2.2 Predictive Analytics in the Child Welfare
System

In recent literature, there has been a shift toward referring to the
child welfare system as the family regulation or family policing
system, based on the argument that the system disproportionately
harms poor families and families of color and often responds to
conditions of poverty with punishment rather than with supportive
services [72, 86, 96, 101]. Throughout this paper, we use the term
“child welfare” for clarity, while recognizing this literature and
positing that to understand the use of predictive analytics tools in
these contexts, it is important to understand the history and present
dynamics of discrimination in the child welfare system [72, 86]. In
the United States, Black families experience higher rates of poverty
due to historic and ongoing oppression, and Black families have
historically experienced the highest rates of removal of children
from their families, similar only to Indigenous children in certain
states [86]. More than one in two Black children in the United States
will be subject to an investigation — and more than one in ten Black
children will be separated from their parents and placed in the foster
system — by the time they are eighteen [86]. A large body of work
has demonstrated the harms of the child welfare system, including
how it surveils, criminalizes, and separates marginalized families
and attributes the impacts of structural inequality to individuals’
failings [71, 72, 85, 86].

Advocates have long warned against the undue regulation of
families by child welfare agencies and, in recent years, have raised
concerns about how predictive analytics tools can perpetuate this
broad family surveillance [1, 2, 29, 32, 33, 51, 52, 91]. Despite these
concerns, child welfare agencies around the United States are in-
creasingly incorporating predictive tools into various stages of their
decision-making processes [6]. As of 2021, child welfare agencies in
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at least 26 states and the District of Columbia had considered using
predictive analytics tools, and jurisdictions in at least 11 states were
actually using them [90]. These tools can vary in their application
context, training data, and outcomes; for a survey and analysis of
the different types of predictive analytics tools used in jurisdictions
around the country, see Samant et al. [90] and Saxena et al. [91].

2.3 The Allegheny Family Screening Tool
(AFST)

Developed by a team of researchers from institutions inNewZealand
and the United States—in conjunction with the Allegheny County
Department of Human Services (DHS)—the first iteration of the
AFST, which we refer to as Version 1 (AFST V1), was launched
in 2016 and was developed using data from past referrals to and
investigations by DHS, medical records, and interactions with the
juvenile probation system. The tool operates at the screening stage,
when a call screening worker must decide whether to investigate an
allegation of child neglect that comes through the hotline [75, 99].
The AFST — which is not used to make screening decisions for
allegations that include abuse or severe neglect, which must be au-
tomatically screened-in for investigation under state law [99, p. 5]
[84, p. 7] — estimates the probability that a child will be removed
from their home by DHS and placed in foster care within two years
of being referred to the agency. These probabilities are converted
into risk scores between 1 and 20, which are further classified into
risk “protocols” using policies developed by the County and the
tool’s developers. Since 2016, several additional iterations of the
tool have been developed [20, 75, 98]; further details about the
design of the tool and changes to the tool between iterations are
described in a model card [64] we developed for the AFST, included
as Appendix C. For a more detailed explanation of the County’s
screening process and how the AFST fits into that process, see, e.g.,
[99, p. 30].

Significant prior research has focused on evaluating the AFST’s
role in the County’s child welfare processes, including examinations
of its performance in deployment, its impact on racial disparities
in the County’s decision-making processes, and its alignment with
the County’s stated goals [29, 32, 94]. Several studies have exam-
ined interactions between human decision-makers and the AFST
in deployment; De-Arteaga et al. [26] study a technical glitch in
the deployment of AFST V1 that led to improperly calculated risk
scores, using this data to retrospectively study the behavior of call
screening workers interacting with the AFST. Cheng et al. [18]
explore the call screening workers’ adherence to the AFST’s recom-
mendations and find that, compared to the disparities that would
have resulted from strict adherence to the recommendations, call
screening workers’ interventions reduce racial disparities in screen-
in rates. Several recent works [49, 50] have explored call screening
workers’ interpretations of the AFST, including how they incorpo-
rate their historical knowledge of the tool and their experience in
the field when making screening decisions.

To this landscape, we contribute a novel analysis of the AFST,
extending a framework of algorithmic design as policy-making to
the AFST’s development and deployment decisions. We surface
value judgments embedded in the processes used to build, deploy,
and measure the tool, highlighting how these judgments effectively

serve as policy decisions without meaningful democratic oversight.
Viewed together and promulgated through the algorithm, these
choices can exacerbate the harms of structural discrimination for
already marginalized communities. We hope future work will ex-
pand upon this analysis to improve our understanding of the AFST
as well as other algorithmic tools used in these and other contexts,
including structured decision-making tools [7, 8, 34, 46] and other
predictive tools used in the child welfare system (see [90] for a
discussion of some of these tools).

3 METHODS
We analyze de-identified data produced in response to our data
request by the Allegheny County Department of Human Services.3
The data comprised approximately the same number of unique child-
referral records from 2010 to 2014 as described in [98, p. 10]. Ap-
proximately the same number of records as described in [98, p. 10]
had been screened in for investigation. Amongst those screened in,
roughly 70% had been designated by the County as training data
and 30% were designated as testing data. The data was very similar
to the data used to train the version of the AFST described in [98]
(we refer to the version described in [98] as AFST V2). The data
differed slightly from the AFST V2 training data because of changes
in the data that had occurred since the AFST V2 was developed. In
particular, the data we were provided contained a few thousand
child-referral records that were not used to train the AFST V2, and
we were missing a small number of child-referral records that were
used in the training process for the AFST V2. Both of these data sets
contained roughly 800 variables, including, for each family, informa-
tion about prior referrals and child welfare records, jail and juvenile
probation records, behavioral health information, birth record in-
formation, and demographic information. These variables include
indicators for whether a child on a referral is labelled as an “alleged
victim” with regard to the referral to the hotline. Throughout our
analysis, we use the term “alleged victim” to refer to individuals
with this indicator, and we note that in the documentation for the
AFST V1, the developers describe the County’s labelling of which
child or children on the referral are indicated as the alleged victim(s)
as “somewhat arbitrary” because County staff are required to assess
all children on a referral [99, p. 14].

In addition to this data, we were provided with weights and
information about several versions of the AFST. This information
included the weights for the model corresponding to Version 1 of
the AFST (described in [99]) and the weights for Version 2 of the
AFST (as described in [98]). We were also given the weights for
the model in use at the time we received data (in July 2021), which
was developed using the procedures described in [98], but differed
slightly from the weights described in [98] because of updates to the
model (and therefore the weights) in the time period between when
[98] was written and when data was shared with us by the County.
In this work, we refer to the iteration of the tool that we analyzed
as AFST V2.1 (this is our term, not the County’s, which we use to
distinguish from AFST V2 described in [98]). We were also provided
with three months of production data from early 2021 for AFST V2.1

3In connection with the data used in this analysis, we signed a Data Sharing Agree-
ment with the Allegheny County, Pennsylvania Department of Human Services. The
Data Sharing Agreement included a requirement that we give Allegheny County an
opportunity to review our findings before publication.
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and with information about the weights and design process for the
version of the tool in use in Allegheny County at the time of writing
of this paper (which we refer to as AFST V3). We did not have the
training data or production data that corresponded to AFST V1 or
V3, and accordingly, we conducted the vast majority of our analysis
using the AFST V2.1 weights that were in use at the time data was
shared with our team. During the time that the AFST V2 and 2.1
were in use in the County, the “protocols” associated with AFST
risk scores changed several times (see [84, p. 7] for further details
about the changes over time). In another paper, which has not yet
been released, we explore the policy impacts of these changing
protocols. For our analyses, we use the protocol most recently in
place in the County associated with AFST V2 and V2.1 — and to
our knowledge, also currently in place at the time of writing for
AFST V3, which applies the:

• “High-risk protocol” to referrals where at least one person
in the household has an AFST score of 18 or higher and there
is at least one child on the referral under age 16. Referrals in
this “protocol” are subject to mandatory screen-in, unless a
supervisor overrides that default policy [98, p. 6].

• “Low-risk protocol” to referrals where all AFST scores in
the household are 12 or lower and all children on the referral
are at least 7 years old [84, p. 7]. For referrals in this protocol,
screen-out is recommended.

• “No-protocol” to referrals that do not qualify as either
“high-risk” or “low-risk.” This protocol is not associated with
explicit screening decisions; discretion is left to call screeners
[98, p. 6]. There is no “medium-risk” protocol.

Though the County is using AFST V3 as of the time of writing,
to our knowledge, several of the design decisions that we analyze
in this work are still shaping this most recent version of the model.
Further details about the tool and the training data are included
in the model card [64] we developed for the AFST, included as
Appendix C.

To understand the development and use of the AFST, we con-
ducted an exploratory analysis of the training data used to develop
the model, including an examination of the context of data sources,
the processes used to construct features, and racial disparities in
those features. Our analysis focused, in part, on racial disparities
between Black individuals and households and non-Black individ-
uals and households represented in this data, a grouping we used
to align with the developers’ reporting of results in [98]. We also
conducted a review of documents related to the AFST to understand
how policy choices like the screening recommendations associated
with each “protocol” were made and promulgated in the context
of the AFST. Based on this exploration, we selected three values
embedded in the development of the AFST to highlight through the
lens of design decisions related to data collection, feature selection,
and the post-processing of model outputs. We analyze the impact
of these design decisions on screen-in rates, racial disparities, and
some of the metrics used in the development process to evaluate
the AFST’s performance.

Our use of various metrics — including Area Under the Curve
(AUC), the Cross-Area Under the Curve (xAUC, explained in [47])
and False Positive Rates (FPR) — is not intended to suggest how
the AFST should have been developed or to analyze whether the

tool is fair. Reporting results for these purposes would require a
complex understanding of the values that are embedded in these
metrics. For example, how can we understand the tool’s accuracy
or evaluate when it makes errors when the tool predicts future
agency actions, and the ground truth outcome upon which such
results are based (whether a child is removed from their home) is
informed by the tool, creating a feedback loop? We do not seek to
answer such questions here. Rather, where possible, we use many
of the same metrics that the County and development team used
to justify the tool’s creation and adoption to highlight how these
design decisions have a significant effect on the tool’s performance
as assessed by its developers, even if we disagree with the values
embedded in their assessments of the tool.

4 INTERROGATING VALUES EMBEDDED IN
THE AFST

4.1 Risky by association
In creating the AFST, the developers of the tool made several con-
sequential decisions about how to present risk scores to screening
staff, ultimately transforming the model’s outputs — predicted prob-
abilities for individual children — into the format shown to call
screeners — a single risk label or numeric score between 1 and 20
representing all children on a referral. In this section, we analyze
this series of post-processing decisions [95] related to the aggrega-
tion and communication of the AFST’s outputs. We argue first that
these decisions are effectively policy choices, and that the AFST’s
method of grouping risk scores presents a misleading picture of
families evaluated by the tool, treating families as “risky” by associ-
ation, even when the risk scores of individual family members may
be perceived as low. Viewing these decisions as policy choices, we
highlight several additional ways these decisions could have been
analyzed throughout the AFST’s design and deployment process,
which produce varying pictures of how the tool performs.

4.1.1 The AFST’s method of grouping risk scores. In the first public
development report about the AFST, the tool’s developers wrote that
“of considerable debate and discussion were questions surrounding
how to present the risk scores to hotline screening staff” [99, p. 27].
Ultimately, the developers decided to transform the AFST’s pre-
dicted probabilities into risk scores between 1 and 20, where each
score represents five percent of the child-referral combinations in
the testing data used to develop the model (i.e., using ventiles) [98,
p. 10]. Perhaps worth noting is that in their 2018 analysis of the
AFST, Chouldechova et al. characterize the choice of ventiles for
the AFST as “not a principled decision” [20, p. 5]. For an example
of how to interpret an AFST score, for a referral occurring in 2021,
when the AFST V2.1 was in use, a score of 20 for a child indicated
that the estimated probability of removal for that child was within
the top five percent of probabilities in the testing data used to de-
velop the model, which was based on referrals made between 2010
and 2014. Here, being in the top five percent is a relative measure —
as highlighted in other analyses of the AFST [20], individuals who
receive the highest possible risk score experience removal less than
50% of the time, a result that might differ starkly from intuitive
interpretations of a score in the top five percent.
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Figure 1: Distribution of Risk Scores by Race Under Different Scoring Policies. Under policies that assign a single score or
protocol to the entire household, risk scores generally increase for all families relative to the individual score policy, and Black
households receive the highest risk scores more often than non-Black households. Under the household protocol policy, 33% of
Black households are “high-risk” while only 20% of non-Black households are “high-risk.”

In addition to using ventiles for the scores, the AFST aggregates
risk scores for all children in a household, presenting a single score
or label that represents an entire family to call screeners. Though
predictions are generated at the child level for each referral, call
screeners either see only the maximum score across all children on
a referral or a single risk label (e.g., “high-risk”) that is determined
in part by the maximum score of all children on the referral. Aggre-
gation of risk scores sometimes occurs in other settings, including
in the context of pretrial risk assessments in the criminal legal
system, where researchers have repeatedly raised concerns about
the combination of risk scores related to predictions of different
outcomes for the same person [35, 62]. In the context of the AFST,
the interpretation of scores for each child is somewhat complex be-
fore the household aggregation occurs; this interpretation is further
muddied by the aggregation of scores at the referral level. A score
of 20 for a referral means that, for at least one child in the household,
the estimated probability of removal is within the top five percent
of probabilities in the testing data from 2010 - 2014.

Imagine a referral related to a hypothetical family with three
children, aged 5, 10, and 15 respectively, with AFST scores of 5,
10, and 18. One child, the five-year-old child with a risk score of
5, is labelled as the alleged victim by the County on the referral.
How could this information be communicated to the call screener
for the referral? As noted in Section 3, the County has a policy of
evaluating all of the children on a referral when a call is received
— not just those indicated as alleged victims — and this policy pre-
dates the AFST [99, p. 14]. But the existence of this policy alone
does not answer this question of how scores are communicated
to call screeners. For example, one option would be to show each
child’s individual score to the call screener, for a total of three
scores. Or, with a constraint of only showing one score, the AFST
could have displayed the score of the alleged victim (a score of 5),
or the maximum score of all children (a score of 18), or a label such
as “high-risk” for the entire household based on the score and the
children’s ages, akin to the County’s current protocol policy. Under
the policy that, to our knowledge, is currently in use in the County,
this family would be grouped into the “high-risk protocol.”

Each of these methods would have significant implications for
the distribution of risk scores in the testing data used to develop

the model. As highlighted in Figure 1, scoring policies that assign a
single score to the entire household confuse the interpretation of the
ventile scores.4 Under the individual score policy (shown in the first
panel of Figure 1), each numeric risk score generally corresponds to
roughly 5% of the individuals in the data, and similar percentages
of Black and non-Black families are assigned each numeric risk
score (with the exception of scores 1 and 20). But under the policies
that produce one score for each household (shown in the second
and third panels of Figure 1), this distribution is heavily shifted
upwards and disparately shifted for Black households.5 For these
policies, risk scores generally increase for everyone compared to
the individual score policy. But racial disparities in the higher-score
ranges are severely exacerbated by the household score policies —
non-Black families are more likely to have scores below 10, and
Black families are more likely to have scores above 10, with severe
disparities at the numeric score of 20. Under a protocol policy like
that currently in use in the County — where families are assigned to
either the “high-risk protocol,” “low-risk protocol,” or “no-protocol”
based on the maximum score in the household and the ages of the
children on the referral (shown in the fourth panel of Figure 1)
— 33% of Black households would have been labelled “high-risk,”
compared to 20% of non-Black households. Household size 6 does
not account for these disparities; Black households are, on average,
assigned higher risk scores than non-Black households of the same
size. We discuss these results further in Appendix A.1.

4.1.2 Ways of measuring the AFST’s performance. In the AFST’s
development reports, the tool’s developers generally present results
about the performance of the AFST using individual scores and
measuring individual outcomes, examining whether, for each child,

4For the scoring policy shown in the second panel of Figure 1 (Single Household Score:
Max of alleged victim child scores), we use the maximum household score for referrals
where there is no one indicated as the “victim child” in the data. These instances were
a very small portion (approximately .1%) of the overall data used in Figure 1.
5Here, we use the term “Black household” to describe households where at least one
person on the referral is recorded as Black in the data given to us by the County; this
approach follows the County’s approach for defining Black households to measure
racial disparities in screen-in rates.
6Throughout this paper, “household size” refers to the number of children associated
with a household-referral in the data given to us by the County. We did not have
information about the total household size associated with each referral.
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Metric Group AFST Developer Reported Results
for V1 and V2

Range of Possible Results for V2.1
Using Different Measures

Traditional AUC
Overall 0.7597 (for V2; see [98]) 0.679 - 0.739
Black families 0.7442 (for V2; see [98]) 0.668 - 0.742
Non-Black families 0.7735 (for V2; see [98]) 0.672 - 0.731

Cross-AUC [47] Black families Not computed 0.566 - 0.703
Non-Black families Not computed 0.754 - 0.800

False Positive Rate
Overall 0.20 (for V1; see Table 1, [20]) 0.20 - 0.44
Black families <0.25 (for V1; see Fig. 5, [20]) 0.22 - 0.51
Non-Black families Not computed (for V1; see Fig. 5, [20]) 0.17 - 0.37

Table 1: Performance results for the AFST V2.1 along various metrics, comparing reported results by the tool’s developers for
V1 and V2 and our estimations of the range of results each metric could take when using different methods of grouping scores
and measuring outcomes at the individual and household level. For more granular results, see Appendix A.1.

a removal occurred within two years of a referral. These results
inform key design decisions, including the modelling approach
ultimately selected for the tool [98], but there is amismatch between
how the tool’s results are reported (at the individual level) and how
the tool is actually deployed — where each household receives
only one score. To evaluate the impact of this mismatch, we define
and analyze six different ways that risk scores could have been
communicated and that outcomes could have been measured in the
context of the AFST, which we refer to for this analysis as policies.
These six policies — which could be shared and debated as formal
policies about risk scores and household treatment — represent
the possible combinations of several different score aggregation
methods (using individual scores, maximum household scores, the
alleged victim child’s score, or household “protocols”) and outcome
measurements (measuring outcomes at the individual level or the
household level, examining whether a removal occurred for any
of the children on the referral within two years). The specifics of
these combinations and a description of how scores and outcomes
would be measured under each policy for the hypothetical family
discussed in the previous section are included in Appendix A.1.

For each of these “policies,” we evaluate the AFST’s performance
with metrics that were used in the tool’s development reports and
analyses about the tool, including the area under the receiver oper-
ating characteristic (ROC) curve (AUC) as in [98] and False Positive
Rates (FPR) as defined in [20] for the policies that output ventile
scores (the definition of a false positive for the policies that output
protocols is included in Appendix A.1). We also generate results
using the Cross-Area Under the Curve (xAUC) metric and asso-
ciated Cross-Receivier Operating Characteristic (xROC) curve as
proposed by Kallus and Zhou [47], which recognizes that predic-
tive risk scores are often used for ranking individuals in settings
with binary outcomes. The developers of the AFST and other re-
searchers, such as Chouldechova et al. [20], make arguments about
the fairness of the AFST in part based on race-specific AUC metrics.
However, simply grouping by race and computing AUC for each
group does not fully reflect the way that models like the AFST are
used in practice. The AFST estimates the likelihood of a binary
outcome: whether or not a child will be removed within two years.
But the scores produced by the AFST are not just utilized in a binary

manner: as Chouldechova et al. highlight in their visualization of
the referral process [20, p. 12], the AFST informs workers’ screening
decisions as well as recommendations about service information
and provision. As such, we can think of the AFST as seeking to rank
children who will be removed above those who will not be removed,
so we also present results for Black families and non-Black families
using the xAUC metric [47].

Our results, summarized in Table 1 and broken down in more
detail in Appendix A.1, indicate that how the tool is measured is
consequential for our understanding of how the AFST performs. For
each metric, we compute results for the AFST using each “policy,”
and demonstrate how these policies produce varying pictures of the
AFST’s performance by including the range of possible performance
results generated for each metric in Table 1 (individual results for
each policy and metric are included in Appendix A.1).

In our analysis, the AFST often produces the “best” results (e.g.,
with the lowest FPR and highest AUC) when it is measured as the
County measured it: at the individual score and outcome level. But
when we measure the AFST in a manner more closely aligned with
how it is deployed — using a maximum score policy or a policy of
assigning a “protocol” to each family — we sometimes see a lower
AUC, a higher false positive rate, and greater racial disparities in
performance results (see Appendix A.1 for further details). The
cross-AUC analysis — across all of the policies — suggests signifi-
cantly worse performance for Black people compared to non-Black
people; additional detail is included in Appendix A.1.

4.1.3 Discussion. Our findings highlight that post-processing de-
cisions about how to communicate and aggregate model outputs
can be consequential. Determinations about how to measure an
algorithmic tool’s performance are not objective; they are sub-
ject to multiple alternatives, each with important consequences.
These results support the emerging literature examining the impor-
tance of measurement in the design and oversight of AI systems,
which posits that measurement is in itself a governance process
and explores how harms stemming from algorithmic systems can
sometimes be traced in part to measurement mismatches [44, 45].
Importantly, in this analysis, we do not impose normative judg-
ments or recommendations about what values would represent an
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acceptable result on each of these metrics. We also do not intend
for this analysis of metrics to be used to argue about whether the
tool is fair, or to advocate for the use of specific metrics to define
fairness in this context, recognizing that debates about defining
algorithmic fairness in the context of specific decision-points often
fail to address the realities of how algorithmic systems operate in
practice. Models that appear to be fair using these kinds of metrics
can still operate in and exacerbate the harms of oppressive systems
[38].

4.2 The more data the better
One of the County’s goals in adopting the AFST, as stated in a 2018
process evaluation, was to “make decisions based on as much in-
formation as possible” [43]. This “information” included data from
the County’s “Data Warehouse” [22] such as records from juvenile
and adult criminal legal systems, public welfare agencies, and be-
havioral health agencies and programs. Each of these databases
contributed features that were used in the model, which was de-
veloped using LASSO logistic regression “trained to optimize for
the [Area Under the ROC Curve] AUC” [98].7 In this section, we
explore the impacts of the inclusion of these features in the model,
focusing on features related to behavioral health — which can in-
clude or be related to disability status — and involvement with the
criminal legal system. We highlight concerning disparities related
to these features and show that excluding these features from the
model would not have significantly impacted the main metric the
model was trained to optimize for — the AUC [98]. Ultimately, we
find that the County’s stated goal to “make decisions based on as
much information as possible” [43] comes at the expense of already
impacted and marginalized communities and risks perpetuating
systemic racism and oppression.

4.2.1 Features from the criminal legal system in the AFST. Every
version of the AFST has included features related to involvement
with the criminal legal system, including incarceration in the Al-
legheny County Jail or interactions with juvenile probation (see
[99] and [98] for details on these features in V1 and V2 respectively;
these types of features are also used in more recent versions of the
model). As part of our analysis of the AFST feature selection process
— discussed further in Appendix A.2 — we examined whether there
were features of the model that were disproportionately associated
with Black children compared to white children. Some of the largest
racial disparities we found were for features of the model related
to juvenile probation, including indicator features for whether the
alleged victim had ever been involved with juvenile probation or
whether the alleged victim was involved with juvenile probation at
the time of the referral (these features are discussed further in [98]).
Black alleged victim children were almost three times more likely
to have been or to currently be on juvenile probation at the time
of the referral compared to white alleged victims. The AFST also
includes features for whether other members of the household have
ever been in the juvenile probation system (see [98]), regardless
of how long ago or the details of the case. All of these features

7More precisely, the developers selected the model with the largest value for the
regularization parameter 𝜆 among a sequence of candidate values, such that the
resulting AUC was within one-standard error of the maximum observed AUC across
all candidates [93].

Figure 2: Households marked by any history with the ju-
venile probation system are overwhelmingly labeled "high-
risk", although less so after removing juvenile probation
(JPO) predictors from the training data.

can increase an individual’s and household’s AFST score, raising
serious concerns that including these racially disparate features —
which reflect the racially biased policing and criminal legal systems
[4, 9, 60, 80, 83] — could exacerbate and reify existing racial biases.
Including these variables has the effect of casting suspicion on the
subset of referrals with at least one person marked by the “ever-in
juvenile probation” flag, which disproportionately marks referral-
households with at least one member whose race as reported in the
data is Black. By this definition, 27% of referrals involving Black
households in the county data have a member with the juvenile
probation flag, compared to 9% of non-Black referral-households.
Overall, 69% of referral-households with this flag are Black.

As shown in Table 2, removing the juvenile probation system
data from the training data had a minimal impact on the County’s
own measure of predictive performance, AUC, which changed from
0.739 to 0.737 (the retraining process is described in more detail
in Appendix A.4). While removing the variables related to the
juvenile probation system would have impacted the performance
of the model by a negligible amount, it would have reduced the
percentage of families affected by juvenile probation labeled as
high-risk by over 10%, as shown in Figure 2.

4.2.2 Disability-related features in the AFST. In developing the
AFST, the County and the research team that developed the tool
used multiple data sources that contained direct and indirect ref-
erences to disability-related information. For example, the first
version of the AFST [99] and the version currently deployed in Al-
legheny County as of the time of writing (AFST V3) include features
related to whether people involved with a referral have recorded
diagnoses of various behavioral and mental health disorders that
have been considered disabilities under the Americans with Dis-
abilities Act (ADA). Versions of the tool [99] have also included
features related to public benefits — such as Supplemental Secu-
rity Income (SSI) benefits — that may be related to or potentially
proxies for an individual’s disability status [3]. Some iterations of
the tool have excluded some of the features pulled from public
benefits or behavioral health sources (public reports indicate that
the County’s behavioral health agencies focus on services related to
mental health and/or substance abuse [22]). For example, some pub-
lic benefits data that was included in AFST V1 was excluded from
AFST V2 and V2.1 because of changes in the data format [98, p. 4].
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Importantly, these records come from public agencies, so families
who access disability-related health care through private services
are likely not recorded in these data sources. As highlighted in a
2017 ethical analysis [25] of the AFST commissioned by the County,
the people whose records are included in these databases may have
no way to opt out of this kind of data collection and surveillance.

We analyze the inclusion of three features directly related to dis-
ability status included in V2.1 of the AFST — an indicator variable
for whether the “victim child” has any behavioral health history
in the database, an indicator variable for whether the alleged “per-
petrator” has any behavioral health history in the database, and,
for a “parent” with a behavioral health history in the database, the
number of days since they were last seen in behavioral health ser-
vices (see [98, p. 4] for further discussion of these features). These
three features are the only variables from the behavioral health
data source with a non-zero weight in V2.1 of the AFST. However,
disability status may have a larger overall impact on the model
if other features in the model (like features related to eligibility
for public benefits programs, involvement with the criminal legal
system, or others) are proxies for disability status. Because of the
weights assigned to these three features in V2.1 and the binning
procedure used to convert probabilities to AFST scores, being asso-
ciated (through a referral) with people who have a disability and
access services related to those disabilities — as encoded through
these variables — can increase an individual’s AFST score by several
points. This finding, discussed further in our Appendix A.2, is not
just a theoretical possibility. In both the training data we reviewed
and the production data from 2021, we identified several examples
of individuals who had identical values for each feature consid-
ered by the model except for the indicator variable for whether
the alleged “perpetrator” had any behavioral health history in the
database. Among these matches, individuals with the behavioral
health indicator had scores 0-3 points higher than those without
the behavioral health indicator.

In addition, retraining the model with this behavioral health
data removed as a source of potential feature candidates produces
a model with a very similar AUC (see Table 2), raising the concern
that the inclusion of these features may have an adverse impact
without adding to the model’s “predictive accuracy” as defined by
the tool developers.

4.2.3 Discussion. Feature selection is one of many consequential
decisions with policy impacts in the design of algorithmic tools.
There are many different ways to perform feature selection, which
is often focused on ensuring that only those variables that allow
a model to perform best on a performance metric decided on by
the model’s developers are kept in the model [17, 53, 54]. One com-
mon approach for feature selection includes using some kind of
accuracy maximization as a lone heuristic for feature selection,
potentially based on a misplaced belief that there may be a single
most-accurate model for a given prediction task [13, 63]. How-
ever, emerging research has highlighted the prevalence of model
multiplicity — tasks or contexts where several different models
produce equivalent levels of accuracy while using different features
or architectures [13]. The development of the AFST was guided by
AUC-maximization [98], an imperfect measure of accuracy [59],
and one that is unable to meaningfully distinguish between models

with and without disability-related and juvenile probation-related
features. Given this model multiplicity in the context of the AFST,
deciding whether to include or exclude variables from the juvenile
probation system is fundamentally a policy choice. Even taking as
given a prioritization of some measure of accuracy in the model de-
velopment process, model multiplicity could allow tool developers
and designers to prioritize considerations beyond accuracy [13] —
including interpretability, opportunity for recourse, and fairness.

4.3 Marked in perpetuity
When algorithmic decision-making systems are deployed, impacted
communities are often left without concrete protections and ac-
tionable resources to respond to those systems and harms that may
stem from them [56]. Emerging literature focused on the concept
of algorithmic recourse [48, 55, 82] explores opportunities for indi-
viduals affected by algorithmic systems to contest and challenge
system outputs, potentially resulting in changes to the model’s
predictions or broader decision-making processes [15, 48, 78, 87].
In the context of the AFST, we examine recourse for call screeners
who act on the tool’s outputs and families who are evaluated by the
tool, focusing on whether these groups have the ability to be aware
of a risk score, understand the specific reasons and model features
that led to the risk score determination, and contest both the risk
score generated and the inputs to the model. We also explore the use
of “ever-in” features — which indicate whether someone involved
with a referral has ever been eligible for public benefits programs
or been affected by the racially biased criminal legal and policing
systems — through the lens of algorithmic recourse. We argue that
including these static features in the model is a policy choice with
serious impacts for families evaluated by the tool, including for
opportunities for recourse and contesting the tool’s predictions.
We explore racial disparities in the presence of these features and
examine whether “ever-in” features add “predictive value” as de-
fined by the tool’s creators. We find that the use of these features
compounds the impacts of systemic discrimination and forecloses
opportunities for meaningful recourse for families impacted by the
tool.

4.3.1 “Ever-in” features and implications for recourse. The AFST
includes several features that mark individuals or families in perpe-
tuity — we refer to these collectively as “ever-in” predictors, as they
are all defined in terms of a person ever having a record in a given
data system, and “ever-in” is also used by the tool designers to refer
to these features [98, 99]. These systems include whether a member
of the household has ever been in the Allegheny County Jail or ever
been in the Juvenile Probation system, as well as whether house-
hold members have ever been eligible for each of a range of public
benefits programs administered by Pennsylvania’s Department of
Human Services, including Temporary Assistance for Needy Fami-
lies (TANF) and SSI (see [98, 99] for details on these features). As
highlighted in Section 4.2, some public benefits features used in
earlier versions of the tool were excluded from this version of the
tool. Because they are immutable, these predictors have the effect
of casting permanent suspicion and offer no means of recourse for
families marked by these indicators. If a parent in the household
ever spent time in the Allegheny County Jail (regardless of the
charges or whether that charge resulted in a conviction) or was
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Model AUC

Baseline — AFST V2.1 0.739
No juvenile probation (JPO) variables 0.737
No behavioral health (BH) variables 0.735
No "ever-in" variables 0.737
No JPO, BH, or "ever-in" variables 0.730

Table 2: AUC generated by retraining the model using the
same procedure without juvenile probation (JPO), behavioral
health (BH) or "ever-in" variables. Removing each of these
sets of variables from the training data — or removing all
of them — reduces the AUC on the test data of the resulting
model by less than .01 in all cases.

ever eligible for public benefits (meaning they were enrolled in the
state’s managed Medicaid program, HealthChoices, whether or not
they then used the benefits), they are forever seen as riskier to their
children compared to parents whom these systems haven’t reached.

Data stemming from criminal justice and policing systems is
notoriously error-ridden and reflects the discriminatory practices
and racially disproportionate harms of those systems [60, 83]. Our
analysis of referrals from 2010 - 2014 showed that 27% of referrals
of households with at least one Black member were affected by the
“ever-in” Juvenile Probation predictor, compared to 9% of non-Black
referral-households. Similarly, 65% of Black referral-households in
the data were impacted by the “ever-in” jail indicator variable, com-
pared to 40% of non-Black referral-households. Examining the pub-
lic benefits features, we found that 97% of Black referral-households
in the data were impacted by at least one of the “ever-in” variables
coming from the public benefits data sources, compared to 80% of
non-Black referral-households. As is the case with the behavioral
health data discussed in the previous section, only families who
access or establish eligibility for public services are represented in
the public benefits data ingested by the AFST, meaning this data
also reflects the historic and ongoing oppression and racial discrim-
ination that contributes to higher rates of poverty for Black families
compared to non-Black families and the historical racism that has
shaped the benefits programs themselves [81, 86]. Public benefits
databases are also not immune to serious data errors. For example,
Colorado’s state public benefits database, which is used as a data
source for a similar predictive tool used by at least one child welfare
agency in Colorado [97], has suffered from systematic errors for
decades [42].

The use of these features in the AFST has the effect of creat-
ing an additional burden for families who have been impacted by
public data systems. This additional burden is imposed not after
political debate or an adversarial legal process, but quietly, through
the decision to encode membership in a County database with a 1
or 0, and the related decision to use that encoding in a predictive
model, despite a lack of demonstrable predictive benefit. When we
re-trained the model with the “ever-in” variables excluded from
the training data, we found that the baseline model had an AUC of
0.739, and the model without the “ever-in” variables had an AUC

of 0.737 (see Table 2), a difference of only .002. The overall effect
of this inclusion is compounded by the decision to aggregate risk
scores by taking the maximum score across all individuals on a
referral. Figure 3 shows that, as the number of people associated
with a referral increases, the likelihood that at least one of them
will have some history with the Allegheny County Jail and/or the
HealthChoices program increases as well, and this is especially
true for referrals associated with households who have at least one
Black member. Overall, using the testing data from the model devel-
opment process and the county’s “high-risk protocol” to measure
screen-ins that would have been recommended by the tool, we see
referrals where at least one of the associated household members
is Black (as recorded in the data) being recommended for screen-in
at systematically higher rates than non-Black referral-households,
and the disparity grows with the size of the referral (see Appendix
A.3 for more detail). For referrals containing five or more individual
records, 47.4% of Black referral-households are recommended for
screen-in compared to 30% of non-Black referral-households, for a
disparity of 17.4%. These disparities persist, but are reduced, after
removing the “ever-in” variables before training the model. For
instance, the racial disparity for referral-households with five or
more people drops to 15.6% under the model without the “ever-in”
predictors. We include additional detail and summaries in Appendix
A.3.

4.3.2 Recourse in deployment. The notion of algorithmic recourse
has been defined and operationalized in various ways, invoking
different aspects of an algorithmic system’s development and use
and focusing on different types of agency that recourse could afford
to individuals and groups affected by algorithmic systems [48, 78].
For example, some definitions suggest that algorithmic recourse
is just the ability for affected parties to receive explanations about
how an algorithm generated a particular output [48], while other
definitions suggest that recourse is the ability to not only know
how an algorithm reaches its decisions, but also to change decisions
stemming from an algorithmic system [100]. Through its use of
“ever-in” features, the AFST encodes a lack of recourse for families
who have been affected by the criminal legal system or who have
enrolled in public benefits programs.

We can also examine the context in which the tool operates to
understand potential algorithmic recourse for people impacted by
the AFST, including families and others who interact with the tool.
Prior research and reporting about the AFST has touched on many
elements of recourse related to the tool’s deployment. For example,
reporting about the AFST has highlighted how many affected fam-
ilies may be unaware that a predictive tool is even being used in
the child welfare system in Allegheny County [41], and even when
families do know a predictive tool is being used, emerging research
suggests they are concerned about the tool’s use and oversight, but
lack a clear avenue for their concerns to be addressed [94]. Recourse
for call screeners is also an important question; for instance, Cheng
et al. [18] found that some call screeners think families with previ-
ous system involvement are assigned higher risk scores than other
families, and to adjust for this perception, call screeners would
sometimes disregard the AFST’s risk assessment determination if
they thought that the principal reason for a family’s high risk score
was their socioeconomic status. By challenging the outputs of the
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Figure 3: As household sizes increase, the likelihood that at least one member of the household will have some history with
the Allegheny County Jail (ACJ), the HealthChoices program (HC), or juvenile probation (JPO) — as marked through “ever-in”
features — increases as well. Black households are more likely to have involvement with these systems.

AFST, child welfare workers reduced the racial disparity in screen-
in rates between Black and white children that would have resulted
from complete adherence to the algorithm by 11% [18]. Much of the
call screeners’ work of looking for the reasoning behind racially
and socioeconomically disparate risk score outputs from the AFST
model may be guesswork [49], as call screeners are not shown the
precise values of features that are used to generate scores.

5 LIMITATIONS
This work is one part of a large and growing body of work examin-
ing the design, deployment, and impacts of algorithmic tools. Our
analysis focused on a limited set of design decisions related to a
particular version of the AFST. To our knowledge, several of these
design decisions are still shaping the deployed version of the tool,
though we were only able to analyze the impacts of these decisions
for V2.1 of the tool. While we think this work provides a useful
case study with applications to predictive algorithms more broadly,
the nuances of our findings may not extend to the design of similar
predictive tools used in other contexts or to the use of different
algorithmic tools used in the child welfare system itself.

As with any algorithmic tool, examinations of the tool should
be holistic and should consider aspects of design and deployment
beyond those considered here, including evaluations of the version
of the AFST currently deployed, more detailed analyses examining
outcomes during tool deployment, and other evaluations covering
questions discussed in [18, 19, 26, 50] and other works. Future
work should further explore the specific issues we highlight here
and should consider similar questions in the context of structured
decision-making tools [7, 8, 34, 46] and other predictive tools used
in the child welfare system [90] and other contexts.

6 CONCLUSION
A 2017 ethical analysis of the AFST described “predictive risk mod-
eling tools” in general as “more accurate than any alternative” and
“more transparent than alternatives” [25, p. 4]. In its response to
this analysis, the County similarly called the AFST “more accurate”
and “inherently more transparent” than current decision-making
strategies [74, p. 2]. But when tools like the AFST are created with

arbitrary design decisions, give families no opportunity for recourse,
perpetuate racial bias, and score people who may have disabilities
as inherently “riskier,” this default assumption of the inherent ob-
jectivity of algorithmic tools — and the use of the tools altogether
— must seriously be called into question. Notwithstanding these
concerns, the AFST’s developers have continued to propose ad-
ditional use cases for these kinds of predictive tools that rely on
biased data sources. Similar tools created by largely the same team
of researchers that created the AFST have recently been deployed in
Douglas County, Colorado [97] and Los Angeles County, California
[73].

In contrast to debates about how to make algorithms that func-
tion in contexts marked by pervasive and entrenched discrimination
fair or accurate, Green [38] and Mohamed et al. [66] propose new
frameworks that focus instead on connecting our understanding
of algorithmic oppression to the broader social and economic con-
texts in which algorithms operate to evaluate whether algorithms
can actually be designed to promote justice [38, 66]. In the years
since the initial development of the AFST, impacted community
members and others who interact with the AFST have expressed
concerns about racial bias and suggested alternatives to the AFST,
including non-technical changes to the County’s practices such as
improving hiring and training conditions for workers, changes to
state laws that affect the child welfare system, and reimagining
relationships between community members and the agency [94].
As Sasha Costanza-Chock poses in her 2020 book Design Justice
[21], “why do we continue to design technologies that reproduce
existing systems of power inequality when it is so clear to so many
that we urgently need to dismantle those systems?”
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A EXTENDED ANALYSIS
In this section, we provide more detail on our methodology and
results for several parts of our analysis.

A.1 Section 4.1: Risky by association
A.1.1 Household Size by Race. In Section 4.1, we discuss the finding
that Black families that are represented in the testing data have, on
average, larger household sizes than non-Black families in the data.
In the testing data, the average household size for Black families is
2.61 and 2.01 for non-Black families. However, household size does
not explain the disparities in risk score distributions discussed in
Section 4.1. Black households are, on average, assigned higher risk
scores than non-Black households of the same size (see Figure 4).

A.1.2 The AFST’s Risk Score and Outcome Policies. In practice, the
AFST relates to both risk scores (derived from predictions from
the model) and outcomes (whether a child was removed from the
home within two years of a referral). To look at the intersection of
score aggregation policies and outcome measurements, we define
and analyze six different policies, representing different ways that
risk scores could have been communicated and different ways that
outcomes could have been measured. Table 3 summarizes these
policies and how scores and outcomes would be measured under
each policy for the hypothetical family discussed in Section 4.1.

In Table 1 of Section 4.1, we present a range of possible per-
formance results for the AFST using several metrics — including
the AUC, the Cross-AUC (see [47]), and the False Positive Rate —
evaluated using the test data. In Table 4 below, we present AUC and
Cross-AUC results for several of the policies. We exclude Policies 4
and 5, which assign households to one of three possible “protocols”
rather than producing a score between 1 and 20. For all AUC and
ROC computations, we use the predicted probabilities, not the risk
scores, following the convention used in [98]. Corresponding ROC
curves are included below (see Figure 5).

Table 5 presents false positive rates for each policy, breaking
down the results in Table 1 of Section 4.1. For the policies that use
ventile scores between 1 and 20, we consider a “positive” prediction
to be one with a score of 16 or higher (following the definition used
by Chouldechova et al. (2018) [20]), so we consider a false positive
to be an individual or household with an AFST score at or above 16
where a removal does not occur within two years. For the polices
that use protocols, a positive prediction is one classified as in the
“high-risk” protocol, so a false positive is a household marked as
“high-risk” where a removal does not occur within two years.

We see that false positive rates vary widely across policies, and
the false positive rate is higher for Black children/households than
for non-Black children/households across all of the policies. False
positive rates and racial disparities in the rates are lowest under
Policies 1 and 5, and highest under Policies 2 and 6. Policies 2 and 6
both assign one score for all children in the household and measure
outcomes at the individual level, which closely tracks with the
County’s policy in practice. For these policies, the false positive
rate for Black households is near 50% – meaning that across all
children in households with at least one Black child who were not
removed by the County within two years, half of the associated
households would have been marked as “high-risk.”
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Figure 4: Risk Score by Household Size and Race. On average, Black households are larger than non-Black households in the
data, and Black households receive higher risk scores than non-Black households of the same size under both score policies
that assign a single score to the entire household.

Policy How are risk scores communi-
cated?

How are outcomes measured? Meaning for example family described in
Section 4.1

Policy 1 Individual scores for each person
in the household

Individual outcomes measured for
each person

Each child in the household gets their
individually-generated risk score, and out-
comes are measured for each child

Policy 2 Each household is assigned one
score – the maximum score across
the household

Individual outcomes measured for
each person

Each child in the household gets the score of
18, the maximum score across all children, and
outcomes are measured for each child.

Policy 3 Each household is assigned one
score – the maximum score across
the household

Outcomes are measured at the
household level (e.g., was any child
on a referral removed from the
home within 2 years of that refer-
ral?)

The household gets the score of 18, the maxi-
mum score across all children, and outcomes
are measured at the household level.

Policy 4 Each household is assigned to a
"protocol" using the procedure in
place in Allegheny County

Individual outcomes measured for
each person

Each child in the household is assigned to the
“high-risk protocol,” because there is a score
of 18 or higher in the household and there is at
least one child younger than 16 in the household,
and outcomes are measured for each child.

Policy 5 Each household is assigned to a
"protocol" using the procedure in
place in Allegheny County

Outcomes are measured at the
household level (e.g., was any child
on a referral removed from the
home within 2 years of that refer-
ral?)

The household is assigned to the “high risk pro-
tocol,” because there is a score of 18 or higher
in the household and there is at least one child
younger than 16 in the household, and outcomes
are measured at the household level.

Policy 6 Each child in the household gets
the score assigned to the “victim
child” (taking the maximum score
if there are multiple)

Individual outcomes measured for
each person

Each child in the household gets the score of
15, the score of the “victim child,” and outcomes
are measured at the individual level.

Table 3: Possible AFST Risk Score and Outcome Policies Analyzed. Each row represents a possible combination of risk score
aggregation (e.g., assigning individual scores vs. household scores) and outcome measurement (e.g., measuring individual
outcomes vs. household outcomes) that could have been used for presenting AFST scores to call screeners and measuring the
tool’s performance.
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Policy “Traditional”
AUC (Overall)

“Traditional” AUC
for Black people

“Traditional” AUC for
non-Black people

xAUC for Black
people

xAUC for non-
Black people

Policy 1 .739 .742 .731 .703 .767
Policy 2 .679 .668 .673 .566 .766
Policy 3 .733 .739 .699 .621 .800
Policy 6 .679 .670 .672 .580 .754

Table 4: Area Under the Curve Results on Test Data Using Different Score and Outcome Policies.

Figure 5: ROC Curve Using Different Score and Outcome Policies.

Policy Overall FPR FPR for Black
people

FPR for non-
Black people

Policy 1: Individual Scores, Individual Outcomes .21 .22 .19
Policy 2: Max. Household Score, Individual Outcomes .44 .51 .37
Policy 3: Max. Household Score, Household Outcome .37 .43 .33
Policy 4: Household Protocol, Individual Outcomes .26 .32 .21
Policy 5: Household Protocol, Household Outcome .20 .23 .17
Policy 6: Max. Victim Score, Individual Outcome .42 .49 .36

Table 5: False Positive Rates on Test Data Using Different Score and Outcome Policies, Overall and Grouped by Race.

A.2 Section 4.2: The more data the better
A.2.1 Disability-related features in the AFST. In Section 4.2, we
discuss three weighted features in the AFST V2.1 that come from
the behavioral health (BH) data source used to develop the AFST
and that potentially relate to disability status. We highlight that
the presence of these three behavioral-health related features can
increase an AFST score up to four points. Here, we outline a demon-
strative example of this finding. Relevant here, in the development
report for AFST V2, the developers wrote that “the variable value
is zero if the underlying data required to calculate the variable is
missing.” [98, p. 16].

We can decompose the model for the AFST V2.1 – LASSO lo-
gistic regression – using the logistic function. Namely, given 𝑋 =

(𝑋1, . . . , 𝑋𝑝 ) ∈ R𝑝 representing the 𝑝 features in the model, a pre-
dicted probability 𝑝 (𝑋 ) can be decomposed into:

𝑝 (𝑋 ) = 𝑒𝛽0+𝛽1𝑋1+···+𝛽𝑛𝑋𝑝

1 + 𝑒𝛽0+𝛽1𝑋1+···+𝛽𝑝𝑋𝑝

Let

𝑀 =

𝑝−3∑︁
𝑖=1

𝛽𝑖𝑋𝑖

for all of the 𝑋𝑖 that are not behavioral health features in the
AFST V2.1, and let:

• 𝑋𝑣 represent the indicator feature for whether the “victim
child” has any behavioral health history in the database (note
that this variable equals 1 if there is no behavioral health
history for this person and 0 otherwise; see [98, p. 20])

1306



FAccT ’23, June 12–15, 2023, Chicago, IL, USA Gerchick et al.

• 𝑋𝑎 represent the indicator feature for whether the alleged
“perpetrator” has any behavioral health history in the data-
base (note that this variable equals 1 if there is no behavioral
health history for this person and 0 otherwise; see [98, p. 20])

• 𝑋𝑑 represent the feature for the number of days since a
parent on the referral was last seen in behavioral health
services

Then we have:

𝑝 (𝑋 ) = 𝑒𝛽0+𝛽𝑣𝑋𝑣+𝛽𝑎𝑋𝑎+𝛽𝑑𝑋𝑑+𝑀

1 + 𝑒𝛽0+𝛽𝑣𝑋𝑣+𝛽𝑎𝑋𝑎+𝛽𝑑𝑋𝑑+𝑀

Consider a referral where the alleged perpetrator and the alleged
victim both have a behavioral health history in County records (so
𝑋𝑣 = 0, 𝑋𝑎 = 0) and one of the parents has a record in the County’s
systems of using the behavioral health services (so 𝑋𝑑 > 0). For this
demonstrative example, let the value of 𝑋𝑑 be the mean value of
𝑋𝑑 for people with 𝑋𝑑 > 0 in our data (i.e., the average number
of days since a parent was last seen in behavioral health services
for parents who have a non-zero record of using these services).
Plugging in the intercept and the weights associated with these
features, we have:

𝑝 (𝑋 ) = 𝑒−3.157062+𝑀

1 + 𝑒−3.157062+𝑀
(1)

Now consider a hypothetical referral where neither the alleged
perpetrator nor the alleged victim have a behavioral health his-
tory in County records, and where neither parent has a record
in the County’s system of using behavioral health services (so
𝑋𝑣 = 1, 𝑋𝑎 = 1, 𝑋𝑑 = 0). Then we have that:

𝑝 (𝑋 ) = 𝑒−3.397846+𝑀

1 + 𝑒−3.397846+𝑀
(2)

In Figure 6, we compare these two equations as functions of𝑀 .
In Figure 7, we layer on the binning function that converts predicted
probabilities into risk scores, to see what the effect of having these
behavioral health features is on one’s AFST score.

As highlighted by the dashed lines in Figure 7, having the values
of the features described in the former example (where people on
the referral have records of behavioral health history and service
usage) can lead to an individual AFST score being up to four points
higher than the AFST score for an otherwise-identical individual.
In Section 4.2, we note that there were examples from the data
we were provided of real families with this kind of circumstance –
where they had identical feature values for all features not from the
behavioral health sources, some variation in one of the behavioral
health features, and different AFST scores.

A.2.2 Risk Ratio Calculation. In Section 4.2, we mention how one
of the concerns with including variables from the criminal legal
system in the model used for the AFST is that Black people are
disproportionately represented in these variables. In this section,

Figure 6: Equation (1) in blue and equation (2) in black as
a function of𝑀 , showing that for hypothetical individuals
with the same feature values except for the behavioral health
variables, the person with values for the behavioral health
features indicating behavioral health history and service
usage could receive a higher predicted probability under the
AFST V2.1.

Figure 7: Figure 6 with the binning function used to convert
probabilities to risk scores layered onto each equation. The
dotted black line demonstrates one value of𝑀 for which two
hypothetical individuals with the exact same feature values
except for the behavioral health features would have a score
differential of four.

we explain our methodology for determining which, if any, of the
variables provided to us in the data given by the County were
racially disparate.

To determine which variables were racially disparate, we first
calculated an incidence ratio for Black and white people associated
with each feature in the dataset. In this context, an incidence ratio
takes the number of individuals of a given race with the specified
condition and divides that number by the total number of people of
that given race. For instance, the incidence ratio for the prevalence
of Black individuals with a parent/guardian who was in juvenile
probation at the time of the referral would take the number of
Black individuals with parents/guardians in juvenile probation at
the time of the referral and divide this by the total number of Black
individuals in the dataset. We then divided the incidence ratio for
Black individuals by the incidence ratio for that particular variable
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for white individuals to get the risk ratio. If the risk ratio was greater
than one, that meant that Black individuals were more likely to
be represented in the given variable than their white counterparts.
The formula we used to generate the risk ratios is as follows:

Number of Black individuals with specified condition
Total Number of Black individuals

Number of white individuals with specified condition
Total Number of white individuals

As an example, the risk ratio for the feature associated with
the variable indicating whether the alleged victim was in juvenile
probation at the time of the referral would be calculated using the
following formula:

Number of Black individuals with JPO_NOW_VICT_SELF == 1
Total Number of Black individuals

Number of white individuals with JPO_NOW_VICT_SELF == 1
Total Number of of white individuals

In general, the variables that had the highest risk rations were
the juvenile probation (JPO) variables.

A.2.3 Interpretability and Variable Importance. In our analysis of
the dataset, one of the things that we wanted to understand was
how to examine the features of the model – and coefficients asso-
ciated with those features – in relation to one another. The scales
of features in the dataset span from features on a binary scale to
features on a scale of tens or hundreds, potentially hindering inter-
pretation of the model coefficients. The county did not standardize
the variables before training the model, and though this decision
may have hindered interpretability of the coefficients, this decision
had no impact on the features selected by the model or the model’s
predictions, because the R implementation used by the County
standardized features by default.

For our exploration and feature analysis, we re-trained the model
with normalized features to get a better understanding of how to
interpret the outputs of the model and the weights generated by
the model. This normalization process resulted in a change in the
interpretation of the coefficients for many of the variables. After
standardization, the coefficients of the normalized model could
be interpreted as follows: a one standard deviation increase in 𝑋

variable will increase or decrease the estimate of the odds that
a child would be placed in foster care in the next 730 days by
𝑋 amount. This normalization aided our interpretability of the
model as we performed our exploratory data analysis of the tool.
Because of the normalization, the values of several of the coefficients
changed, including those associated with the Juvenile Probation
(JPO) variables and some of the variables related to individual
characteristics of the alleged perpetrator and victim.

A.3 Section 4.3: Marked in Perpetuity
In Section 4.3, we discussed how we removed “ever-in” variables
that came from the jail, juvenile probation, and HealthChoices data
sources from the training data before fitting the “no ever-in” model.
Not all of the variables from these sources had non-zero weights in
the baseline model, but we removed all of them from the training
data prior to re-fitting.

We look at the impacts of including or excluding the “ever-in”
variables in terms of hypothetical screen-in disparities, using the

testing data from themodel development process to measure screen-
ins that would have been recommended by the tool. But these
disparities are sensitive not only to the inclusion of the variables
when training the model, but also to the household aggregation
policy applied on top of the raw scores.

We first look at using the maximum of alleged victim scores with
a threshold of 16 or higher to define “high-risk.” The model without
“ever-in” variables would have labelled referrals as “high-risk” more
frequently, which primarily affects non-Black referral-households.
This result has the overall effect of slightly reducing racial dispari-
ties in the percentage of referral-households that would have been
labelled as high risk (see Table 6). We note that the decision to bin
scores by ventile before any policy is applied constrains the overall
variation in high score rates for any model, effectively guaranteeing
that a certain proportion of referrals will be labeled high-risk.

Model Pct. Black Pct. Non-Black Disparity
Baseline 0.511 0.363 0.148

No ever-in 0.516 0.372 0.144

Table 6: Percent of referral-households in testing data with
maximum of the alleged victims’ scores of 16 or higher for
models with and without “ever-in” variables.

Applying the county’s high-risk protocol — which, among other
things, takes the maximum of all scores on the referral, rather
than just considering the alleged victim scores — to the same data
increases the difference in observed disparities between the models,
again driven by the model without “ever-in” variables placing more
of the screen-in burden on non-Black referral-households (see Table
7).

Model Pct. Black Pct. Non-Black Disparity
Baseline 0.330 0.201 0.129
No ever-in 0.330 0.210 0.121

Table 7: Percent of referral-households in testing data la-
belled as “high-risk” under County risk protocols for models
with and without “ever-in” variables.

These disparities are sensitive to household size; Figure 8 con-
tains a full breakdown.

A.4 Model Replication Process
In order to measure and evaluate the impacts of specific data pro-
cessing and modeling decisions in the development of the AFST,
we considered an alternative to the decision that was made and fit a
secondary model, then compared predictions from the two models
on the test partition of the training data provided to us. In order to
isolate the effects of the decision in question, we sought to replicate
the other steps of model fitting as closely as possible.

To test how closely we had replicated the other model steps,
we first used our model fitting scripts without altering any input
decisions to see if we ended up with the same model as the county.
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Figure 8: Hypothetical racial disparities in screen-in rates
by household size, with and without “ever-in” variables in
the model. Higher numbers indicate greater disparities in
hypothetical screen-in rates, subtracting the hypothetical
screen-in rate for non-Black referral-households from the
hypothetical screen-in rate for Black referral-households.

From the county, we received training data which was parti-
tioned into “train", “test", and “screen out" partitions. The train
partition was further split into the 10 folds that the implementers
used for cross-validation. We also received:

• A codebook with variable names and associated model coef-
ficients for two versions of the ASFT LASSO model, labeled
“lasso v1" and “lasso v2" (the county frequently refers to the
“lasso v1" model as "AFST V2". To reduce confusion, in this pa-
per we’ve referred to the lasso v1 and lasso v2, respectively,
as “AFST V2" and “AFST V2.1"). The codebook describes
more than 700 different variables, all of which matched col-
umn names in the referral data we received. The referral
data includes some additional variables that are not used
in the model, including variables related to the race of the
different members of the household.

• A coefficient table containing model coefficient values for
each variable in the model. These coefficients matched those
reported as “lasso v2" in the codebook.

• A predictions table, which, for each row in the training data,
contains a raw score as well as the “risk category" calculated
by first binning the raw scores into 20 equal-sized bins.

• The scripts used to generate the coefficient table and the
predictions table

We first confirmed that the coefficients in the coefficient table
matched those reported in the codebook.We confirming our replica-
tion model had non-zero coefficients for exactly the same number of
coefficients as in the codebook for the “lasso v2" model and that the
coefficient values we calculated were within 10−15 of the coefficient
values in the codebook. We then repeated the same comparisons
with the values in the coefficient table, with similar success.

The R scripts we received use 10-fold cross validation to compare
a range of candidate values for the 𝜆 regularization parameter, and
select the largest value of 𝜆 for which the cross-validated estimate
of AUC is within one standard error of the overall maximum [93].
We wrote code that would perform the same search, in a way that
made it easier to provide alternate model specifications. We first
applied our modeling code to the same set of features that were

included in V2.1 of the model. We output the coefficient values
of the resulting model, as well as raw and binned predictions. We
compared the calculated coefficients to both the codebook and the
coefficient table and confirmed that we got the same coefficients
(to account for numerical precision issues, here we allowed for
differences 10 to the negative 15th). Similarly, we confirmed that
the replicated model produced the same raw predictions as ASFT
V2.1 (once again, within one quadrillionth). Finally, we confirmed
that both models output the same binned “risk level” for each record
– here we had to be careful to exactly replicate the original method
of rounding the scores when creating the risk bins, but not rounding
scores when assigning them to bins – in order to exactly match the
data we received from the county. We refer to this entire procedure,
from the parameter search through defining and assigning bins, as
“model fitting.”

Note: In order to exactly replicate the model coefficients we had
received from the county, we hard-coded the sequence of 𝜆 values
used as candidates during the cross-validation search, rather than
relying on the software defaults to generate a suitable sequence.
However, we re-fit the alternate models using the software defaults
to generate the candidate 𝜆 sequence, and the change did not alter
any of our reported results.

Having convinced ourselves that we had successfully replicated
the model fitting procedure described in the materials we received
from the county, we proceeded to apply the procedure with dif-
ferent model specifications. In addition to the LASSO model co-
efficients, the codebook we received from the county includes an
originating data source for each variable in the training data, de-
scribing the following data sources: Allegheny County Jail; Behav-
ioral Health; Birth Record; Census; Child Welfare; Data Warehouse;
HealthChoices; Juvenile Probation; Public Benefits. The different
model specifications were:

• No JPO: For the “No JPO” version of the model, we removed
any predictors from the “Juvenile Probation” dataset.

• No “ever-in:” We relied on regular expression searches of
both the variable names and the variable descriptions to
identify “ever-in” variables, which included eligibility status
for the HealthChoices program as well as indicator variables
for having been in the Allegheny County Jail or the Juvenile
Probation system.

• No Behavioral Health variables: For the model without be-
havioral health variables, we removed predictors with “Be-
havioral Health” as the data source.

B DATA USE AGREEMENT
In connection with the data used in this analysis, we signed a
Data Sharing Agreement with the Allegheny County, Pennsylva-
nia Department of Human Services. The Data Sharing Agreement
governed procedures for using and handling the data and included
a requirement that we give Allegheny County an opportunity to
review our findings before publication. A redacted version of this
Data Sharing Agreement can be made available upon request.
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C MODEL CARD FOR THE AFST
This model card is intended to be a non-exhaustive summary of some
key aspects of the AFST. It was created using publicly available infor-
mation by individuals at the American Civil Liberties Union (ACLU)
and Human Rights Data Analysis Group (HRDAG) in connection with
an algorithmic audit of the AFST. This model card has not been vali-
dated by Allegheny County. Last updated May 10, 2023.

Model Summary: The Allegheny County Screening Tool (AFST)
is an algorithmic decision-making tool designed by researchers
working with the Allegheny County Department of Human Ser-
vices (DHS). The tool is used to inform responses to to calls to the
County’s child welfare agency about alleged child neglect.

Model Details. Basic information about the model.
• Organization developing themodel:A team of researchers
(see full list here), and Allegheny County DHS.

• Model date(s) and version(s): V1 Deployment: August
2016; V2 Deployment: December 2018; V3 Deployment: 2022.
We do not discuss V3 in-depth, since there is no public report
about V3 available as of writing.

• Model type: V1: Regression model, V2: LASSO Logistic
Regression

• Paper or other resource from the tool creators formore
information:
– V1 Development Report (Published April 2017)
– V2 Development Report (Published April 2019)
– AFST Packet Created by Allegheny County

Training Data. Details on the data used to develop the model.
• V1 Data description: The model was developed using data
from DHS’s integrated data warehouse, consisting of data
from various agencies in the county. See DHS Data Ware-
house Report for more info.

• V1 Outcome definition: Tool developers wanted to design
the model to “determine which reports of maltreatment in-
volve childrenwho are at greatest risk of: (1) future abuse and
neglect, (2) future involvement with child protective services,
and/or (3) future critical incidents (i.e., near-fatalities and
fatalities)” (V1 Development Report, pg. 8). They ultimately
chose to build a model using two outcomes: 1) Re-referral
(when a call to the hotline about a child was initially screened
out but another call about the same child is received within
two years), and 2) Placement (when a call to the hotline about
a child is screened in and ultimately results in the child being
placed in foster care within two years).

• V2 Data description: V2 used similar data as V1. Some of
the data had changed between the development of V1 and
V2, so some features that were used in V1 were not used in
V2 and vice versa (See V2 Report, pg. 3).

• V2 Outcome definition: In V2, the developers got rid of the
re-referral model fromV1 because it “did not have strong face
validity” (See V2 Report, pg. 3) In V2, the developers built
only one model, to estimate the likelihood that a child would
be removed from their home within two years following a
referral.

Training Process. Details on the model development process.
• V1: The developers conducted feature selection using the
full training data set and then built the model using a 70/30
training/testing split. They explored non-parametric meth-
ods, including decision-trees, naïve bayes, random forest,
adaptive boosting, and others, and ultimately selected a re-
gression model.

• V2: While not explictly stated, the V2 Report implies that
feature selectionwas performed throughmodel building. The
developers state they considered XG-BOOST, Random Forest,
and SVM and ultimately chose LASSO logistic regression.

Validation Metrics. Metrics used to measure model performance.
• V1 Performance measure(s) and results: The developers
used Area Under the Curve (AUC) overall and broken down
by race. As discussed in Chouldechova et al. (2018), they
made mistakes in these calculations that led to an improperly
inflated AUC. They also evaluated the tool using external
hospital data; see V1 Report for more info and specific results.

• V2 Performance measure(s) and results: AUC, calibra-
tion (referred to as “Rates of Placement Outcomes”), Positive
Predictive Value (PPV) and True Positive Rate (TPR) and
several other metrics were used. See V2 Report for more info
and specific results.

Post-Deployment Evaluations. Audits and evaluations. There
have been several external analyses of the AFST, including but not
limited to:

• Eubanks (2018), examining issues with the tool’s input data
and deployment as part of the book Automating Inequality

• Cheng et al. (2022), finding that call screening workers’
interventions reduce racial disparities in screen-in rates com-
pared to disparities that would result from strict adherence
to algorithmic recommendations

• DeArteaga et al. (2020), studying a technical glitch in the
deployment of the AFST that led to improperly calculated
risk scores

• Kawakami et al. (2022) and Kawakami et al. (2022), ex-
ploring call screening workers’ interpretations of and inter-
actions with the AFST

• Wang et al. (2022), discussing several issues with the AFST
— including related to target-construct mismatch, distribu-
tion shift, lack of contestability, and disparate performance
— in a broader analysis of predictive tools

• Gerchick et al. (2023), evaluating how design decisions in
the development of the AFST function as policy decisions
and have policy impacts (Note: this model card was created
as part of this analysis)
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