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ABSTRACT
Algorithmic audits are increasingly used to hold people accountable
for the algorithms they implement. However, much work remains
to integrate ethical and legal evaluations of how algorithms are
used into audits. In this paper, we present a sociotechnical audit
to help external stakeholders evaluate the ethics and legality of
police use of facial recognition technology. We developed this audit
for the specific legal context of England and Wales, and to bring
attention to broader concerns such as whether police consult af-
fected communities and comply with human rights law. To design
this audit, we compiled ethical and legal standards for governing
facial recognition, based on existing literature and feedback from
academia, government, civil society, and police organizations. We
then applied the resulting audit tool to three facial recognition de-
ployments by police forces in the UK and found that all three failed
to meet these standards. Developing this audit helps us provide
insights to researchers in designing their own sociotechnical audits,
specifically how audits shift power, how to make audits context-
specific, how audits reveal what is not transparent, and how audits
lead to accountability.

CCS CONCEPTS
• Social and professional topics → Surveillance; Technology
audits; • Security and privacy → Human and societal aspects
of security and privacy.
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1 INTRODUCTION
With the growing adoption of technology, algorithmic audits are
increasingly used to hold people accountable for the algorithms
they implement. Journalists, regulators, academics, and others have
used audits to analyze the biased outcomes of algorithmic systems.
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Algorithms can reflect and perpetuate existing power dynamics in
society, and audits help interrogate and understand these dynam-
ics [65]. For example, the Gender Shades audit revealed how facial
analysis algorithms fail to recognize dark-skinned individuals [21],
which points to structures that render Black people invisible in
society [13].

Algorithmic audits have exposed biased outcomes in a variety
of domains including criminal justice [6, 40, 89], tenant screen-
ing [56, 83], healthcare [31, 72], and online advertising [57, 92].
Many audits have helped hold decision-makers responsible for the
impacts of algorithms, motivating moratoriums [50], lawsuits [91],
and regulation on the use of technology [87].

Although audit studies have had significant impact, there re-
mains much work to integrate ethical and legal evaluation into
audits. As the FAccT community has shown, understanding al-
gorithmic power requires understanding the power structures in
which algorithmic systems operate [12, 18, 55, 58, 76, 81, 85, 98].
Broadening the scope and impact of algorithmic audits by consid-
ering ethical and legal issues is challenging. Consider, for example,
whether the use of an algorithm complies with data privacy law
or human rights law. Such work has to be anchored in different
legal jurisdictions and traditions. The same can hold for important
ethical principles of fairness, transparency, and accountability. For
example, do the developers of an algorithm engage with affected
communities for feedback, or are they held accountable if people
are harmed? Such questions are often highly dependent on the
context or the type of system being audited.

In this paper, we present an external audit that evaluates the
ethics and legality of police use of facial recognition technology
(FRT) in England and Wales. In the debate on facial recognition,
there has been much attention on algorithmic bias. Part of the chal-
lenge motivating our work was that even so-called bias-free facial
recognition tools can still be used in ways that harm and discrim-
inate against marginalized communities [4, 17, 36]. As a tool of
surveillance, FRT can pose threats to privacy, the right to protest,
and other civil liberties, especially in the U.S. and UK for Black bod-
ies [19]. Thus, how FRT is used has broad implications for equality
and accountability that go far beyond notions of algorithmic bias.

Our audit scorecard (Section 5) establishes a set of ethical and
legal standards for governing FRT. We developed this audit using
existing research literature and soliciting input from academia, gov-
ernment, civil society, and police organizations. The audit evaluates
(1) how police show compliance with the law, (2) how reliably FRT
performs in practice, (3) how the use of FRT shifts police decisions,
and (4) how much expertise and oversight exists over police use
of the technology. By addressing such questions, our audit helps
anchor police use of FRT in a much larger sociotechnical context
and helps people examine the politics, ethics, and legality of FRT.
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We applied our audit to three cases of FRT deployments in the
real world (Section 6). The first was the Bridges court case. From
2017 to 2019, SouthWales Police conducted operational trial deploy-
ments of live FRT, which were later ruled unlawful in R (Bridges) v.
Chief Constable of South Wales Police. The second was the London
Metropolitan Police Service’s operational trial deployments of live
FRT from 2016 to 2019. The third was South Wales Police’s three-
month operational trial of FRT using a mobile phone application
from 2021 to 2022. We found that these three deployments failed to
meet the ethical and legal standards that we compiled in the audit.

While we aimed to evaluate how FRT was being used with this
sociotechnical audit, performing well on the audit does not green-
light the use of FRT. Rather, the audit helps reveal the risks of
FRT, evaluate legal compliance, and advance policy and oversight
options that help redress real harms that people experience.

Our contribution with this paper is two-fold: we demonstrate
our specific audit tool, and also distill key insights for how to design
sociotechnical audits more generally (Section 7). In particular, we
discuss how audits shift power, how to make audits context-specific,
how audits reveal what is not transparent, and how audits lead
to accountability. Our work can help expose societal harms and
improve accountability in how algorithmic systems are used.

2 BACKGROUND
2.1 Key Definitions
An audit is a tool for analysis or inspection, often to evaluate the
compliance of a system with respect to predefined standards [1, 65,
79]. The audit that we present here evaluates the sociotechnical
system of police use of facial recognition technology in England and
Wales. The term sociotechnical refers to the interactions between
people and technology [27].

Facial recognition technology refers to a digital tool used to per-
form tasks on images or videos of human faces [22]. This audit
extends to all types of face identification or one-to-many facial
recognition tools. Here, a facial image or probe image is first cap-
tured and then compared with a database or watchlist of known
facial images in order to determine if there is a match. One type
of face identification technology is live FRT, where images, such
as from a live camera feed, are compared to the watchlist in real
time. In contrast, retrospective FRT involves images, such as from
surveillance camera footage, being compared to the watchlist at a
later point in time. Finally, mobile phone or operator initiated FRT
refers to when images, captured using a mobile phone, are com-
pared to the watchlist in near real time. Details of FRT performance
metrics in the context of policing are available [75].

Our audit evaluates police use of FRT with respect to legal and
ethical standards. Legality is defined as compliance with the law in
England and Wales. Currently, there is no explicit legal basis for
police use of FRT in the UK. Thus, legal standards in the audit are
primarily informed by the Human Rights Act 1998, the Equality
Act 2010, and the Data Protection Act 2018, which are relevant as
FRT interferes with rights protected by these acts.

We use the term ethics to encapsulate the principles of fairness,
transparency, and accountability. We refer to fairness as the elimi-
nation of the discriminatory effects of police use of FRT on people.
Transparency is the quality of police being open about their use

of FRT in a complete, understandable, and accessible manner. Ac-
countability refers to the state of the police being responsible or
answerable to the public for the societal impacts of their use of FRT.

2.2 Harms of Police Use of Facial Recognition
Police often advocate for the adoption of FRT to help address crime
and identify vulnerable, missing, or wanted individuals. However,
the use of FRT can pose serious threats to fundamental rights and
disproportionately impact marginalized groups.

FRT interferes with the rights to privacy and data protection
through the use of personal data, often without people’s knowledge
or consent. Police use of this technology also impacts the rights
to free expression and assembly. FRT surveillance can inhibit our
ability to express ideas and generate a "chilling effect" where people
withhold from exercising their rights, such as the right to protest,
out of fear of the consequences [45].

FRT adoption also has serious implications for equality. Histori-
cally, surveillance systems have been used to monitor marginalized
groups [13, 19]. Police use of these systems can perpetuate dispro-
portionate policing practices that often target Black and low-income
communities in the UK [11, 39, 64, 101]. Additionally, studies have
shown that FRT disproportionately misidentifies women, people of
color, and people with disabilities [21, 23]. An incorrect identifica-
tion can lead to unwarranted police intrusions (e.g., fingerprinting,
stop and search, or wrongful arrest). While reducing the bias in
FRT may mitigate some harms, it does not eliminate the harms that
come from its discriminatory use and impact on human rights.

Moreover, police use of FRT can perpetuate existing harms
within the criminal justice system. Historically, there have been
historical issues of racism, misogyny, and over-policing of marginal-
ized communities in the UK that continue today [3, 53, 61, 62, 84].
While surveillance systems such as FRT are often justified as tools
for security, they can threaten the safety of vulnerable communi-
ties [63]. Instead of using FRT surveillance to address crime, many
people advocate for addressing underlying inequities and investing
in education, housing, and community welfare [13, 33, 34, 97].

2.3 Related Work
Below we discuss related frameworks for assessing algorithmic
systems, highlighting examples of research on FRT.

Algorithmic systems can perpetuate existing systems of oppres-
sion that cause real-world harm in society. Audits are powerful
tools to help understand these harms and hold entities account-
able [20, 96]. A technical audit evaluates the technical elements
(e.g., the outputs) of an algorithmic system to reveal harmful be-
havior [9]. Technical audits have exposed bias and discrimination
in search [71], recommendation [43], and language processing [86].
In computer vision, several audits show that FRT discriminates on
the basis of race and gender [10, 21, 59].

Taking a sociotechnical view, an audit can also examine the
interplay between people and the algorithm [60]. For example, the
Gender Shades technical audit was followed by a sociotechnical
audit of how public pressure influenced companies to address bias
in their FRT systems [77].

A sociotechnical audit evaluates the human and technical
elements of an algorithmic system to uncover harms [60]. Some
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sociotechnical audits ask important questions about how people
are impacted by algorithmic systems [52, 58]. Others evaluate users’
experiences of algorithms in particular domains like online services
and advertising [60, 68]. Sociotechnical audits can also integrate
ethical and legal standards [1, 35]. In the U.S. context, researchers
developed a scorecard with criteria on the ethics and legality of law
enforcement use of FRT [46]. Such criteria are highly dependent on
the context and jurisdiction in which FRT is used. To the best of our
knowledge, there is no set of ethical and legal criteria developed
to externally evaluate police FRT deployments in the UK, and our
audit helps fill this gap.

Typically, audits are conducted after the implementation of an
algorithmic system. Audits complement impact assessments that
analyze the possible consequences of an algorithmic system, usually
before implementation [1, 66, 95]. While impact assessments are
often executed internally, audits like ours can help provide outsider
oversight and actual accountability [80].

3 MOTIVATION
Researchers in algorithmic auditing suggest that the purpose of
an audit is to reveal blind spots rather than to authorize the use
of a technology [78]. Thus, performing well on this audit does not
green-light FRT adoption nor carry enough weight to overturn
an existing moratorium. Rather, the audit can help assess whether
ethical and legal standards to mitigate harm are met.

Our audit can reveal deficiencies such as an inadequate legal
basis, lack of community oversight, or discriminatory use of FRT.
The audit could also help evaluate legal compliance. The audit
is contextualized for the England and Wales jurisdiction and is
informed by the Human Rights Act 1998, the Equality Act 2010,
the Data Protection Act 2018, and national guidance from the UK
government. Satisfying the audit does not mean that the police
comply with the law. Rather, the audit points to legal risks that
need to be considered. Finally, the audit can inform policy, advocacy,
and oversight on the use of FRT and lead to greater accountability.

For the audit to be meaningful, it should be administered by an
entity independent of the police. Auditor independence is crucial to
mitigate conflicts of interest that could yield biased audit results [67,
80]. Key external stakeholders who might administer this audit or
use the findings include:

• Regulatory bodies can use the audit to monitor and enforce
the law for police use of FRT, administer inspections into
how police are using FRT, and provide national guidance.

• Oversight bodies can use the audit to administer inspec-
tions into how police are using FRT, provide ethics scrutiny
on the use of FRT, and improve public understanding of FRT.

• Policymakers can use the audit to inform debates, inquiries,
and legislation on police use of FRT.

• Civil society can use the audit to campaign for policies,
pursue strategic litigation that challenges police use of FRT,
and provide expert evidence on FRT to government bodies.

• The public, especially impacted individuals or parties acting
on their behalf, can use the audit to understand how police
are using FRT and seek remedy for any resulting harm.

The audit can be conducted after a police force’s FRT deploy-
ment(s). Any evaluation using this audit should be based on infor-
mation that is known and accessible to the public. This helps to
assess how transparent police forces are with the public. Addition-
ally, publishing key audit results can mobilize change in whether
and how police implement FRT [67]. We discuss the limitations of
disclosing audit results in Section 8.

4 METHODOLOGY
To construct this audit, we translated high-level principles of ethics
and legality into what they mean for practice within the context of
police use of FRT in England and Wales. As described in Section 2.1,
we define ethics by the principles of fairness, transparency, and
accountability and legality as compliance with the law in England
and Wales. When designing audit questions, we followed standards
in social science survey research [8, 24, 70]. Here, we detail how
we used various sources to move from principles to practice and
trace an example audit question to illustrate this process.

We began with what ethics and legality mean in the general
context of public sector use of data and artificial intelligence (AI)
systems. Here, we used frameworks developed by the UK govern-
ment that reflect the types of questions the government expects
public agencies including police forces to answer. Specifically, we
used the Data Ethics Framework [25], the Guide to Using AI in the
Public Sector [26], and the Algorithmic Transparency Standard [38].
By consolidating and grouping questions from these sources, we
arrived at an initial draft of the audit. For example, based on the
Data Ethics Framework, one audit question was: “What are the
governance mechanisms that enable domain experts to challenge
the FRT project?”

We then adapted this initial draft to the specific context of police
use of FRT in England and Wales using existing research literature.
We drew on documents focused on FRT, surveillance, personal data,
and policing technologies. We revised the general audit questions
based on documents from various perspectives:

• Users: We examined documents on FRT developed by po-
lice forces in England and Wales to understand the current
landscape and gaps in how police are using the technology.

• Courts: We drew on legal challenges to police use of FRT
and related court cases to gather perspectives from courts
that interpret the laws.

• Legislators:We used reports developed by UK legislative
committees on policing technologies.

• Regulators: We incorporated guidance developed by UK
regulatory bodies on FRT and data protection.

• Academia: We drew on academic evaluations of police use
of FRT in England and Wales to understand known ethical
and legal issues that have arisen in past FRT deployments.

• Advisors: We leveraged resources on data and AI usage de-
veloped by oversight and advisory bodies such as local ethics
committees, professional bodies, and government entities.

• Auditors: We examined evaluations conducted by algorith-
mic auditors to test the performance of FRT systems.

• Civil society:We used resources on FRT and AI governance
developed by civil society groups focused on protecting pri-
vacy, human rights, and civil liberties in the digital age.
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Details of the specific sources used to generate each audit ques-
tion are available [75]. For example, reports from advisory and
legislative bodies discuss how local ethics committees are an ex-
isting governance mechanism to oversee policing technologies in
England and Wales [16, 54]. Thus, we revised the aforementioned
audit question to: “Are there clear processes for the ethics committee
to influence if and how FRT is implemented?”

We then revised the audit based on informal feedback from
35 stakeholders from police bodies, government, academia, and
civil society. Engaging with civil society helped us make our audit
questions on human rights, accountability, and oversight more
critical. For example, we strengthened the previously mentioned
audit question to: "Are there clear processes for the ethics committee
to influence if and how FRT is implemented, including the power of
veto for the FRT project?" We also spoke with police organizations,
government bodies, and ethics committees, which improved the
practicality of the audit and grounded it in the current landscape of
police use of FRT. Engaging with legal scholars helped us add detail
to legal questions in the audit based on human rights law, data
protection law, and case law on surveillance systems. Finally, many
stakeholders pointed us to research and advocacy efforts to examine
policing technologies, and we adapted our audit to build on these
ongoing efforts. Stakeholders who agreed to be acknowledged are
included in the Acknowledgements.

This audit is composed of yes/no questions that are scored with
either 1 (yes) or 0 (no), alongside an explanation.1 While the qualita-
tive explanation captures nuances, the quantitative scoring system
helps simplify the audit, compare results across police forces, and
replicate results with different auditors. Additionally, questions are
grouped by different aspects of ethics and legality, such as data pro-
tection and non-discrimination. The scores in each group are added
to produce a composite measure or index for the given aspect. Cer-
tain concepts (e.g., data protection) are multi-dimensional, and each
sub-component of the index reflects a distinct dimension [8, 24, 70].
Using indexes helps summarize the results and identify where there
are deficiencies.

We applied this audit to three case studies: (1) Bridges case on
South Wales Police’s use of live FRT, (2) Metropolitan Police Ser-
vice’s use of live FRT, and (3) South Wales Police’s use of mobile
phone FRT. We choose these cases based on: (a) notability of the
cases, (b) a sample of different police forces, and (c) different types
of FRT being used. When we applied the audit, we identified gaps
and ambiguities in some questions and subsequently refined them.

5 SOCIOTECHNICAL AUDIT SCORECARD
We present this sociotechnical audit as a tool to assess the ethics and
legality of police use of FRT. Contextualized for England and Wales,
the audit comprises four sections. The Legal Standards section
evaluates how police show legal compliance for the use of FRT. The
Technical Reliability section evaluates how reliably FRT performs
in practice. The Human Decision-Making section evaluates how
the use of FRT shifts police decisions. Finally, the Expertise and
Oversight section evaluates how much expertise and oversight

1This scoring mechanism was inspired by the non-profit White Coats for Black Lives’
Racial Justice Report Card [100]. We use a similar design for our sociotechnical audit
scorecard.

exists over police use of FRT. Detailed explanations of the audit
sections are available [75].

This audit should be used to reveal the harms of FRT. The ques-
tions are not exhaustive and not to be treated as a checklist. Each
yes/no question is scored with either 1 (yes) or 0 (no), accompanied
by an explanation. If the answer is unknown or inaccessible to the
public, the question is scored with 0 (no). Each subsection is then
scored by the number of questions within it that scored 1 (yes).

5.1 Legal Standards

In Accordance with the Law (Human Rights Act 1998)
a. Are there clear, objective, and limited criteria for who can be included

in the watchlist, including with regard to the image source and the
seriousness of offense or risk?

b. Are there clear, objective, and limited criteria for where and when FRT
can be used, including mandating reasonable suspicion that persons
on the watchlist will be at the location and requiring a high grade of
intelligence for the police intelligence case that supports FRT use?

c. Are there clear, objective, and limited criteria concerning third-party
access to the data collected or retained, including with regard to what
data can be shared, with whom it can be shared, and for what specific
purpose it can be shared?

Score: / 3

Necessary in a Democratic Society (Human Rights Act 1998)
d. Have police identified less intrusive alternative measures and proven

that FRT is strictly necessary compared to these measures using scien-
tifically verifiable evidence?

e. Have police conducted distinct necessity tests with an evidence-based
justification for each category of individuals on the watchlist?

f. Have police shown that FRT does not disproportionately limit the hu-
man rights of affected persons, including those who are misidentified,
not on the watchlist, or impacted by unwarranted intrusions?

Score: / 3

Data Protection (Data Protection Act 2018)
g. Before using FRT, have police carried out and published a data protec-

tion impact assessment and appropriate policy document for sensitive
data processing?

h. Beyond social media or website publishing, have police used other
means to inform potential data subjects or most people in their juris-
diction in advance about when, where, why, and how FRT is being
used and how they can exercise their individual rights?

i. Are there clear measures to ensure data subjects can exercise their
individual rights including the rights to rectification, erasure, and
object with clear justifications if exemptions apply?

j. Do police check the watchlist against the data source close to the time
of deployment to ensure the watchlist is accurate and up to date?

k. Are there clear measures to ensure that watchlist images are lawfully
held, have a known provenance, and exclude unconvicted custody
images?

l. Via direct consultation, have police proactively considered views of the
public, especially marginalized communities, on the particular type of
FRT and justified a disregard of the views if relevant?

m. Have police published their procurement contracts and data-sharing
agreements with other parties?

Score: / 7
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Non-Discrimination (Human Rights Act 1998 and Equality Act
2010)
n. Before using FRT, have police carried out and published an equality

impact assessment?
o. For each deployment, have police published the demographic makeup

of the watchlist?
p. For each deployment, have police published the demographic makeup

of the population where FRT is used?
q. For each deployment, have police published the demographic data for

arrests, stop and searches, and other outcomes resulting from the use
of FRT?

Score: / 4

Free Expression and Assembly (Human Rights Act 1998)
r. Have police assessed FRT’s potential "chilling effect" on the rights

to freedom of expression and assembly to inform the legal test of
"necessary in a democratic society"?

s. Do police preclude using FRT to identify those peacefully participating
in an assembly?

Score: / 2

5.2 Technical Reliability

Algorithmic Fairness (Equality Act 2010)
a. Before using FRT, have police evaluated and published the demo-

graphic makeup of the training dataset to ensure the dataset is repre-
sentative of the population where it is to be used?

b. Before using FRT, have police evaluated and published FRT’s perfor-
mance across demographic groups, in different conditions that match
FRT’s operational use, to ensure FRT performs well and similarly
across the population?

Score: / 2

Robust Practice (Data Protection Act 2018)
c. Are there safeguards precluding the use of FRT with an unsuitable

low-quality probe or watchlist image?
d. Have police pre-established and met thresholds for the FRT system’s

accuracy (precision, false positive rate, true positive rate) to inform
the legal test of strict necessity for personal data processing?

Score: / 2

Deployment Performance (Equality Act 2010)
e. Does FRT perform well (precision, false positive rate, true positive

rate) and similarly across demographic groups?
Score: / 1

5.3 Human Decision-Making

Human Review
a. Is there a transparent evaluation that shows human review of the FRT

matches is reliable, given the accuracy of officer-verified matches and
the amount of time an officer has to review an FRT match?

Score: / 1

Preparation
b. Is training for the particular type of FRT mandated for police officers

using the technology?
c. Are there clear standards for technical training on using FRT, data pro-

tection training, and training on risks including differential treatment,
function creep, and unwarranted intrusions?

d. Has there been a documented non-operational research trial of FRT
with informed consent from participants before the operational use of
FRT for policing?

Score: / 3

Accountability
e. Are there clear measures for police to document cases of harm resulting

from the use of FRT such as differential treatment, function creep, or
unwarranted intrusions?

f. Do police have a whistleblower protection policy to protect persons
who reveal FRT misuse?

g. Is there a clear redress mechanism (beyond judicial review and usual
complaint procedures) for harmed individuals and groups to participate
in an investigation into police use of FRT?

h. Are there clear measures to ensure that the redress mechanism is
procedurally fair?

Score: / 4

5.4 Expertise and Oversight

Ethics Committee
a. Is regular oversight from an ethics committee mandated throughout

the life of the FRT project?
b. Are there clear processes for the committee to influence if and how

FRT is implemented, including the power of veto for the FRT project?
c. Is the committee an independent body from police organizations with

members having non-policing backgrounds and with safeguards to
ensure the committee’s sustainability even without political support?

d. Is the committee diverse in terms of demographic makeup and inde-
pendent expertise in human rights, equality, and data protection?

e. Are detailed meeting minutes published, including briefing papers,
discussions, and conclusions?

Score: / 5

Civil Society and Experts
f. Are there transparent, proactive consultations with civil society and

independent experts on the particular type of FRT?
g. Are police required to consider the advice from consultations and

transparently explain the outcomes, including providing a justification
if the advice is not followed?

Score: / 2

Community Engagement
h. Are there clear, proactive processes for the public, especially marginal-

ized communities, to influence if and how FRT is implemented?
i. Are all FRTmaterials accessible to people with disabilities and provided
in immigrant languages?

Score: / 2
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Table 1: Summary of the audit scorecard for the Bridges case on South Wales Police’s trial of live facial recognition (LFR).

Metric Score Notes

1. Legal Standards

In accordance with the law 0 / 3 Lack of clear limits for watchlist, usage, and data access

Necessary in a democratic society 0 / 3 Inadequate necessity and proportionality assessments

Data protection 2 / 7 Up-to-date watchlist, but inadequate measures to ensure rights

Non-discrimination 1 / 4 No published demographic data for watchlist, usage, and arrests

Free expression and assembly 0 / 2 No assessment of chilling effect; no limit on LFR at protests

2. Technical Reliability

Algorithmic fairness 0 / 2 No evaluation of LFR’s data bias or algorithmic bias

Robust practice 0 / 2 Low-quality images could be used; no pre-established thresholds

Deployment performance 0 / 1 Poor LFR precision of 24%; different accuracy across gender

3. Human Decision-Making

Human review 0 / 1 Human review of LFR-generated matches had 69% precision

Preparation 0 / 3 Only technical training; lack of training for initial deployments

Accountability 0 / 4 Whistleblower policy only created in 2019; lack of redress for harms

4. Expertise and Oversight

Ethics committee 0 / 5 Lack of regular oversight; lack of diversity and independence

Civil society and experts 0 / 2 Lack of proactive and effective consultations on LFR use

Community engagement 0 / 2 Lack of community oversight; lack of accessible documents

6 SOCIOTECHNICAL AUDIT CASE STUDIES
In July 2022, we applied this audit to three facial recognition de-
ployments by police in England and Wales. We found that these de-
ployments lacked (a) evidence of a lawful interference with privacy
rights, (b) transparent evaluations of discrimination, (c) measures
for remedy for harmed persons, and (d) regular oversight from an
independent ethics body and affected communities.

In this section, we summarize each case study. Full case stud-
ies with explanations of how each audit question was scored are
available [75].

6.1 Bridges Case on South Wales Police’s Trial
of Live Facial Recognition

Our first case is the operational trial deployments of live facial
recognition (LFR) conducted by South Wales Police (SWP) from
May 2017 to April 2019. In R (Bridges) v. Chief Constable of South
Wales Police, the Court of Appeal ruled that these deployments were
unlawful as "there was no clear guidance on where [LFR] could be
used and who could be put on a watchlist, a data protection impact
assessment was deficient and the force did not take reasonable steps
to find out if the software had a racial or gender bias" [41, 82]. As
shown by the scorecard summary in Table 1, our sociotechnical
audit revealed additional legal and ethical concerns beyond the
scope of the court case.

First, SWP did not establish limits on the use of LFR at assemblies.
In fact, the technology was used at a peaceful anti-arms protest [7,

14], interfering with the human rights to freedom of expression and
assembly, without evidence that the legal requirement of "necessary
in a democratic society" was met. SWP’s data protection impact
assessment and policy documents did not acknowledge nor address
LFR’s impact on the rights to freedom of expression and assembly.

Second, LFR does not perform well or similarly across demo-
graphic groups. Out of the matches that LFR generated, only 24%
were verifiably correct. There was also a higher false positive rate
for women (82%) compared to men (66%). This raises serious con-
cerns that people faced unwarranted police interventions due to
misidentifications.

Additionally, there was a lack of effective oversight over the use
of LFR. While SWP had early engagements with the SWP Joint Inde-
pendent Ethics Committee, regular and transparent oversight was
not provided throughout the lifecycle of the LFR project. During
committee meetings, there were no independent experts in hu-
man rights, equality, or data protection in attendance, even though
such expertise has been documented as crucial for the oversight of
technologies such as LFR [54, 74, 93, 99].

Moreover, there remained concerns about the committee’s inde-
pendence. Although there were some independent members, the
committee also included police officers and is a body situated within
the police force. In fact, during meetings, 63% of attendees were
members of SWP and 71%were members of either SWP or the South
Wales Police and Crime Commissioner. Finally, there were no con-
sultations with the public, especially marginalized communities,
on how and whether LFR was implemented.
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Table 2: Summary of the audit scorecard for the Metropolitan Police Service’s trial of live facial recognition (LFR).

Metric Score Notes

1. Legal Standards

In accordance with the law 1 / 3 Limits for data access, but lack of limits for watchlist and usage

Necessary in a democratic society 0 / 3 Inadequate necessity and proportionality assessments

Data protection 0 / 7 Issues of inaccurate data; inadequate measures to ensure rights

Non-discrimination 0 / 4 Some demographics provided, but not for arrests and outcomes

Free expression and assembly 0 / 2 No assessment of chilling effect; no limit on LFR at protests

2. Technical Reliability

Algorithmic fairness 0 / 2 No published evaluation of LFR’s data bias or algorithmic bias

Robust practice 0 / 2 Low-quality images could be used; no pre-established thresholds

Deployment performance 0 / 1 Poor LFR precision of 19%; different accuracy across gender

3. Human Decision-Making

Human review 0 / 1 Human review of LFR-generated matches had 36% precision

Preparation 0 / 3 No mandated training for LFR; lack of non-operational trial

Accountability 0 / 4 Lack of whistleblower protection; lack of redress for harms

4. Expertise and Oversight

Ethics committee 0 / 5 Lack of oversight from the start; lack of diversity and veto power

Civil society and experts 0 / 2 Lack of proactive and effective consultations on LFR use

Community engagement 0 / 2 Lack of community oversight; lack of accessible documents

6.2 Metropolitan Police Service’s Trial of Live
Facial Recognition

The next case is the operational trial deployments of live facial
recognition (LFR) conducted by the Metropolitan Police Service
(MPS) from August 2016 to February 2019 [69]. We built upon a
study conducted by University of Essex researchers on the human
rights compliance of these trials. Their report concludes that the tri-
als would likely "be held unlawful if challenged before the courts"
given the absence of clear guidance on who was included in a
watchlist and the failure to establish that LFR was "necessary in
a democratic society" as required by human rights law [45]. Our
sociotechnical audit revealed additional concerns related to discrim-
ination and oversight, as illustrated in Table 2.

While MPS published some demographic data in their results,
they did not record the demographic breakdown for engagements,
stop and searches, and arrests resulting from the use of LFR. This
makes it hard to evaluate whether LFR perpetuates racial profiling.
There was also no published evaluation of racial or gender bias in
the LFR software. MPS conducted an internal evaluation but did
not disclose the results. This lack of transparency makes it hard for
outside entities to assess the comprehensiveness of the evaluation.
As we discuss in Section 7.3, this obscurity reveals how power is
concentrated in the police and where change needs to be made.

Since the LFR trial has ended, MPS has pointed to an evalua-
tion undertaken by the National Institute of Standards & Technol-
ogy [49]. However, citing this evaluation can be misleading: the

evaluation shows high accuracy, but it was conducted with high-
quality standardized images rather than wild images on which LFR
was used. In fact, for MPS’ trial, only 19% of LFR matches were
verifiably correct. This performance is especially concerning given
that the same technology used by MPS misidentified and led to
wrongful arrests of Black men in the U.S. [2, 32, 51].

Regarding oversight, MPS engaged with the London Policing
Ethics Panel. However, transparent oversight did not begin until
several deployments rather than starting from the concept stage
of the trial. Even though MPS responded to the panel’s recommen-
dations, the panel was advisory and MPS was not required to act
upon the recommendations. There were also no experts in human
rights, equality, or data protection on the panel, even though this
is crucial for the oversight of technologies such as LFR.

6.3 South Wales Police’s Trial of Mobile Phone
Facial Recognition

Our final case is the operational trial of mobile phone or operator
initiated facial recognition (OIFR) conducted by South Wales Police
(SWP) fromDecember 2021 to March 2022 [90]. SWP provided more
documentation about their use of OIFR in comparison with their
LFR trial. However, as illustrated in Table 3, significant gaps remain
with regard to ethical and legal standards.

First, the watchlist included all SWP custody images with no
limits on the seriousness of offense.2 This broad inclusion raises
2Custody images are photographs taken by police when an individual is arrested.
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Table 3: Summary of the audit scorecard for South Wales Police’s trial of operator initiated facial recognition (OIFR).

Metric Score Notes

1. Legal Standards

In accordance with the law 0 / 3 Lack of limits for data access and the offense type for watchlist

Necessary in a democratic society 0 / 3 Inadequate necessity and proportionality assessments

Data protection 1 / 7 Up to date watchlist, but inadequate measures to ensure rights

Non-discrimination 1 / 4 Some demographics provided, but not for watchlist and arrests

Free expression and assembly 0 / 2 No assessment of chilling effect; no limit on OIFR at protests

2. Technical Reliability

Algorithmic fairness 0 / 2 Unknown demographics of training and evaluation datasets

Robust practice 0 / 2 Low-quality images could be used; no pre-established thresholds

Deployment performance 1 / 1 OIFR match returned as the top result on every occasion of use

3. Human Decision-Making

Human review 0 / 1 No published evaluation of the human review of OIFR matches

Preparation 2 / 3 Non-operational trial conducted, but unclear training standards

Accountability 1 / 4 Whistleblower protection, but lack of redress for harms

4. Expertise and Oversight

Ethics committee 1 / 5 Some oversight provided, but lack of diversity and independence

Civil society and experts 0 / 2 Lack of proactive and effective consultations on OIFR use

Community engagement 0 / 2 Lack of community oversight; lack of accessible documents

concerns about the legal requirement of "necessary in a democratic
society", especially whether SWP conducted distinct necessity tests
for people with minor offenses and those with serious offenses.
Moreover, the watchlist included images of innocent persons who
were arrested but unconvicted, despite these images being unlawful
to retain [42].

Second, while SWP took proactive steps to evaluate bias and
discrimination, there was a lack of full transparency for these eval-
uations. SWP evaluated OIFR’s accuracy before its operational use
and found no evidence of algorithmic bias. However, SWP did not
publish the demographic distribution of the evaluation dataset,
which is crucial to assess bias. Additionally, SWP provided the de-
mographic data for the people on which OIFR was used, but the
demographic data for the watchlist and those arrested are unknown.

With regard to oversight, SWP engaged with the SWP Joint Inde-
pendent Ethics Committee before and after the OIFR trial. However,
the committee consists of police officers and is a body situated
within the police, raising concerns about the independence of the
oversight. Based on the most recently published meeting minutes,
there were no independent experts in human rights, equality, or
data protection on the committee. Moreover, SWP did not consult
the public nor civil society to gather feedback for the OIFR trial.

Finally, across all three case studies, there was no clear frame-
work to ensure accountability for the misuse or failure of FRT [54].
There was a lack of robust redress mechanisms for those harmed by
FRT deployments. Additionally, police force documents were not
fully accessible to people with disabilities or provided in immigrant

languages. This lack of accessibility makes it difficult for certain
groups to understand how FRT impacts them and to seek remedy
in the case of harm.

7 DESIGNING SOCIOTECHNICAL AUDITS
Our approach to designing a sociotechnical audit can be applied
more broadly. Here, we share insights for adapting our process to
other contexts, such as auditing tenant screening algorithms.

7.1 How Do Audits Shift Power?
As researchers, we can develop many different kinds of audits, but
all audits are not created equal [65, 80]. We can design audits that
scrutinize systems of power and uplift impacted communities. In
our work, we audited a sociotechnical system that concentrates
power. Surveillance itself is an instrument of power, especially
when used by police. Surveillance means to watch from above,
from a position of power [19]. Our audit reverses the gaze and
“watches from below” by evaluating police use of FRT surveillance.
We built an external audit for regulatory bodies, policymakers, and
civil society to challenge FRT and improve accountability to the
public. We designed the audit questions to be answered based on
publicly accessible information rather than information internal to
the police. Thus, the audit can shift power from those using FRT to
communities impacted by FRT.
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Sociotechnical audits can expose the failures of systems with
resources and influence. To promote greater accountability, re-
searchers can design audits that enable the participation of parties
independent from the auditee [30, 67, 80]. For example, researchers
could design an external audit of tenant screening tools used by
landlords in U.S. cities. This could reveal how transparent landlords
are with the public and how communities who disproportionately
face barriers to housing are impacted [83]. By rethinking audit
tools, researchers can expand participation in algorithmic decision-
making and center those most vulnerable to harm.

7.2 How to Make Audits Context and
Jurisdiction-Specific?

Audits can localize what can at times seem like global or overreach-
ing "algorthimic power". While technology often operates on a large
scale, considering context requires coming down to a small scale.
An important step when developing a sociotechnical audit involves
understanding local injustices, social relations, and insights. This
requires us to acknowledge specific impacted groups and forms of
oppression [18].

Our audit is tailored to police use of FRT in England and Wales
and is built on basic principles including fairness, transparency,
and accountability. These principles could easily extend to another
context such as tenant screening algorithms deployed in U.S. cities,
but researchers would need to customize the audit to their specific
context. As our work shows, there is no one-size-fits-all audit when
ethical and legal considerations are included.

To build a sociotechnical audit that adapts our approach, re-
searchers would need to consider the following aspects: community
participation in the design of the audit, historical context of the
sociotechnical system, oversight and governance structures of the
auditee, and legal risks posed by the sociotechnical system.

Community participation: Researchers would need to engage
with a variety of stakeholders in their specific context. As discussed
in Section 4, we revised our audit based on feedback from commu-
nity stakeholders focused on the use of policing technologies in the
UK. More generally, researchers would need to actively involve lo-
cal communities in their design process. For example, to develop an
audit of tenant screening algorithms used in U.S. cities, researchers
might engage with landlords and rental applicants, as well as re-
searchers and policymakers focused on urban housing inequality.
For community participation to be meaningful, researchers must
work with stakeholders in the specific context and actually take
into account their needs and recommendations [88].

Historical context: Researchers would need to consider histori-
cal power asymmetries in the particular context. In the UK policing
system, there have been discriminatory policing practices that of-
ten target people of color and low-income communities. Adopting
this audit more broadly would require researchers to understand
how specific communities are disproportionately impacted by the
algorithmic system. For example, in the U.S., Black, Hispanic, and
Asian renters experience discrimination related to housing costs
and quality [94]. Understanding such power dynamics can greatly
inform how researchers design audit questions.

Governance structures: Researchers would need to identify
the structures that govern or oversee the auditee. In our work, we

learned that police forces in England and Wales operate indepen-
dently and often have local ethics committees that can oversee the
use of technology. We used this oversight structure in our audit
by assessing whether local ethics committees provide indepen-
dent oversight of FRT adoption. In the case of tenant screening
algorithms, researchers might need to understand how the local
government oversees landlords and housing issues such as racial
disparities. Understanding such governance structures helps assess
how the auditee is held responsible for its use of algorithms.

Legal risks: Finally, researchers would need to consider the
legal system of the particular jurisdiction. Our audit was devel-
oped using specific legislation in England and Wales, such as the
Data Protection Act 2018. For any sociotechnical audit, researchers
must identify the legal rights with which the algorithmic system
interferes. For example, to design an audit of tenant screening al-
gorithms, researchers might consider protections from the Fair
Housing Act of 1968 and state-level data privacy laws in the U.S. Re-
searchers would then need to evaluate how the auditee, in this case,
landlords, demonstrates compliance with the law. By considering
these factors, researchers can adapt our approach and help improve
accountability in how technologies are used in other contexts.

7.3 How Can Audits Reveal What Is Not
Transparent?

One challenge when auditing is having access to necessary infor-
mation. External audits, in particular, lack access to internal records
and procedures of the auditee. While a lack of access can be a limi-
tation, it can also be a finding, as it exposes what is hidden. For any
sociotechnical system, we must not only ask what is transparent,
but also what we are not able to see [5].

In our work, we were not able to access certain pieces of informa-
tion from the two police forces that we audited. For example, even
though the MPS conducted an internal evaluation of bias in their
FRT software, they did not disclose the results. This makes it hard
to assess the comprehensiveness of the evaluation. Additionally,
neither the MPS nor SWP published the demographic breakdown
for arrests resulting from the use of FRT. This makes it difficult
to evaluate whether FRT perpetuates racial profiling. Such lack of
transparency is not just a barrier; it is also an insight. It helps us un-
derstand how power is concentrated in the police and signals where
there might be a need for change through advocacy or regulation.

Sociotechnical audits can help reveal what information is pub-
licly unknown or inaccessible. For example, landlords may not dis-
close the reason for rejecting applicants when they make decisions
using tenant screening algorithms. Audits can raise awareness of
what is not transparent to the public. Such awareness can serve as a
catalyst for action by motivating communities, regulators, decision-
makers, and other stakeholders to call for change. Thus, audits can
be useful even when information is not available. Next, we discuss
the mechanisms by which audits can lead to change.

7.4 How Can Audits Lead To Accountability?
Audits can help hold developers, users, and other decision-makers
accountable for the societal impacts of algorithms.

Accountability mechanisms: Audits can lead to accountabil-
ity in several ways. First, the auditee may make changes to the
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algorithmic system [28, 77, 102]. This may entail buy-in from the
auditee during the auditing process. Second, an audit may lead to
regulation or legal action [87]. This may require the participation
of a body with oversight powers and legal authority over the au-
ditee. Finally, the audit may spark public attention and demands
for change [89]. This often involves researchers, journalists, or
advocates disseminating the audit findings to the public.

We primarily focused on accountability through regulation and
public attention. Three months after publishing our audit, an East
London borough council passed a motion to ban police use of live
FRT [48]. The councillor who proposed this motion referenced
our audit, noting that the motion aligns with our findings of the
MPS failing to meet ethical and legal standards [29]. Our results
have also been shared publicly through news outlets such as The
Guardian [37] and can motivate stakeholders in England and Wales
to call for greater regulation, transparency, and accountability on
FRT. For example, civil society can use our audit results as evidence
in their own advocacy and litigation. More broadly, when designing
a sociotechnical audit, researchers must consider how their audit
will lead to accountability and can engage with stakeholders to
strengthen the audit’s impact.

Ongoing accountability: To help achieve continuing account-
ability, audits can be conducted periodically instead of just a single
time. Recurring audits can be more effective at ensuring compli-
ance [65, 80]. Ongoing assessment is especially important when
evaluating a powerful institution that may continue unethical prac-
tices if unchecked. Additionally, the auditing process may need
to be professionalized to ensure that evaluations are accurate and
consistent over time [80].

We applied our sociotechnical audit to three cases, but in the
future, researchers, journalists, civil society, or oversight bodies
could conduct the audit on police use of FRT again. Our audit could
be professionalized through the national data ethics governance
body, which is underway by the UK government [54]. If this body
has independence, resources, and legal authority, it could use our
audit to help hold police accountable. When designing audits in
other contexts, researchers can identify and work with entities that
can conduct the audit repeatedly and demand change.

8 LIMITATIONS
While our audit reveals how police use of FRT perpetuates real-
world harm, it nevertheless has some limitations. An important
consideration is how police use of FRT compares to the baseline of
police practice. For example, how does the accuracy or fairness of
arrest change with FRT? To answer this question, we could conduct
a field experiment and gather data on the arrest rates by police
forces with and without FRT tools, which was outside the scope
of this study. Nevertheless, our audit does demonstrate how FRT
shifts power. Even if FRT is less discriminatory and generates fewer
wrongful arrests, it can still be used to surveil marginalized groups.

At the same time, our audit is not exhaustive; it does not capture
all harms related to police use of FRT. For example, FRT adoption
can shift police suspicion and lead to over-policing unrelated to the
technology [15, 44].

Additionally, using this audit to improve transparency alone
cannot create accountability. This audit can expose harms in police

use of FRT, but this is not equivalent to holding police accountable.
However, transparency can be a starting point for accountability [5],
as we discuss in Section 7.

Further, auditor independence is critical for this audit to pro-
vide meaningful scrutiny [80]. A police force auditing their own
deployment of FRT would be similar to them marking their own
homework [73]. However, even if the auditor is formally indepen-
dent, they might have a conflict of interest with the police [67].
For instance, police councils and private companies hired by police
may produce unreliable results.

While we encourage auditors to disclose key audit results, the
degree of disclosure requires careful consideration as the results
may be misused [30]. For example, police may engage in ethics
washing where they exaggerate favorable findings. This can mask
problematic practices and provide a false assurance of compliance
with standards [47].

Finally, this audit’s scoring system makes the audit simple but
may miss complexities in an evaluation. The audit comprises yes/no
questions that are scored with an explanation. Future work may
entail designing “how” and "why” questions, or giving partial credit
for answers and assigning weights to questions in order to prioritize
critical ones.

9 CONCLUSION
Sociotechnical audits are useful for understanding and interrogating
power asymmetries in society. By exposing the harms of how an
algorithmic system is used, audits can motivate direct action toward
greater accountability [65]. In this work, we designed a practical
audit tool that scrutinizes a powerful sociotechnical system from
the outside. The three police deployments of facial recognition
that we examined all failed to meet ethical and legal standards for
governing FRT, which emerged from our broad survey of existing
laws, frameworks, and guidelines. The harms that we identified
move beyond the concern of bias in facial recognition algorithms.
In the cases we studied, the FRT deployments lacked independent
oversight, transparent evaluations of discrimination, and evidence
of a lawful interference with privacy rights. By revealing how the
current use of FRT by police does not incorporate the known best
practices for the safe and ethical use of AI systems, this work can
strengthen calls for greater accountability and legislation.

We further provide insights to help researchers design their own
sociotechnical audits. We discuss how such tools can be developed,
how to adapt principles into practice, and how to bring a wide range
of stakeholders into the design of an audit. Researchers can use
our approach to empower affected communities to participate in
crucial exercises of oversight and accountability. We hope this work
contributes to the growth of tools that can examine and challenge
how power is distributed in our digital society.
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