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This note describes two operators that respond to 
step edges, but not to ramps. The f'nrst is similar to the 
digital Laplacian, but uses the max, rather than the 
sum, of the x and y second differences. The second 
uses the difference between the mean and median gray 
levels in a neighborhood. The outputs obtained from 
these operators applied to a set of test pictures are 
compared with each other and with the standard 
digital Laplacian and gradient. A third operator, 
which uses the distance between the center and 
centroid of a neighborhood as an edge value, is also 
briefly considered; it turns out to be equivalent to one 
of the standard digital approximations to the gradient. 
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1. Introduction 

Many edge detection techniques have been de- 
scribed in the literature on image processing and pat- 
tern recognition; see [1, 2] for reviews. This note 
describes two new edge detection operators. Like the 
digital Laplacian (see Section 2), these operators re- 
spond to steps, but not to ramps1; they also seem to be 
less sensitive to noise than the Laplacian. They are 
simple to compute and under some circumstances 
might even be computationally advantageous-e .g ,  if 
one were doing median filtering, the mean-median 
difference operator (Section 3) might be a preferred 
edge detector. 

The first operator, which we call the pseudo- 
Laplacian, is a minor variation on the standard digital 
Laplacian, but appears to be less noise sensitive; it is 
described in Section 2. The second operator uses the 
difference between the mean and median gray levels 
in a neighborhood as an edge value; it is quite insensi- 
tive to noise (Section 3). A third operator, which uses 
the distance between the center and centroid of a 
neighborhood as an edge value, is discussed in Section 
4; it turns out to be mathematically equivalent to one 
of the standard digital approximations to the gradient. 

2. PseudoLaplacian 

Two derivative operators that have commonly been 
used as edge detectors are the magnitude of the gra- 
dient 

( (oq ,  ÷ 
\ a x /  L a y /  / 

and the Laplacian 

a2f a2f + 
ax z aye" 

For digital pictures, finite differences are used instead 
of derivatives, i.e. 

A f f  = f (x  + 1, y)  - f ( x ,  y)  forOf/Ox and 
AZff = f (x  + 1, y)  + f (x  - 1, y )  - 2f(x, y)  for 02flax 2 

and similarly for the y-derivatives. For computational 
simplicity, in the digital "gradient,"  the sum or max of 
[Axfl and l a / I  a re  o f t en  used  instead of the square 
root of the sum of their squares. 

In general, the gradient is a better edge detector 
than the Laplacian because the latter responds more 
strongly to isolated points than it does to edges. 
Indeed, it is easily verified that the response of both 
operators to a horizontal or vertical step edge of unit 

1 More precisely, they respond at the top and bot tom of a ramp,  
but not  within the ramp.  Thus  they detect blurred edges (at their 
"shoulders") ,  but  they do not respond to linear variations in illumi- 
nation (which do not give rise to shoulders).  

height is 1; but for an isolated spike of unit height, the 
gradient response is 1 while the Laplacian response is 
4. For a " ramp" such as 

0 1 2 
0 1 2 
0 1 2 

(i.e. a portion of the picture with constant, nonzero 
gradient) the Laplacian response is zero. 

We define the pseudoLaplac ian  as the max, rather 
than the sum, of the second differences, i.e. 

max(A~f, A~f). 

This has response 2, rather than 4, to a spike of unit 
height, and still has zero response to a ramp. 

Figures 1, 2(a) and 2(b) compare the responses of 
several of these operators applied to a set of test 
pictures. (Some of these pictures were also used in [2] 
to illustrate the performance of other edge detector 
techniques.) The operators tested are: 

(1) The digital "gradient" max([ Axf[, I AZI). 
(2) The digital "gradient" I Aff] + I AZI. 
(3) The positive digital Laplacian max[0, A~f + A~f]. 
(4) The absolute digital Laplacian ]A~f + A~f]. 
(5) The positive pseudoLaplacian max[0, A~, A~g]. 
(6) The absolute pseudoLaplacian max[[ A~f[, l a~fl]. 

Note that for a horizontal or vertical step edge of unit 
height, these operators all have value + 1; their outputs 
have therefore all been scaled alike for display. (Spe- 
cifically, the values have all been multiplied by 2, with 
values beyond the top of the grayscale truncated to the 
maximum gray level (such values were rare).) 

For diagonal edges, the operators based on sums 
have twice the response of those based on maxima; 
this can be seen by comparing Figures l(b),  l(c),  and 
l(d) with Figures l(a) ,  2(a), and 2(b). The "absolute" 
operators (Figures l(d) and 2(b)) yield thicker edges 
than the "positive" operators (Figures l(c),  2(a)) since 
they detect edges in two positions. For example, the 
absolute Laplacian has value 1 at both of the under- 
lined points adjacent to the edge 

. .  66_ii  . . . .  
• . .  • 

whereas the positive Laplacian has value 1 only at the 
underlined 0 since the Laplacian is negative at the 
underlined 1. 

Comparison of Figures l(d) and 2(b) indicates that 
the absolute pseudoLaplacian outputs are at least as 
noisy as the absolute Laplacian outputs, but they 
respond somewhat better to blurred edges (e.g. the 
large chromosomes in the third column), though not 
as strongly as the gradient operators (Figures l(a)  and 
l(b)).  On the other hand, comparison of Figures l(c) 
and 2(a) shows that the outputs of the positive 
pseudoLaplacian appear to be appreciably less noisy 
than those of the positive Laplacian. 

The comparisons made in these figures could have 
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Fig. 1. Digital gradients and Laplacians: (0) original, (a) max gradient, (b) sum gradient, (c) positive Laplacian, (d) absolute Laplacian. 

0 ) Original 

a) Max 
gradient 

~>" ":2 
%1' . .... 

/"~i We 
:i¢; ~ <\ 

b) Sum 
gradient m I 

c) Positive 
Laplacian 

?/ 

- ; ,j , / / 

d) Absolute 
Laplacian 

i '" ¢ ;A '  

been done in a number  of other ways. For example,  
each column could have been scaled individually to 
best bring out the edges in each image,  but it was felt 
that uniform scaling of all columns would be preferable  
for the purpose of comparing results for each detector 
over  a variety of images. Another  possibility would 
have been to double the output values of the positive 
operators  relative to those of the absolute operators .  
But here again it was felt that this would interfere with 
an objective comparison.  It would be desirable to have 
an objective method of comparing edge detector out- 
puts, rather  than relying on visual comparison,  but the 
development  of such a method is beyond the scope of 
this note. (The authors are indebted to one of the 
referees for these suggestions.) 

3. Mean-Median Difference 

Suppose that a point is just adjacent  to a step edge 

1 7 4  

so that its 3 ×3 neighborhood looks like, for example ,  

Z Z W  Z W W  

z z w  or z z w  (or rotations of these).  
Z Z W  Z Z  Z 

Then the m e a n / x  of the gray levels in such a neighbor- 
hood is (6z + 3w)/9 = (2/3)z + (1/3)w, whereas the 
median m of these gray levels is z.  The mean  and 
median thus differ by z - ((2/3)z + (1/3)w) = (1/3) 
(z - w),  which is proport ional  to the contrast  of  the 
edge. 

Note that for a linear ramp,  e.g. 

1 2 3  
1 2 3 ,  
1 2 3  

the mean and median are the same (= 2); thus this 
edge detection opera tor ,  like the Laplacian,  responds 
to steps but not to ramps.  For an isolated noise point 
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Fig. 2. PseudoLaplacians and mean-median differences: (a) positive pseudoLaplacian, (b) absolute pseudoLaplacian, (c) positive mean- 
median difference, (d) absolute mean-median difference. 

a) Positive 
pseudo- 
Laplacian 

b) Absolute 
pseudo- 
Laplacian 

m / /  / /  
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c) Positive 
mean- 
median 
difference 

d) Absolute 
mean- 
median 
difference 

// 

// 

/ /  

/ /  

z z z  

z w z  

z g z  

the median is z, while the mean is close to z (namely,  
(8z + w ) / 9  = z + (w - z)/9); so the mean-median 
difference is only a third as great as it is for a step 
edge. Thus this opera tor  should be quite insensitive to 
noise. 

Figures 2(c) and 2(d) show positive and absolute 
mean-median differences, i.e. max[0, m - /x] and [m 
- /x[, for the same pictures as in Figure 1. As before,  
the absolute differences yield thicker edges than the 
positive difference. Since the response of these opera- 
tors to a step edge of unit height is only 1/3, the 
output values have been scaled by a factor of 3 relative 
to the values shown in Figure 1. The responses are 
markedly less noisy than those of the Laplacians. 

4. Center-Centroid Distance 

We conclude by describing another  edge detection 
operator  whose definition also involves moments ,  but 
which turns out to be equivalent to one of the standard 
digital gradient operators.  The idea for this opera tor  

175 

/ 

// 

/ 

/ 
was suggested by a method used by Zucker  [3] to 
detect the edges of dot clusters. 

In the neighborhood 

a b c  

d e f  
g h i  

if we take the center e of the neighborhood as the 
origin, then the coordinates of the neighborhood 's  
centroid (ignoring the scale factor a + b + c + d + e 
+ f + g  + h  + / ) a r e  

mx = (c + f + i ) -  (a + d + g ) ,  
m u = (a + b + c ) -  (g + h  + i ) .  

Thus the distance between the center of the neighbor- 
hood and its centroid is 

(mZ~ + m~) 1/2 (Euclidean distance) 

o r  

Imxl + Im~l (city block distance) 

o r  

max(lmx[ , [m~[) (chessboard distance). 

On the other hand, mx and mu are just the x- and 
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y - c o m p o n e n t s  o f  a c o m m o n l y  u s e d  digi ta l  g r a d i e n t  

o p e r a t o r  [2] wh ich  c o m b i n e s  s m o o t h i n g  a long  the  e d g e  

wi th  d i f f e r e n c i n g  ac ross  it. T h u s  the  c e n t e r - c e n t r o i d  

d i s t ance  is jus t  t he  m a g n i t u d e  o f  th is  g r a d i e n t  o p e r a t o r ,  

o r  an  a p p r o x i m a t i o n  to  tha t  m a g n i t u d e .  N o t e  tha t  this 

m e a s u r e  d o e s  r e s p o n d  to  r a m p s ,  s ince  it is b a s e d  on  
first  r a t h e r  t han  s e c o n d  d i f f e r e n c e s .  A s i m p l e r  o p e r a t o r  
can  be  d e f i n e d  by us ing  2 x 2  n e i g h b o r h o o d s ;  in fac t ,  

fo r  a b  the  c o o r d i n a t e s  o f  t h e  c e n t r o i d  r e l a t i v e  to  t h e  
c d  

center  are p ropor t iona l  to (b + d) - (a + c) and 
(a + b) - (c - d),  respect ive ly ,  which are the compo-  
nents  of  a n o t h e r  s t a n d a r d  g r a d i e n t  a p p r o x i m a t i o n  (see  

[2, p a g e  2 8 5 ,  F i g u r e  13]) .  

5. Concluding Remarks 

T h i s  n o t e  sugges t s  t ha t  m a n y  s i m p l e  v a r i a t i o n s  on  

the  s t a n d a r d  e d g e  d e t e c t i o n  o p e r a t o r s  a r e  pos s ib l e .  

F o r  m o s t  p u r p o s e s ,  t he  s u m  o r  m a x  g r a d i e n t  is p r o b a b l y  

the  m o s t  use fu l  e d g e  d e t e c t o r .  H o w e v e r ,  t h e r e  a r e  

cases  in wh ich  one  m a y  n e e d  to  use  a L a p l a c i a n - l i k e  

o p e r a t o r ,  e .g .  w h e n  s t r o n g  b r i g h t n e s s  r a m p s  a re  p res -  
en t .  This  n o t e  has  s h o w n  tha t  o n e  can  des ign  L a p l a c i a n -  

l ike  o p e r a t o r s  (e .g .  t h e  p o s i t i v e  m e a n - m e d i a n  d i f fe r -  

e n c e )  that  a r e  less s ens i t i ve  to  no i s e  t h a n  the  s t a n d a r d  
L a p l a c i a n  and  ye t  t ha t  do  n o t  r e s p o n d  to  r a m p s .  ( F o r  

d e t a i l e d  c o m p a r i s o n s  of  t h e  o p e r a t o r s '  p e r f o r m a n c e s ,  
see  t he  c o m m e n t s  in S e c t i o n s  2 - 4  on  the  r e su l t s  s h o w n  

in F i g u r e s  1 and  2;  t h e s e  c o m p a r i s o n s  will  n o t  be  

r e p e a t e d  h e r e . )  I t  is h o p e d  tha t  t h e s e  o p e r a t o r s  will  

f ind  t h e i r  p l a c e  a m o n g  t h e  g r o w i n g  a r r ay  o f  t oo l s  tha t  

a re  b e c o m i n g  a v a i l a b l e  fo r  i m a g e  p r o c e s s i n g  a n d  ana l -  
ysis.  
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