
user/managers in chargeout group 5 participating in training is 
higher than the user/managers in chargeout group 1. Compared 
to chargeout groups 2, 3, and 4, there is a 100% chance. For further 
discussion on this methodology, see [20, Sec. 4]. 
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Cost/Utilization: A 
Measure of System 
Performance 
Israel Borovits and Phillip Ein-Dor 
Tel-Aviv University 

A method is presented for evaluatin g computer 
system performance in terms of a cost/utilization 
factor and a measure of imbalance. These coefficients 
indicate the extent to which the total system cost is 
effectively utilized. The method includes a technique 
for the visual representation of system performance. 
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Introduction 

A cons iderab le  n u m b e r  of  cr i ter ia  have been de- 
ve loped  for eva lua t ing  the pe r fo rmance  of  c o m p u t e r  
systems and  many  papers  devoted  to  t hem [8]. These 
m a y  be d iv ided  into four  ma in  g roups :  

(a) cr i ter ia  re la t ing  to  sys tem rel iabi l i ty ,  such as 
mean  t ime between fai lures or  percentage  of  d o w n t i m e  
(e.g. [41); 

(b) cr i ter ia  re la t ing  to  a m o u n t  of  work  done ,  
inc luding  t h r o u g h p u t  and  j o b  t ime ([6, 10]); 

(c) cr i ter ia  re la t ing  to user sa t i s fac t ion,  which 
m a y  be object ive  measures  such as response  t ime and  

Copyright (~) 1977, Association for Computing Machinery, Inc. 
General permission to republish, but not for profit, all or part 
of this material is granted provided that ACM's copyright notice 
is given and that reference is made to the publication, to its date 
of issue, and to the fact that reprinting privileges were granted 
by permission of the Association for Computing Machinery. 

Authors' address: Faculty of Management, Leon Recanti 
Graduate School of Business Administration, Tel-Aviv University, 
University Campus, Tel-Aviv, Israel. 

185 Communications March 1977 
of Volume 20 
the ACM Number 3 

http://crossmark.crossref.org/dialog/?doi=10.1145%2F359436.359452&domain=pdf&date_stamp=1977-03-01


turnaround or subjective evaluations by users ([3]); 
(d) criteria relating to economic effectiveness. 
The last set of criteria may be further subdivided 

into two subsets. The first of these addresses the ques- 
tion, "Is the computer doing jobs which are cost 
effective?" A number of studies have approached this 
issue (e.g., [1, 3, 9]). The second subset should answer 
the question, "Is the system being used with economic 
efficiency?" In other words, is it doing whatever it 
does as cheaply as possible? The accent here is on 
"cheaply," as measured in dollars and cents, not 
on "efficiently," as measured in terms of cycles or 
milliseconds (group (b) above). This is the major 
point of contact between DP managers and staff man- 
agement. To the best of our knowledge, virtually noth- 
ing has been published on this issue, and in this paper 
we address ourselves to it. 

Before beginning the analysis, it may be useful to 
present a framework within which one may utilize 
yet another measure of performance. Ideally, one 
would like a measure of system performance which 
would integrate all the multidimensional criteria men- 
tioned above and provide one inclusive index. As a 
minimum, we require a tool permitting the various 
criteria to be considered simultaneously, and trade- 
otis between them evaluated. 

A significant advance in this regard, in the opinion 
of the authors, is the development by Philip Kiviat of 
"Kiviat  charts," which relate the various aspects of 
system performance, allowing one to see at a glance 
whether, in general, the system under consideration is 
well utilized or not [7]. Such charts are prepared by first 
listing system parameters and the actual and ideal per- 
centage utilization of the system with respect to each pa- 
rameter. For  an example see Table I. Note that the num- 
ber of parameters for which the ideal is 0 % should equal 
the number for which it is 100 %. Next, the parameter 
values are plotted on the radii of a circle, the center of 
which represents 0% and the circumference 100%. 
Each radius represents one parameter. Parameters with 
0 % and 100 % ideal values alternate around the circle. 
The example in Table I yields the chart of Figure 1 (a). 

In a well utilized system, the shaded area is star 
shaped, with points close to the circle, e.g. Figure 
l(b). In the ideal case, the shaded area is reduced to 
alternate radii of the circle, Figure l(c). 

One of the problems with this method of presenta- 
tion is that parameters are not scaled according to 
their economic significance. Thus it is possible to con- 
figure a system such that, technically, utilization will be 
satisfactory on most dimensions, at the expense of 
grossly underutilizing some other dimension which 
may be extremely significant in terms of its cost. In 
general, when systematic analysis has been employed 
in analyzing system performance, it has almost in- 
variably been limited to hardware and software per- 
formance and there are few reported attempts to reach 
economic conclusions from performance monitoring 

Table I. System Parameter Utilization. 

Percent 
utilization 

Parameters ideal actual 

I. Memory used for control programs 0 10 
II. Memory used for production programs 100 90 

III. Bulk storage units inactive 0 20 
IV. Channel utilization 100 50 
V. CPU wait time 0 30 

VI. CPU active 100 ,O 
VII. CPU active on control programs 0 20 

VIII. CPU active on production programs 100 80 

Fig. 1. Examples of Kiviat charts. 

I ! 
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VII III 

(c) 

Table II. Percent of System Cost Contribution by Various Com- 
ponents. 

Component Percent of  cost 

1. CPU 41 
2. Memory 23 
3. Disks 13 
4. Tapes 12 
5. Card reader 2 
6. Printer 9 

100 

data. (One notable exception to this rule is Gold [3], 
albeit in a somewhat different context.) 

This paper is an attempt to expand the technological 
aspect of system performance evaluation to cover 
some of the economic aspects in the form of cost/ 
utilization evaluation. The authors do not claim to 
have found an all-inclusive answer to the problem of 
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economically evaluating system performance; they 
do feel, however, that this is a first step. This technique 
bears a dual relationship to the Kiviat chart. On the 
one hand, it provides two relative, unscaled measures, 
which can be incorporated in such charts; on the other 
hand, it is a variant of the underlying concept of 
visual presentation developed by Kiviat. 

The technique suggested in this paper assumes the 
existence of performance monitoring devices to pro- 
vide the basic data. At a minimum these include system 
accounting procedures, either manufacturer provided, 
such as IBM'S MSF [5] or coc ' s  Scope 3.4 [2] or com- 
mercial packages such as Value Computing's Comput- 
a-charge. In principle the basic model can be expanded 
to integrate cost-expressible data developed from any 
hardware or software monitor. 

Components of Economic Efficiency and the Concept 
o f  Cost /Ut i l i zat ion  

One may think of the attainment of economic 
efficiency in a system as a two-step process. First, 
the system must be applied in an area in which its 
benefits outweigh its costs. Second, for maximum 
efficiency to be achieved in a given situation, it must 
be applied in such a way that the costs are minimal. 
In many cases, the first stage of the analysis is made, 
especially before system installation; the second stage 
is often ignored. But obviously if a system is cost- 
effective in a given application, the same system doing 
more work, or a less expensive system doing the same 
things, will be even more profitable? 

Our analysis begins with two propositions. First, 
in order for a system to perform at minimal cost it 
must be utilized to a considerable extent--ideally, at as 
high a rate as is consistent with availability and user 
satisfaction criteria. Second, a high rate of utilization 
at minimum cost is attainable for the system as a 
whole only if it is balanced--i.e, if all components 
are utilized to about the same extent. If this is not the 
case, those components which are most heavily uti- 
lized will tend to form bottlenecks. These bottlenecks 
will preclude the attainment of higher rates of utilization 
for the underutilized components. 

The first problem encountered is that of determining 
the level of utilization for a whole system consisting of 
a number of different components. It appears to the 
authors that the cost of any unit should weight the 
significance with which one reacts to information 
on its utilization. Thus the knowledge that a card 
reader, whose cost is 2 % of total system cost, is utilized 
only 30 % of the time is of different import than knowl- 
edge of the same degree of utilization with respect to 

i One of the authors, a reformed computer salesman, has often 
been guilty of trying to persuade customers that "It doesn't really 
matter how much the system costs, so long as it's cheaper than what 
you have been doing to date." 
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the core memory, whose cost is 25% of total system 
cost. 

This leads us to the concept of cost/utilization, 
which applies utilization figures indirectly to the costs 
of physical units rather than to the units themselves. 
Cost is a common dimension which allows us to in- 
tegrate utilization data for all the components of a 
system. We can then develop a single measure of 
cost/utilization for an entire system. While it is im- 
possible to develop meaningful figures of total system 
performance directly from physical utilization, the 
common dimension of cost makes a single measure 
of merit both feasible and meaningful. 

The cost/utilization factor measures the extent to 
which the outlay on the total system is actually utilized. 
It is computed as F = )"~i P~U~ where P~ is the cost of 
the ith component in the system as a percentage of total 
cost and U~ is the percentage utilization of the ith 
component.  

Thus F can vary from zero, in a system not utilized 
at all, to 1 in a perfectly utilized system. The method 
described in the next section includes both computation 
of the cost utilization factor and its visual representa- 
tion. 

We can now use these same data to develop a 
measure of system imbalance. Such a measure is 

B = 2[)--~ ( F -  U,)2P,] ~ 

where B is the measure of imbalance and F, U~, and 
P~ are as previously defined. 

The expression included inside the square brackets 
measures the variance of the degree of utilization of 
individual components (U~) around their weighted 
mean (F). Multiplying these squared deviations by 
the relative cost of the components gives the variance 
of utilization of units of cost rather than of physical 
components. 

The scaling factor, 2, normalizes B so that it varies 
between 0, for perfectly balanced systems, and 1, for 
maximally unbalanced systems. A perfectly balanced 
system is defined as one for which 

U~ = F, for al l i .  

A maximally unbalanced system is defined as one 
for which 

U~ = 1, ~ P i  = 0.5, 

and 

Ui = O, ~ Pi = 0.5, 
i=m-t-1 

so that 

F = ~ U , P , +  ~ U,P, 
i = 1  i = m + l  

= 0 . 5 +  0 = 0.5. 
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Then 
m 

B = 2[(0.5-- I)2>-~. P,-F (0.5-- 0) 2 t P,]~ 
/ = 1  i=m+l  

= 2(.25*.5) + (.25..5) 
= 1  

The authors are currently working on an analysis 
of the characteristics of this measure of imbalance. 

Cost/Utilization: Computation and Representation 

The method is to construct a rectangular graph 
representing the maximum possible cost/utilization 
in the system. The horizontal axes of the graph repre- 
sent percentage of total system cost contributed by 
each type of hardware component. The vertical axes 
represent percentage utilization of hardware compo- 
nents. A histogram is constructed within this graph, 
the bars of which represent utilization of systera cost 
and the area above the bars represents slack in the 
system. Once this histogram has been constructed, 
the cost/utilization factor is calculated, relating cost 
utilized to total system cost. 

The following are the steps to be taken in this 
analysis :2 

1. List system components and their cost. 
2. Compute the percentage of total cost represented 

by the cost of each component. 
3. On the horizontal axis, mark off cumulatively 

the percentage of total cost represented by each type 
of component. This is the base of the histogram. 

4. On this base construct a bar for each type of 
component, the height of which represents the per- 
centage utilization of that component. 

5. Compute the cost/utilization factor F, as de- 
scribed in the previous section. 

6. Compute the measure of imbalance B, as de- 
scribed in the previous section. 

Example 

In order to illustrate this method of cost/utilization 
analysis a typical computer system has been chosen 
that includes: 500K memory, four disk drives, eight 
tape drives, card reader, and line printer. The distribu- 
tion of the total cost among the various components 
(in percent) is given in Table II (p. 186). 

The authors may appear to have taken a rather cavalier at- 
titude to measurement problems. This is not because we are un- 
aware of  them but because the major objective of  this paper is to 
develop the concept of  cost/utilization analysis rather than the 
techniques. Three of  the major problems we have encountered are 
(a) the choice of  criterion for disk utilization--storage space or 
access time, (b) the determination of  cost for package-priced multi- 
functional units--e.g, channels or peripheral processors priced 
together with the CPU, and (c) the use of  historical or replacement 
costs--especially in installations with equipment from various 
generations. 

Fig. 2. Illustrative cost/utilization 
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Fig. 3. Cost/utilization histogram with additional data incor- 
porated. 
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Fig. 4. Illustration of trace of cost/utilization criteria. 
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Figure 2 represents four classes of systems: 
(a) The system is well balanced and well utilized. 

Balance is indicated by the fact that all bars in the 
histogram are about the same height, i.e. all com- 
ponents are utilized to about the same extent. Near 
full utilization is indicated by the fact that all bars are 
close to their upper bound, i.e. all components are 
utilized almost to the full. The cost utilization factor 
here is 0.903, and the measure of imbalance is 0.062. 

(b) The system is well balanced but underutilized. 
The cost/utilization factor is 0.443, and the measure 
of imbalance 0.1. 

(c) In this case the system is relatively well utilized 
but is somewhat unbalanced. The cost/utilization 
factor is 0.853, and the measure of imbalance is 0.3. 

(d) This system is both unbalanced and poorly 
utilized. The cost/utilization factor is, at present, 
0.432 and the measure of imbalance 0.51. 

It is possible to extend this analysis to include 
additional information, if available. Thus if the operat- 
ing system absorbs 20 % of the core memory and 10 % 
of CPU time, these facts can be incorporated in the 
histogram, as shown in Figure 3. 

The supervisory system overhead is represented by 
the shaded area in the diagram. System utilization can 
now be broken down as follows: 

Cost utilization: 
Production .772 
System overhead .081 

Cost/utilization factor 
System slack 

.853 

.147 

1.000 

As additional information relevant to the cost /  
utilization ratio becomes known, it can be incorporated 
into this scheme of analysis. It should be noted that 
this analysis depends on the additivity property of 
the cost/utilization factor. If (U~)i, (U0)i, and (Us)~ 
represent the percentage utilization of component i 
for production, overhead, and slack, respectively, then 

(UR), + (U0), + (U~)~ = 1. 

Furthermore,  since ~ P~ = 1, then 
i 

(u~),P, + ~ (u0),P, + >-i, ( v ~ ) , P ,  = 1 
i i i 

i.e. FR + Fo + Fs = 1. 
The additivity property does not hold, however, 

for the measure of imbalance. Thus one cannot com- 
pute directly the contribution of each of the uses of 
the system to total system imbalance. 

Use of  Cost/Uti l ization Criterion 

Having suggested two additional criteria of system 
performance, it is now incumbent upon us to demon- 
strate their uses. In the course of so doing, we may 
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Fig. 5. Composite cost/utilization histogram for two real systems. 
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also answer some of the questions which have come 
to the reader's mind to this point. 

The first use is as a control device. Tracing the 
trends in the cost/utilization and balance factors can 
indicate where potential bottlenecks are developing, 
and at what rate the system is approaching saturation. 
Consider the example in Figure 4 relating to six periods 
for a hypothetical system composed of three com- 
ponents. It is clear that the system will be fully loaded 
within two or three periods because of a bottleneck 
developing in component 2. An increase in the capacity 
of this component could defer saturation for some 
time. The utilization of component 3 is increasing at a 
lower rate than F, indicating that it is a potential source 
of system underutilization. 

This example is in fact based on two systems actu- 
ally studied with the cost/utilization criterion. Figure 
5 is a composite of the cost/utilization histograms con- 
taining some of the interesting features of the two 
systems mentioned. Both systems ran three full shifts. 
In both cases, F was about 0.5, and in both there was 
a bottleneck in disk drives preventing higher utiliza- 
tion. Furthermore,  in both systems, the tape drives 
were grossly underutilized. 

This brings us to a second use of the method--as  a 
guide to improving system configuration. In the cases 
cited, one obvious improvement would be to increase 
disk capacity and decrease tape-drive capacity. A 
somewhat more subtle improvement emerges from a 
comparison of CPU and memory utilizations. There 
are two identical CPUs with different sizes of core 
memory. It is obvious at a glance that, for the mix of 
jobs involved, the larger core permits a more even 
balance between CPU and memory utilization. 

3 Our recommendation to reduce tape drive capacity also 
raises the issue of sunk costs. If it turns out that the excess capacity 
is purchased, it may not be economic to reduce it. This aspect is 
not considered in the cost utilization analysis, but does not, we 
believe, detract from its validity. The implication is that it may not 
always be economically feasible to make the adjustments indicated 
by the analysis, but the analysis itself is no less valid for that reason. 

The recommendation to add disk drives gives rise 
to questions concerning interactions between units)  
Is it true, in the example considered, that a doubling 
of disk capacity will lead to a doubling of system 
capacity, or will some new bottlenecks emerge, say 
in channels? This kind of interaction is not treated 
explicitly in the cost/utilization analysis, but it may, 
nevertheless, provide some insight. Since one can in- 
crease the level of detail in the histogram at will, we 
could separate the channels from the CPU in which 
they are currently incorporated. This would provide 
at least a first approximation to the effect of adding 
the disks. If the channels turn out to be highly utilized, 
it is reasonable to believe that adding additional disk 
drives may saturate them. If, on the other hand, they 
are very much underutilized, this danger is remote. 
An additional example of the way interactions are 
handled is in the discussion in the preceding paragraph 
of the balance between CPU and memory. 

F rom the preceding examples it should now be 
clear why the concept of balance is so important.  If a 
system is being operated three shifts daily, this may be 
because the whole system is highly utilized, or it may 
be because the system is badly balanced, and a bottle- 
neck has developed, which extends job times beyond 
what would be necessary if the system were balanced. 
Removing the bottleneck may significantly improve 
throughput  and turnaround. The concept of balance 
becomes more important, of course, as the degree of 
utilization increases and the system approaches satura- 
tion. If unrecognized, a state of imbalance may lead 
to acquisition of a larger system, when removing a 
bottleneck would solve the problem. Furthermore,  
since bottlenecks reduce throughput,  lack of balance 
implies not only excess outlays on underutilized equip- 
ment but also excess outlays for personnel and utilities. 

Finally, the cost/utilization histogram is a point of 
contact between data processing managers and staff 
functions. Probably one of the more difficult problems 
of DP managers is the lack of confidence engendered 
in top management and staff by their inability to 
evaluate the efficiency of data processing operations. 
Typically, this problem arises when approval is re- 
quired for the purchase of new equipment or when the 
level of service appears to be inadequate. A difficulty 
in this respect is that peak cost/utilization for com- 
puter systems seems to be about 0.75. When the ques- 
tion arises as to why this should be acceptable as 
full utilization, the Kiviat chart can be of considerable 
help in explaining how pushing one point of the star 
out too far may be deleterious in causing other points 
to be withdrawn. 

Summary 

The concept of cost/utilization is an additional 
tool in the bag of the system performance evaluator. 
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Its principal contr ibut ion is in the inclusion of  the 
economic  dimension in an area which has been domi-  
nated by purely technological  considerations,  and its 
integration with those considerat ions by means of  the 
Kiviat  chart.  Its simplicity and ease of  visual representa- 
t ion should help bridge the communica t ion  gap be- 
tween data  processing staff and top management .  
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"Next-f i t"  allocation differs f rom first-fit in  that  a 
first-fit al locator commences  its search for free space at 
a fixed end of  memory,  whereas a next-fit al locator 
commences  its search wherever it previously s topped 
searching. This strategy is called "modif ied first-fit" 
by Shore [2] and is significantly faster than the first- 
fit allocator. To evaluate the relative efficiency of  next- 
fit (as well as to confirm Shore 's  results) a simulation 
was written in Basic Plus on the PDP-11,  using doubly  
linked lists to emulate the memory  structure of  the 
simulated computer .  The simulation was designed to 
perform essentially in the manner  described in [2]. 
The results of  the simulation of  the three methods  
show that  the efficiency of  next-fit is decidedly in- 
ferior to first-fit and best-fit when the mean size of  the 
block requested is less than about  a~ the total memory  
available. Beyond this point  all three allocation schemes 
have similar efficiencies. 
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