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ABSTRACT
Climate change is serious problem, which can negatively affect the
tangible cultural heritage. An actively solution to this problem is the
long-term continuous monitoring of the cultural heritage, which is
impossible in many cases. In this work we propose a methodology
based on web video sources for generating high fidelity 3D meshes
and estimating geometrically changes, which can indicate possible
damaged areas. The ancient theatre of Epidaurus was selected for
demonstrating the methodology and by using two YouTube video
sources, high fidelity meshes were generated and compared by
using free and open-source software. This work concludes on that
tangible cultural heritage monitoring is possible by using web video
sources.

CCS CONCEPTS
• Social and professional topics → Cultural characteristics; •
Computing methodologies → Computer graphics; • Applied
computing → Archaeology; Engineering.
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1 INTRODUCTION
Climate change is a serious problem of our times, which causes sig-
nificant problems in many social, economic and cultural aspects of
our society. Weather patterns and extreme climate events threatens
the tangible cultural heritage, which according to UNESCO [10]
includes monuments, artefacts, and groups of building and sites and
further categorized in movable, immobile and underwater. Tem-
perature increment combined with changes in relative humidity,
wind, and precipitation [5] can change the chemical composition
of a monument’s material (i.e., calcination) [26].

Cultural heritage documentation [18] and monitoring have been
suggested in many works [2, 14, 16] as a solution for mitigating
this problem. A recent work [30] suggests the usage of web video
sources for generating 3D models of an existing monument. In this
direction, works dealing 3D rconstuction from in the wild web based
image datasets have been proposed in [21] by exploiting density
based clustering algorithms. Furthermore, UAV-based photogram-
metry [22] is capable to produce high resolution models. Thus, the
combination of these ideas and technologies, can be used for gen-
erating high fidelity 3D meshes for cultural heritage monitoring.
Fuzzy representations in the area of 3D prediction modelling have
been also presented in [9].

In this work we propose a methodology for cultural heritage
monitoring based on web multimedia (i.e., images, videos) data
sources. The dataset collection focuses on UAV footage video over
archaeological sites or monuments, which are capable for gen-
erating 3D meshes by applying the structure from motion (SfM)
algorithm. Long-term monitoring can be achieved by repeating this
process for multiple video over the same area for different time
periods to generate multiple 3D meshes of the same resolution and
compare them using appropriate software.

Thismanuscript is limited to the presentation of themethodology
and its applicability. The Ancient Theatre of Epidaurus [6] has
been selected for demonstrating the proposed methodology. For
this matter, two UAV footage video, with time difference of 2.5
years, have been downloaded from YouTube and using Meshroom,
a free and open-source 3D Reconstruction Software, for generating
the 3D meshes and further editing was applied in Blender (for
3D geometry) and GIMP (for the image texturing). Finally, the
monitoring is achieved by tracking changes between the 3Dmeshes.
This is achieved by comparing the 3D meshes in CloudCompare
software.
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The contribution of this research is twofold. Firstly, we pro-
pose a methodology for generating 3D meshes from web video
sources for the same area and estimating geometrical differences
between the models for long-term cultural heritage monitoring.
The differences in geometry may indicate possible damage in the
archaeological structure. Secondly, the proposed methodology sig-
nificantly minimizes the time and cost of long-term monitoring
for cultural heritage, because it is heavily depended on free and
open-source tools and can be applied for any monument worldwide
from anywhere, as long as there are at least two video of the same
archaeological structure for different time periods.

The rest of this manuscript is organized as follows: Section 2
provides similar works and state of the art approaches for CH moni-
toring. In Section 3 a brief description of the proposed methodology
is provided. Section 4 presents the applicability of the proposed
methodology in the case study of the Theatre of Epidaurus. Section
5 concludes this work.

2 RELATEDWORK
The 3D reconstruction of cultural heritage monument using web
sources is not something new. Similar ideas have been proposed
in the works of Kyriakiaki et al. [19] and Doulamis et al. [8]. The
first work proposes a methodology for producing cost-effective 4D
models of cultural heritage structures and artefacts from 2D data
over the web by using computer vision [4] and photogrammetric
(i.e., structure from motion [24] algorithms. The second work pro-
poses a methodology for 3D reconstruction [20] of cultural heritage
monuments using images from Twitter.

Dante Abate [1] in his research propose a four step methodology:
(i) photogrammetric survey, (ii) dense point cloud and orthophoto
production, (iii) 2D and 3D multi-temporal change detection, (iv)
data interpretation. In his case study he used two datasets of the
church of Stavros tou Missiricou in Nicosia, Cyprus, with a time
period difference of 8 years, for creating orthophotos and 3D point
clouds. Furthermore, by cloud comparison [23] and displacement
calculation [32, 33] he estimated possible damage in the facade’s
structure.

A different approach suggests the usage of UAVs for collecting
datasets of archaeological sites and photogrammetric algorithms
like structure from motion for 3D mesh and BIM models creation
[31]. Indicative example can be the work of Young Hon Jo et al.
[17] where they compared 3D meshes created by terrestrial laser
scanning and UAV technologies for 3D digital documentation. Fotia
et al. [11] combined UAV survey and 3D printing technologies for
3D modeling and printing the Saracen Tower Remains in Southerns
Italy. These technologies can be efficiently used in 3D monitoring
and documentation of cultural heritage.

Herban et al. [15] approached the problem of digitization of cul-
tural heritage by using spherical 360◦ low-cost cameras and the
structure from motion algorithm to generate a 3D mesh for Colon-
ada in Buzias, (a large structure in Romania). Furthermore, their
generated 3D mesh was compared to a terrestrial laser scanner [35]
3D mesh for estimating the capability of their approach. The com-
parison showed a difference of 15 centimeters for 80% of the points.
Bakirman et al. [3] performed a similar experiment by comparing a

3D mesh, of a historical building, generated by an ultra light UAV
and a terrestrial laser scanner with similar results.

Summarizing, the current literature investigation contains works
that propose the usage of web sources for cultural heritage and UAV
captured datasets for photogrammetric processing. Additionally,
some studies uses cloud compare algorithms for estimating the
efficiency of low-cost capturing technologies with more advanced
systems like terrestrial laser scanners. Taking into account the
current literature, we contribute by proposing a long-term low-cost
methodology for cultural heritage monitoring based on web video
sources containing. Our methodology is capable for estimating
differences in an archaeological structure by comparing multiple
3D meshes generated from video sources of different time period.

3 PROPOSED METHODOLOGY
In this work we propose a methodology for long-term cultural her-
itage monitoring. The methodology is completely based on free and
open-source software and tools. For the demonstration example we
used Meshroom [27] for the SfM algorithm, Blender [28] for editing
the 3D geometry of the generated meshes, GIMP [29] for texture
enhancement, and CloudCompare [7] for comparing the differences
between the 3D meshes. The proposed methodology is compro-
mised by five main steps: (a) Data collection, (b) pre-processing, (c)
processing, (d) post-processing, (c) 3D mesh comparison. Figure 1
illustrates the architectural workflow of the proposed methodology.

Data collection is the first step of the proposed methodology
and the most critical, because it affects significantly the following
processes. A good dataset can be a UAV footage video from YouTube
(YT) or any other web site (e.g., social media, archaeological web-
sites, etc.), which visualize the area of interest from a continuous
capture and multiple positioning angles. Additionally, the video
frames needs to be as possible noisy free, without watermarks or
description text, because these features will be appeared in the final
model (see Figure 4b). The pre-processing step includes the conver-
sion of the video file to a set of images (i.e., the video’s frames) and
the removal of noisy frames like title, description, watermarked,
etc.

The next step (processing) is the creation of the 3D textured
mesh by feeding the image dataset to the Structure from Motion
algorithm. Usually, the generated 3D mesh contains noisy vertices
that need to be removed. The removal processing can be utilized
inside any 3D editing software (e.g., Blender, 3Ds Max, etc.) either
manually by deleting noisy meshes or geometries, or automated by
using a decimate modifier algorithm.

Furthermore, the model needs to be scaled and rotated to match
the reality. The scale factor is calculated by dividing a known dis-
tance of the archaeological structure by the corresponding distance
measured in the 3D mesh, as shown in the Equation 1. The real
distance can be measured using an online map like google earth,
OpenStreetMap, etc, while the distance in mesh can be measured
inside the 3D software editor. All models needs to be scaled and
rotated accordingly to match reality in order to proceed with the
comparison phase later on.

𝑆𝑐𝑎𝑙𝑒𝐹𝑎𝑐𝑡𝑜𝑟 =
𝑅𝑒𝑎𝑙𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑚)

𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑛𝑀𝑒𝑠ℎ(𝑚) (1)
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Figure 1: The architectural workflow of the proposed methodology.

In addition, it is important to localize the pivot point of the model
to the same point for all models, otherwise the mesh comparison
will produce wrong results. In some cases, texturing enhancement
(e.g., saturation, contrast, etc.) is necessary for improving the visual-
ization of the model. Finally, the generated meshes can be imported
to a software with the capability of comparing mesh geometries
and point clouds for detecting geometrically differences, which may
indicate damage in the monument’s structure.

4 EXPERIMENTAL RESULTS
4.1 Brief description of the area of interest
The Ancient Theatre of Epidaurus (Figure 2) is one of the best
preserved and most familiar monuments of ancient Greece and
located on the Sanctuary of Asklepios in Peloponnese (Greece),
south of modern Epidaurus (Nea Epidavros), across the Saronic
Gulf from Athens [25]. The theatre was inscribed on the UNESCO
World Heritage List in 1988 along with the Temple of Asclepius [6].
It was constructed in the 4rth century BC and is most recognized
by its aesthetic and acoustic characteristics [34].

Figure 2: The ancient theatre of Epidaurus.

4.2 Data Collection and Pre-Processing
For the test purposes of this work we downloaded two video from
YouTube. Please note that few of the frames, in the sequences, have
been manually removed, to facilitate the reconstruction process.
Numbers in parentheses correspond to the remaining number of
frames. Table 1 presents a brief description of the dataset. The first
video source [12] was uploaded on 27 January of 2021 with time
length 2 minutes and 14 seconds in 30 FPS. This video produced
a dataset of 134 images, from which 132 were used in the SfM
process. The second video video source [13] was uploaded on 30
Aug 2019 and its time length is 2 minutes and 47 seconds in 30 FPS.
A dataset of 167 images was produced from this video, from which
130 images were used in the SfM process. For testing purposes the
second video source is watermarked on the top right corner and,
also, some frames contain description text.

4.3 3D Mesh Creation and Post-Processing
The successful execution of the SfM algorithm produced the tex-
tured meshes which are illustrated in Figure 3 for the first (3a) and
second (3b) video sources respectively. It is observed that these
meshes contain noisy geometries (e.g., floating islands, noisy ver-
tices, etc.), which need to be cleaned.Furthermore, they need to
be scaled in reality’s dimensions, rotated until the ground is par-
alleled with the XY plane, and locate the pivot point (i.e., origin
point) to the shame position in both meshes. The 3D meshes after
applying these changes are shown in Figure 4. Finally, texture en-
hancement (Figure 5) improves significantly the visualization of
the 3D meshes. Texture enhancement includes changes in contrast,
brightness, saturation, etc of the 3D mesh’s image texture.

4.4 Comparison between the two meshes
The last step of the methodology is the comparison of these two
models in CloudCompare (CC) software. Figure 6a illustrates the
two meshes after they imported in the CC. In the case of different
pivot points there will be observable distance between the meshes
and it is important to be corrected before the comparison. In addi-
tion, it is important for the meshes to have similar number of ver-
tices (i.e., similar polygon geometry and resolution). In the case of
huge difference in vertices’ number, the Blender software provides
the subdivision surface modifier, which can interpolate vertices
and increase the resolution of a model. The generated mesh of the
first video source has 64567 vertices and the mesh of the second
video source has 76169 (i.e., 11.602 difference in vertices). Figure
6b illustrates an overview of the vertices, before the comparison of
the 3D meshes (i.e., distance calculation).

Figure 7 illustrates the comparison between the 3D meshes by
selecting the vertices of the first video source to compared and
the second video source to reference options in CloudCompare
distance calculation, while Figure 8 illustrates the same comparison
by swapping the options (use the mesh of first video source as
reference and the mesh of the second video source as compared
option). The algorithm colorized the point cloud of the compared
mesh as illustrated in Figures 7b and 8b and the distances were
measured in millimeters. Blue color indicates distance values near
0, while the red color near the maximum distance value. Figure 9
illustrates the represented histograms of the colorized point clouds.
It is observed that for the case of Figure 7b the maximum distance is
mostly observed in foliage areas with approximated value of 4.00m.
This distance value is because there is no foliage information in the
reference model. The main structure of the monument is colorized
with blue, which indicates distances bellow 0.5m and from Figure 9a
most values are near 0. For the Figure 8b the maximum distance is
similarly observed on the foliage areas with a value of 1.25m (Figure
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Table 1: Dataset Description

Video Source Date Video Length Frames per Second (FPS) Image Frames

[12] 27 Jan 2021 2min 14sec 30 134 (132 used in SfM)
[13] 30 Aug 2019 2min 47sec 30 167 (130 used in SfM)

Figure 3: The product of SfM algorithm from the first video source. (a) The first video source. (b) The second video source.

Figure 4: The 3D Meshes after noise removal and transformation (scale, rotate, locate to the point of origin) correction. (a) The
first video source. (b) The second video source.

9b), while on the main structure of the monument there are values
in blue (<0.3m) and the green area (0.3m-0.5m) similarly to the
previous analysis. By taking into account negligible inaccuracies
that occurred along the processes of the methodology (i.e., user
rounding errors in scaling calculation, possible slightly different
rotation and negligible difference in the location of the pivot points),
these differences are considered negligible, and it can be assumed
that the theatre of Epidaurus has not been significantly changed
during these 2.5 year difference.

5 CONCLUSIONS
This manuscript proposed a methodology for creating 3D meshes
of tangible cultural heritage monuments by using an image dataset
provided by web multimedia sources. The methodology was demon-
strated for the theatre of Epidaurus in the Sanctuary of Asklepios,
which is protected by UNESCO since 1988. Two YouTube video
sources with an uploaded time difference of 2.5 years were used
for the successful creation of two high quality 3D meshes. These
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Figure 5: The 3D Mesh of the first video source after texture enhancement. (a) The first video source. (b) The second video
source.

Figure 6: (a) Importing the two meshes in CloudCompare. (b) Viewing the point clouds of the two meshes in CloudCompare

Figure 7: (a)Compared mesh (b) Showing the point cloud of the first video source mesh after distance calculation. (Blue =
distance near 0, Red = maximum distance)

meshes imported to CloudCompare software, in which their geo-
metrically differences were calculated. The main advantages of the
proposed methodology can be summarized as follow:
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Figure 8: (a)Compared mesh (b) Showing the point cloud of second video source mesh after distance calculation. (Blue = distance
near 0, Red = maximum distance)

Figure 9: The histogram of ht distances. The absolute distance is on millimetre.

(1) The data collection is based on web sources, thus no field
work is needed and can be used from anywhere.

(2) There are many free and open-source software that solve
the SfM problem easily, thus it can be used from anyone.

(3) The whole process can be achieved in less than 24 hours,
depended on the size of the dataset.

(4) The software used for the demonstration was free and open-
source, which means that the proposed methodology is zero
cost.

Some of the disadvantages of the methodology can be the lack of
dataset for a specific area, or that the available dataset produces low
resolution 3D mesh, which cannot be used for monitoring changes.
The methodology is currently at an early stage and further research
in this field is needed, however this manuscript can safely conclude
that tangible cultural heritage monitoring is possible using multiple
datasets from web sources.
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