Check for
Updates

Real time road defect monitoring from UAV visual data sources

Iason, IK, Katsamenis Nikolaos, NB, Bakalos Eftychios, EP, Protopapadakis
National Technical University of National Technical University of University of Macedonia
Athens Athens eftprot@uom.edu.gr
iasonkatsamenis@mail.ntua.gr bakalosnik@mail.ntua.gr
Eleni Eirini, EK, Karolou Georgios, GK, Kopsiaftis Athanasios, AV, Voulodimos
National Technical University of National Technical University of National Technical University of
Athens Athens Athens
ele.karolou@mail.ntua.gr gkopsiaf@survey.ntua.gr thanosv@mail.ntua.gr
ABSTRACT Technologies Related to Assistive Environments (PETRA °23), July 05-07, 2023,

The use of UAVs and artificial intelligence has emerged as a promis-
ing approach for monitoring road defects. This paper highlights
the importance of these technologies in improving road inspec-
tion, maintenance, and safety. Traditional methods for inspecting
roads are often time-consuming, expensive, and can put human
inspectors in dangerous situations. However, drones equipped with
high-resolution cameras and sensors can capture pavement image
data quickly and safely. Deep learning algorithms can then ana-
lyze this data to identify and localize areas in need of repair. By
leveraging these technologies, engineers and road construction ex-
perts can more efficiently monitor and maintain roads, reducing
the costs associated with repairs and maintenance, while in parallel
improving safety. To this end, this work emphasizes the potential
of UAVs in conjunction with deep learning techniques to provide
a more comprehensive view of road conditions, allowing for tar-
geted repairs and more effective maintenance strategies, such as
prefabrication and robotic interventions. Experimental results us-
ing objective evaluation criteria, such as precision, recall, F1-score,
and IoU are promising, which entails that this study advocates for
the adoption of these technologies to enhance the monitoring and
maintenance of road infrastructures.
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1 INTRODUCTION

Inspections of civil engineering structures, such as road infrastruc-
tures, are carried out by technicians utilizing rope and harness
access equipment, in conjunction with construction machineries
such as lifts and cranes. These traditional inspection techniques
not only pose safety risks, that may lead to worker injuries and
accidents, but are also costly and time-consuming. Furthermore,
they require heavy machinery that results in hindrances in road
and waterway traffic. It is also noted that the identification of the
damaged areas is performed using visual methods, potentially leav-
ing damage unnoticed in the inaccessible areas of the structures.
Therefore, it is mandatory to adopt innovative inspection methods,
through which efficient defect identification is promoted, while in
parallel the workers’ safety is ensured [1].

On this basis, unmanned aerial vehicles (UAVs) offer several ad-
vantages in processes that involve remote sensing data acquisition.
More specifically, by exploiting drone technology we are able to
remotely, and therefore safely, collect data from otherwise virtually
or physically unreachable areas. Also, we can effectively gather
timely and on-demand images [2], by avoiding short-term traffic
arrangements, that require time-consuming permits and result in
traffic jams, shutdowns, accidents, and CO; emissions. Hence, it is
underlined that UAVs are emerging as a suitable and cost-effective
method for gathering high-quality image data, that encompass key
spatial, textural, and chromatic information of the under-inspection
structure [3].

The use of drones will favor the monitoring of road infrastruc-
tures that are difficult to access, and in the case of road maintenance,
they will allow having a current model of defects to plan automated
actions for the next day’s maintenance tasks, avoiding visual in-
spection of the personnel (driving vehicles and walking on the road)
and therefore, possible accidents [4]. Drone technology will make it
possible to reduce the overall cost of these expensive interventions.
Consequently, the use of aerial drones can provide the bigger pic-
ture of the area under maintenance or/and upgrading intervention
procedure [5].

In parallel, the effective inspection of road defects is a critical task
for engineers as it helps to ensure the safety and longevity of road
infrastructures. Traditional methods of inspecting roads can be time-
consuming, expensive, and often lack accuracy, making it difficult
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to identify defects before they cause major problems. However, the
advent of deep learning algorithms has provided a new and more
effective approach to road defect inspection. By analyzing large
amounts of data, deep networks can identify, classify and localize
even the smallest cracks or potholes, allowing for targeted repairs
and more effective maintenance strategies [6 - 8]. To this end, in this
paper, we evaluate the effectiveness of a YOLO object detector that
utilizes UAV imagery, to create an image-based automated solution
for effective road defect detection and classification [9 - 11].

The remainder of the paper is organized as follows. In the rest of
section 1, we provide an overview of related work on road defect
detection as well as our contribution to the field. In section 2, we
describe the proposed method in detail, as well as its architecture.
In section 3, we present the utilized dataset, training procedure,
and experimental results as well as analyze the performance of our
proposed method. Finally, we conclude the paper in section 4 and
discuss potential future work in the field of road defect detection
and classification.

1.1 Previous Work

The literature presents various noteworthy attempts at studies
for road infrastructure monitoring with deep learning techniques.
Object detection methods can apply to different aspects of the
above-mentioned issue. The work of [12] presents a single shot
detection and classification of road users based on the real-time
object detection system YOLO. This method is applied to the pre-
processed radar range-Doppler-angle power spectrum.

Obstacle recognition on road images is another aspect of object
detection [13]. The work of [14] implemented an obstacle detection
and avoidance driverless car using Convolutional Neural Networks
(CNNs). In the study of [15] a deep learning system, using Faster
Region-based convolutional neural network was employed for the
detection and classification of on-road obstacles such as vehicles,
pedestrians, and animals. Tsung-Ming Hsu et al. presented a deep
learning model to mimic driving behaviors by learning the dynamic
information of the vehicle along with image information in order
to improve the performance of a self-driving vehicle. For the im-
plementation of the model, they placed traffic cones on the road to
collect the scene of avoiding obstacles [16].

The work of [17] investigates road surface monitoring equipped
with GPS and inertial sensors: an accelerometer and a gyroscope. It
implements wavelet decomposition analysis for signal processing
of inertial sensor signals and Support Vector Machine (SVM) for
anomaly detection and classification. The paper of [18] proposes a
system to autonomously and comprehensively monitor road infras-
tructure conditions. They suggest methods that could incorporate
an automatic collection of ground truth data for supervised machine
learning.

In parallel, the work of [19] focuses on a segment-based spa-
tial stratified heterogeneity method, which is utilized to explore
the comprehensive impacts of vehicles, climate, properties of road,
and socioeconomic conditions on pavement infrastructure perfor-
mance. Segment-based optimal discretization is applied to discretiz-
ing segment-based pavement data, and a segment-based geographi-
cal detector is utilized to assess the spatial impacts of variables and

604

lason Katsamenis et al.

their interactions. The findings indicate that the quantified compre-
hensive impacts of variables are practical for wise decision-making
for road design, construction and maintenance. The paper of [20]
focuses on the deployment of different Machine Learning (ML) al-
gorithms, such as Support Vector Machine, Random Forest, Naive
Bayes, Artificial Neural networks or convolutional neural networks
in order to make research on ML-based pavement evaluation. Lastly,
the work of [21] moves in the same direction and compares five
different algorithms to inspect the contents of images, Region-based
Fully Convolutional Network (R-FCN), Mask Region-based Con-
volutional Neural Networks (Mask R-CNN, Single Shot Multi-Box
Detector (SSD), RetinaNet and YOLOV4, for vehicle safety systems
purpose.

1.2 Our Contribution

Inspired by the aforementioned studies, in this paper, we present
the development of an object detection deep learning framework
based on the YOLOV5 architecture for the automated inspection
of road infrastructures by utilizing UAV images. The use of deep
object detection techniques in road infrastructure monitoring is
crucial for the timely detection and repair of defects. Traditional
methods of road inspection are often limited in their ability to
identify defects in real-time, resulting in increased costs and po-
tential safety hazards. Thereby, such technologies can quickly and
accurately identify and localize defects such as cracks, potholes,
and other damage, allowing for targeted repairs and more effective
maintenance strategies [22]. As such, the implementation of Al
frameworks in road infrastructure monitoring has the potential to
significantly improve safety and reduce costs associated with road
repairs and maintenance.

Moreover, UAVs have become an essential tool for monitoring
road infrastructure defects due to their ability to capture high-
resolution images and data from difficult-to-reach areas. Therefore,
their use can significantly improve the efficiency and accuracy
of road inspections, reducing costs associated with repairs and
maintenance while enhancing safety. Consequently, the proposed
methodology addresses existing limitations in maintenance and
upgrading by incorporating UAV and robot-assistive road infras-
tructure processes that (i) increase automation in the inspection and
maintenance process, (ii) minimize traffic delays during inspection
and maintenance, and (iii) improve workers’ safety and avoidance
of weather hazards.

2 OBJECT DETECTION MODEL

As already mentioned, our work is based on top of the YOLOv5
object detection model. YOLO is a fast real-time multi-object detec-
tion algorithm, which was first outlined in 2015 [23] and since its
first inception, many modifications have been proposed to improve
and speed up the detection process. YOLO is an acronym for “You
only look once” and is a target detection algorithm based on a re-
gression algorithm that uses Neural Networks to provide real-time
object detection. Its usefulness comes due to the fact that it com-
pletes the prediction of the classification and location information
of the objects according to the calculation of the loss function, so it
transforms the target detection problem into a regression problem
[24]. This algorithm uses the most advanced detection technologies
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Figure 1: The architecture of the model YOLOv5, which consists of three parts: (i) Backbone: CSPDarknet, (ii) Neck: PANet, and
(iii) Head: YOLO Layer. The data are initially input to CSPDarknet for feature extraction and subsequently fed to PANet for
feature fusion. Lastly, the YOLO Layer outputs the object detection results (i.e., class, score, location, size).

available at the time and optimizes the implementation for best
practices [25].

In this implementation, we utilize YOLOv5, which holds state-
of-the-art performance among the various YOLO algorithms. It is
based on the PyTorch framework and its functionality comes from
the fact that it is a suitable lightweight detector that can balance
detection accuracy and model complexity under the constraints
of processing platforms with limited memory and computation
resources [26]. As can be seen in Figure 1 the architecture of the
model YOLOV5 consists of three parts: (i) Backbone: CSPDarknet,
(ii) Neck: PANet, and (iii) Head: YOLO Layer. The data are initially
input to CSPDarknet for feature extraction and subsequently fed to
PANet for feature fusion. Lastly, the YOLO Layer outputs the object
detection results (i.e., class, score, location, size).

3 EXPERIMENTAL EVALUATION

3.1 Dataset Description

In order to train and evaluate the YOLOv5 model the dataset that
is presented in the work of [4] was exploited. The data (see Figure
2) was created in order to represent the situation of the Spanish
roads and automate the detection of two main types of road damage,
i.e., potholes and cracks. The dataset utilized for the evaluation of
the results of the specific scientific article has been made publicly
available to the scientific community for testing new networks and
verifying the results.

In particular, initially, it contained 568 labeled road images, with
a resolution of 3840%x2160 pixels, from RGB sensors mounted on
a UAV. After the pre-processing process, the total number of la-
beled images in the dataset was 1,362 images. More specifically, the
following pre-processing process was applied to each RGB image:
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e Auto-orientation of pixel data (with EXIF-orientation strip-

ping)
e Resize to 1200x900 [Fill (with center crop)]

Furthermore, in order to generalize the detection capabilities of
the trained model, the following augmentation process was applied
in order to create three versions of each source UAV image:

e 50% probability of horizontal flip

e 50% probability of vertical flip

e Random rotation of between -15 and +15 degrees

e Salt and pepper noise was applied to 5 percent of the pixels

Thereby, after the preprocessing procedure among the 1,362
UAV images, 70% were used for training (1,191 images), 20% for
validation (114 images), and 10% for testing (57 images) the detection
capabilities of the trained deep model.

3.2 Experimental setup - Model training

The YOLO object detector was trained and evaluated using an
NVIDIA Tesla K80 GPU with 12 GB of memory, provided by Google
Colab. We trained the network, using batches of size 32, for 200
epochs, and set the input image resolution to 448x448 pixels. This
work is based on the YOLOv5 small model in order to reduce the
computational cost of the detection task. Towards this direction, the
network takes up less than 15 MB of storage and thus can be easily
embedded in smartphone applications and various low-memory
digital devices or systems [27], including drones and microcon-
trollers.
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Figure 2: Sample images from the dataset [4] that contain UAV images for crack and pothole recognition.

3.3 Evaluation metrics

Regarding the detection task, we utilized the Intersection over
Union (IoU), which is a popular evaluation metric used to mea-
sure the accuracy of an object detector on a particular dataset. It
measures the overlap between the predicted bounding box and the
ground truth bounding box for an object. To calculate the IoU, we
first calculate the intersection of the predicted and ground truth
bounding boxes. This is the region where the predicted box and
ground truth box overlap. We then divide the area of this intersec-
tion by the area of the union of the two bounding boxes. The IoU
score ranges from 0 to 1, and in general, a higher value indicates
better object detection performance. The IoU metric is defined as

follows:
TP

" TP+FP+TN M
where true positives (predicted correctly as positive) are denoted
as TP, false positives (predicted incorrectly as positive) as FP, and
false positives (predicted incorrectly as positives) as FP.

In parallel, regarding the classification task of the road defects on
a given UAV image the performance of the implemented architec-
ture is evaluated in terms of three metrics as follows: (i) precision,
(if) recall, and (iii) F1-score. Precision, also known as positive pre-
dictive value, measures the accuracy of the model’s predictions and
is calculated as seen in the following expression:
s @)

+ FP

It is noted that precision is the ratio of correct positive outcomes
to the total positive outcomes that the network considers and thus
indicates how good a network is when its output is positive. A low
precision score implies a high number of false alarms.

Similarly, recall, also known as sensitivity, measures how well
the model predicts the total of positives and is calculated as seen in
the formula below:

IoU

Precision =

TP

=—"" _
Recall = 75 %N

®)
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where false negatives (predicted incorrectly as negatives) are de-
noted as FN. It is underlined that recall is the percentage of correct
positive outcomes to the total of positive cases in the ground truth,
and, therefore, shows how many of the positive classes the network
can correctly predict. A low recall score entails that the classifier
has a high number of misses.

Finally, the F1-score is a combination of these two last aforemen-
tioned metrics and is described as the harmonic mean of precision
and recall [28]. It is calculated as in the following expression:

Precision - Recall

F1=2 ()

Precision + Recall

3.4 Experimental evaluation

The performance of the object detection task is illustrated in Figure
3(a) with a confidence level of 95% over the data of the test set. In
parallel, the classification capabilities in terms of the performance
metrics that were demonstrated in the previous section are shown
in Figure 3(b-c). It is also noted that, regarding computational com-
plexity, the model needs an average time of 0.059 seconds to identify
the road defects on a UAV image.

Consequently, as illustrated in Figure 3, the proposed computer
vision framework, which utilizes the YOLOv5 detector and drone
images, can classify and localize as well as localize two classes
of road defects (i.e., cracks and potholes), in the processed UAV
imagery. The final network was able to demonstrate an IoU score of
up to 95.64% for the detection task and an F1-score of up to 67.82%
for the classification task with precision and recall scores of 52.83%
and 96.15%, respectively.

3.5 Evaluation of the object detector on UAV
images with cracks and potholes

In this section, we present the experimental results that the YOLOv5
model demonstrated during the evaluation process. More specif-
ically, in Figure 4 one can observe the automated identification



Real time road defect monitoring from UAV visual data sources

PETRA ’23, July 05-07, 2023, Corfu, Greece

weighted IoU FEEELA

macro [oU FERY

@

micro loU FEEEEEL

0% 20% 40%

67.82%

60% 80% 100%

52.83%

55.42%

Macro eV
(b) 41.450

. 65.79%
Micro BCIHELZ

50.00%
0% 20% 40%

37.50%

Pothole IZIOLZS

25.00%

© 73.33%

(Weld gl 100.00%
57.90%

0% 20% 40%

F1-score
m Recall

m Precision

60% 80% 100%

Fl-score
m Recall

M Precision

60% 80% 100%

Figure 3: Average performance over the images of the test set of the dataset [4] in terms of (a) micro, macro, and weighted IoU
scores, (b) classification scores calculated with micro, macro, and weighted averaging, and (c) classification scores calculated per

class.

capabilities of the proposed YOLOV5 architecture in the automated
crack and pothole detection task from UAV images. The aforemen-
tioned figure shows six indicative drone images of the test set and,
in particular, the first column corresponds to the original RGB
drone images followed by their ground truth bounding boxes in
the second column. Finally, the third column shows the predicted
bounding boxes with their corresponding confidence scores.

To effectively explore the performance of the model, the test
images can contain (i) only cracks [e.g., Figure 4(a)], (ii) only pot-
holes [e.g., Figure 4(b)], (iii) both cracks and potholes [e.g., Figure
4(c)], (iv) healthy asphalt surface without degradation [e.g., Figure
4(d)]. It is noted that the images are unseen data during the training
process of the deep model. As one can see in the aforementioned
figure, and in particular in the third column, the model showed
satisfactory recognition and localization performance of the cracks
and potholes. It is however noted that in rare cases the network
failed to identify (false negative) a defect in the drone image [e.g.,
Figure 4(f)]. In parallel, in rare cases, the model misclassified an
object (false positive) as a defect [e.g., Figure 4(e)]. Nevertheless, it
is emphasized that the input data of the system is consecutive RGB
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frames of a video sequence, and, therefore, even if the detection
fails for the current frame, it is highly likely that it will succeed in
the next ones [29], [30], [31].

4 CONCLUSIONS

In conclusion, this paper has presented a YOLOvV5 model for the
detection of cracks and potholes in road surfaces using UAV images.
The proposed model has demonstrated promising performance in
terms of localization accuracy and speed, which is critical for the
real-time detection and monitoring of road defects. The effective-
ness of the proposed framework was validated using a real-world
dataset of UAV images, and the results showed that it performed
satisfactorily in terms of precision, recall, F1-score, and IoU metrics.
To this end, the use of UAV images in conjunction with the YOLOv5
model provides a cost-effective and safe method of road inspection,
reducing the risks and expenses associated with traditional inspec-
tion methods. Furthermore, the adoption of deep learning models
for road defect detection can lead to more targeted and efficient
road maintenance strategies, enhancing the safety and longevity
of road infrastructures. In summary, the proposed deep network
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Figure 4: Automated localization of (i) cracks (pink bounding boxes) and (ii) potholes (red bounding boxes) on UAV images
using a small YOLOv5 deep model trained and tested on the dataset [4].

can significantly improve road infrastructure monitoring as well as with other sensors, such as LIDAR or thermal sensors, can provide
maintenance, and, thereby, can be a powerful auxiliary tool in the complementary information for more accurate detection and char-
hands of civil engineers and road construction experts. acterization of road cracks and potholes. Thereby, by leveraging the
Future work can focus on exploring the integration of multi- strengths of different sensors, we can enhance the system’s ability
sensor data and fusion techniques to improve the detection ca- to identify and classify various types of road surface damage.

pabilities of the proposed framework. Combining UAV imagery

608



Real time road defect monitoring from UAV visual data sources

ACKNOWLEDGMENTS

This research has been co-financed by the European Regional De-
velopment Fund of the European Union and Greek national funds
through the Operational Program Competitiveness, Entrepreneur-
ship and Innovation, under the call RESEARCH - CREATE - IN-
NOVATE (project code: T2EDK-04652).

REFERENCES

(1]

[2

=

(9]

[10]

[11]

[12

[13]

[14]

Katsamenis, 1., Doulamis, N., Doulamis, A., Protopapadakis, E., & Voulodimos, A.
(2022). Simultaneous Precise Localization and Classification of metal rust defects
for robotic-driven maintenance and prefabrication using residual attention U-Net.
Automation in Construction, 137, 104182.

Colomina, I, & Molina, P. (2014). Unmanned aerial systems for photogrammetry
and remote sensing: A review. ISPRS Journal of photogrammetry and remote
sensing, 92, 79-97.

Ammour, N., Alhichri, H., Bazi, Y., Benjdira, B., Alajlan, N., & Zuair, M. (2017).
Deep learning approach for car detection in UAV imagery. Remote Sensing, 9(4),
312.

Silva, L. A., Sanchez San Blas, H., Peral Garcia, D., Sales Mendes, A., & Villaru-
bia Gonzalez, G. (2020). An architectural multi-agent system for a pavement
monitoring system with pothole recognition in UAV images. Sensors, 20(21),
6205.

Katsamenis, I, Bimpas, M., Protopapadakis, E., Zafeiropoulos, C., Kalogeras, D.,
Doulamis, A., ... & Lopez, R. (2022, June). Robotic maintenance of road infrastruc-
tures: The heron project. In Proceedings of the 15th International Conference on
PErvasive Technologies Related to Assistive Environments (pp. 628-635).
Sholevar, N., Golroo, A., & Esfahani, S. R. (2022). Machine learning techniques
for pavement condition evaluation. Automation in Construction, 136, 104190.
Anand, S., Gupta, S., Darbari, V., & Kohli, S. (2018, December). Crack-pot: Au-
tonomous road crack and pothole detection. In 2018 Digital Image Computing:
Techniques and Applications (DICTA) (pp. 1-6). IEEE.

Protopapadakis, E., Katsamenis, ., & Doulamis, A. (2020, June). Multi-label deep
learning models for continuous monitoring of road infrastructures. In Proceedings
of the 13th ACM International Conference on PErvasive Technologies Related to
Assistive Environments (pp. 1-7).

Nie, M., & Wang, C. (2019, November). Pavement Crack Detection based on
yolo v3.In 2019 2nd international conference on safety produce informatization
(IICSPI) (pp. 327-330). IEEE.

Ping, P., Yang, X., & Gao, Z. (2020, August). A deep learning approach for street
pothole detection. In 2020 IEEE Sixth International Conference on Big Data
Computing Service and Applications (BigDataService) (pp. 198-204). IEEE.
Katsamenis, I., Davradou, A., Karolou, E. E., Protopapadakis, E., Doulamis, A.,
Doulamis, N., & Kalogeras, D. (2022, September). Evaluating YOLO Transferability
Limitation for Road Infrastructures Monitoring. In Novel & Intelligent Digital
Systems: Proceedings of the 2nd International Conference (NiDS 2022) (pp. 349-
358). Cham: Springer International Publishing.

R. Pérez, F. Schubert, R. Rasshofer and E. Biebl, "Deep Learning Radar Object
Detection and Classification for Urban Automotive Scenarios,' 2019 Kleinheubach
Conference, Miltenberg, Germany, 2019, pp. 1-4.

Katsamenis, L., Karolou, E. E., Davradou, A., Protopapadakis, E., Doulamis, A.,
Doulamis, N., & Kalogeras, D. (2022, September). TraCon: A novel dataset for
real-time traffic cones detection using deep learning. In Novel & Intelligent
Digital Systems: Proceedings of the 2nd International Conference (NiDS 2022)
(pp. 382-391). Cham: Springer International Publishing.

N. Sanil, P. A. N. venkat, V. Rakesh, R. Mallapur and M. R. Ahmed, "Deep Learn-
ing Techniques for Obstacle Detection and Avoidance in Driverless Cars," 2020

609

[15

[16

=
=

(18

(19]

[20

[21

[23

[24]

[25]

[26]

&
=

[28

[29]

[30

[31

PETRA ’23, July 05-07, 2023, Corfu, Greece

International Conference on Artificial Intelligence and Signal Processing (AISP),
Amaravati, India, 2020, pp. 1-4, doi: 10.1109/AISP48273.2020.9073155.

G. Prabhakar, B. Kailath, S. Natarajan and R. Kumar, "Obstacle detection and
classification using deep learning for tracking in high-speed autonomous driving,'
2017 IEEE Region 10 Symposium (TENSYMP), Cochin, India, 2017, pp. 1-6, doi:
10.1109/TENCONSpring.2017.8069972.

Tsung-Ming Hsu, Cheng-Hsien Wang, and Yu-Rui Chen. 2018. End-to-End Deep
Learning for Autonomous Longitudinal and Lateral Control based on Vehicle
Dynamics. In Proceedings of the 2018 International Conference on Artificial Intel-
ligence and Virtual Reality (AIVR 2018). Association for Computing Machinery,
New York, NY, USA, 111-114. https://doi.org/10.1145/3293663.3293677

Seraj, Fatjon & van der Zwaag, Berend Jan & Dilo, Arta & Luarasi, Tamara &
Havinga, Paul. (2016). RoADS: A Road Pavement Monitoring System for Anomaly
Detection Using Smart Phones. 128-146. 10.1007/978-3-319-29009-6_7.
Johannes Masino, Jakob Thumm, Michael Frey, Frank Gauterin, Learning from
the crowd: Road infrastructure monitoring system, Journal of Traffic and Trans-
portation Engineering (English Edition), Volume 4, Issue 5, 2017, Pages 451-463,
ISSN 2095-7564, https://doi.org/10.1016/j.jtte.2017.06.003.

Song, Y.; Wright, G.; Wu, P; Thatcher, D.; McHugh, T.; Li, Q.; Li, S.J.; Wang, X.
Segment-Based Spatial Analysis for Assessing Road Infrastructure Performance
Using Monitoring Observations and Remote Sensing Data. Remote Sens. 2018,
10, 1696. https://doi.org/10.3390/rs10111696

Satl Cano-Ortiz, Pablo Pascual-Muiioz, Daniel Castro-Fresno, Machine learning
algorithms for monitoring pavement performance, Automation in Construction,
Volume 139, 2022, 104309, ISSN 0926-5805, https://doi.org/10.1016/j.autcon.2022.
104309.

Haris, M.; Glowacz, A. Road Object Detection: A Comparative Study of Deep
Learning-Based Algorithms. Electronics 2021, 10, 1932. https://doi.org/10.3390/
electronics10161932

Katsamenis, I, Protopapadakis, E., Bakalos, N., Doulamis, A., Doulamis, N., &
Voulodimos, A. (2023). A Few-Shot Attention Recurrent Residual U-Net for Crack
Segmentation. arXiv preprint arXiv:2303.01582.

Redmon, J., Divvala, S., Girshick, R., & Farhadi, A. (2016). You only look once:
Unified, real-time object detection. In Proceedings of the IEEE conference on
computer vision and pattern recognition (pp. 779-788).

Li, Z., Tian, X, Liu, X,, Liu, Y., & Shi, X. (2022). A two-stage industrial defect de-
tection framework based on improved-yolov5 and optimized-inception-resnetv2
models. Applied Sciences, 12(2), 834.

Ge, Z., Liu, S., Wang, F., Li, Z., & Sun, J. (2021). Yolox: Exceeding yolo series in
2021. arXiv preprint arXiv:2107.08430.

Xu, X., Zhang, X., & Zhang, T. (2022). Lite-yolov5: A lightweight deep learning
detector for on-board ship detection in large-scene sentinel-1 sar images. Remote
Sensing, 14(4), 1018.

Patrikakis, C., et al, (2007), "Security and Privacy in Pervasive Comput-
ing," IEEE Pervasive Computing, vol. 6, no. 4, pp. 73-75, Oct.-Dec. 2007, doi:
10.1109/MPRV.2007.86.

Kaselimi, M., Voulodimos, A., Doulamis, N., Doulami,s A., Delikaraoglou, D.,
2020, “A Causal Long Short-Term Memory Sequence to Sequence Model for
TEC Prediction Using GNSS Observations”, Remote Sensing. 2020; 12(9):1354.
https://doi.org/10.3390/rs12091354

De Marsico, M., Nappi, M., Tistarelli, M., 2014, Face recognition in adverse condi-
tions, IGI Global, Hershey, PA, USA, 2014.

Voulodimos, A., Kosmopoulos, D., Veres, G., Grabner, H., Van Gool, L., Varvarigou,
T., (2011), Online classification of visual tasks for industrial workflow monitoring,
Neural Networks, vol. 24, no. 8, 2011, pp. 852-860, https://doi.org/10.1016/j.neunet.
2011.06.001.

Kosmopoulos, D.I., Voulodimos A.S., and Doulamis, A.D., (2013), "A System for
Multicamera Task Recognition and Summarization for Structured Environments,'
IEEE Transactions on Industrial Informatics, vol. 9, no. 1, pp. 161-171, Feb. 2013,
doi: 10.1109/TI1.2012.2212712.


https://doi.org/10.1145/3293663.3293677
https://doi.org/10.1016/j.jtte.2017.06.003
https://doi.org/10.3390/rs10111696
https://doi.org/10.1016/j.autcon.2022.104309
https://doi.org/10.1016/j.autcon.2022.104309
https://doi.org/10.3390/electronics10161932
https://doi.org/10.3390/electronics10161932
arXiv:2303.01582
arXiv:2107.08430
https://doi.org/10.3390/rs12091354
https://doi.org/10.1016/j.neunet.2011.06.001
https://doi.org/10.1016/j.neunet.2011.06.001

	Abstract
	1 INTRODUCTION
	1.1 Previous Work
	1.2 Our Contribution

	2 OBJECT DETECTION MODEL
	3 EXPERIMENTAL EVALUATION
	3.1 Dataset Description
	3.2 Experimental setup - Model training
	3.3 Evaluation metrics
	3.4 Experimental evaluation
	3.5 Evaluation of the object detector on UAV images with cracks and potholes

	4 CONCLUSIONS
	Acknowledgments
	References

