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Figure 1: We find a reference trace for an RL task, depicted in red for one of our case studies of an agent playing the Nintendo
game Super Mario Bros. Along the trace, we detect dangerous situations (depicted as white dots), from which we test the agent
(depicted with yellow lines). We repair the deep RL policy w.r.t. safety violations; here these are losses of a life depicted with
red crosses on the left. After testing the policy, we find that it passes all test cases, which is depicted with green check marks.

ABSTRACT
Reinforcement learning from demonstrations (RLfD) is a promising

approach to improve the exploration efficiency of reinforcement

learning (RL) by learning from expert demonstrations in addition

to interactions with the environment. In this paper, we propose

a framework that combines techniques from search-based testing

with RLfD with the goal to raise the level of dependability of RL

policies and to reduce human engineering effort. Within our frame-

work, we provide methods for efficiently training, evaluating, and

repairing RL policies. Instead of relying on the costly collection of

demonstrations from (human) experts, we automatically compute

a diverse set of demonstrations via search-based fuzzing methods

and use the fuzz demonstrations for RLfD. To evaluate the safety

and robustness of the trained RL agent, we search for safety-critical
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scenarios in the black-box environment. Finally, when unsafe be-

havior is detected, we compute demonstrations through fuzz testing

that represent safe behavior and use them to repair the policy. Our

experiments show that our framework is able to efficiently learn

high-performing and safe policies without requiring any expert

knowledge.
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1 INTRODUCTION
Deep reinforcement learning has achieved stunning results in diffi-

cult decision-making problems, like in playing video games (e.g.,

AlphaStar [43]) and board games (e.g., AlphaGo [34]).

In RL [35], an RL agent learns an optimal behavior through trial

and error via interactions with an unknown environment. A ma-

jor challenge in RL is sample efficiency [42]. Many of the famous

applications of deep RL required millions of interactions with the

environment. Even though the numbers of environment interac-

tions are very high and triggered a great amount of research and

new approaches for sample efficient learning [33, 46], these num-

bers only report the training steps for the final learned controller

and neglect the number of times the training process was executed.

The common procedure in RL is to train an agent and evaluate

the final policy. In case the trained policy performs insufficiently

well, a developer tunes hyperparameters or adjusts the reward

function, and restarts the training process. Therefore, if we are

interested in the total number of steps that were required to train

the final controller, we should multiply the number of steps by the

number of times the developer restarted the training.

Drawing the analogy to software development, this would map

to writing code from scratch every time test cases fail. Reusing and

retraining neural networks for visual tasks is common practice [6,

21], but to the best of our knowledge, this is not the case for RL.

Problem statement: The main goal of this paper is to propose

a development framework for RL controllers that includes their

training, their evaluation, and their policy repair. To achieve sample

efficiency while reducing human engineering effort, our framework

combines techniques from search-based testing with deep reinforce-
ment learning from demonstrations (RLfD).

RLfD [31] combines learning from demonstrations with learning

from exploring the environment, to be sample-efficient while gen-

eralizing globally. In RLfD, demonstration data are used to pre-train

the agent so that it has an acceptable performance from the start of

training. During training, the policy is further improved with newly

collected data from exploration as well as from demonstration data.

In most work on RLfD, demonstrations originate either from

a former agent or from a human expert. A common challenge in

using the generated data to guide RL is that, in both cases, the data

tends to have a limited variety. Such data with insufficient state

coverage makes it hard to efficiently learn a robust policy.

After the training phase, the final policy of the RL agent needs

to be evaluated, which is an extremely challenging task. The lack of

determinism, combinedwith the very high complexity of the trained

deep neural networks and the environment the agent operates in

makes any kind of testing non-trivial. To the best of our knowledge,

no work discusses how a policy of an RL agent can be repaired in

case testing reveals any weaknesses in the policy.

Our development framework for RL agents via fuzz-testing
data. We propose a framework that uses search-based testing tech-

niques (1) to train, (2) to evaluate, and (3) to repair the policy of deep

RL agents.

(1) Training RL agents from fuzz demonstrations. Figure 2 is a
schematic overview of our proposed RLfD approach. First, we auto-

matically generate demonstrations using the approach of [36]. This

approach performs a simple backtracking-based depth-first search
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Figure 2: RL from demonstrations generated by search-based
testing.
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Figure 3: Repairing RL agents from demonstrations gener-
ated by search-based testing.

for an initial reference demonstration. Using this demonstration as a

seed, a diverse set of demonstrations is sampled via fuzzing. The

fuzzing is implemented using a meta-heuristic search with the aim

to find demonstration trajectories that cover large parts of the state

space and gain high rewards. Finally, the fuzz demonstrations are
used to efficiently train an RL agent via RLfD.

(2) Testing RL agents via search-based testing. Following train-
ing, a learned policy needs to be evaluated. We use the safety test-

ing approach of [36] which tests trained agents in safety-critical

situations that were detected in the search for the reference demon-

stration. Since the DFS algorithm backtracks from unsafe states,

branches in the search reveal safety-critical situations. The safety

of an agent is evaluated based on its ability to succeed in such

situations.

(3) Policy repair of RL agents via fuzz-testing. If testing reveals
unsafe behavior, we perform policy repair to correct detected un-

safe behavior while seeking to retain the overall performance, and

especially, to not induce new unsafe behavior. Figure 3 outlines our

approach for repairing RL policies. We repair the agent’s policy

in the vicinity of states where testing reveals issues. To set up the

repair, we collect examples of correct behavior near the detected

faulty states from the fuzz demonstrations. We filter these demon-

strations to keep only experiences relevant to the detected issues.

If we do not have enough fuzz demonstrations in a particular area,

we can apply another search to sample the environment. Using the

collected experiences as additional demonstrations of safe behavior,

we apply learning from demonstrations again to re-train the agent.

Afterward, we go back to Step 2 to test the new policy. If the new

policy still fails test cases, we perform another round of policy

repair.
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Properties of our RL development framework. 1. Applicable
under partial observability. The search and fuzzing approaches in

our framework sample the environment as an oracle. Thus, even in

the case of partial observability, our framework can be successfully

applied. The only required information is the reward gained from

executing a trace (did the trace partially or completely solve the

task to be learned?) and if a trace violated safety. Exact state infor-

mation is not required. 2. Usage of human experts demonstrations. If
human expert demonstrations are available, such demonstrations

can be used (alone or additionally to automatically generated traces)

as a basis for fuzzing for training and policy repair. 3. Improved
dependability regarding safety violations due to fuzzing. In software

testing, fuzzing has been proven effective in discovering corner

cases. We exploit this feature throughout our framework: by train-

ing with traces that solve the tasks in different and possibly not

obvious manners, by finding corner cases in the state space that

are safety-critical, and by repairing the agent with diverse traces.

Case Studies.We performed two sets of experiments, using our

framework to develop deep RL agents for Super Mario Bros (level 1-

4) and for solving navigation tasks in challenging gridworlds. Both

case studies demonstrate that we are able to reduce the number of

training steps without requiring any expert knowledge. The repair

phase is able to successfully repair the policy to fix most detected

unsafe behavior. We show that not doing repair but increasing the

number of training steps does not result in safer policies.

Main Contributions. To summarize, our main contributions are:

(1) We propose a development framework for RL that repairs a

trained policy instead of starting training from scratch. (2) We

reduce human effort in RLfD by automatically computing demon-

strations via fuzzing. (3) To the best of our knowledge, we are the

first who discuss policy repair for deep RL agents. (4) We show the

potential and flexibility of our approach on solving a challenging

computer game and navigation tasks.

2 RELATEDWORK
Recently, there have been many impressive advances in RLfD. The

survey [31] provides an overview of the most novel relevant al-

gorithms to integrate demonstration data into deep RL. The ap-

proaches to solve the RL part of RLfD can be categorized into

value-based [4, 14], policy-based [16, 17, 30], and actor-critic meth-

ods [11, 32].We use the value-based approachDeepQ-learning from

Demonstrations (DQfD) [14] since it is one of the most prominent

algorithms. However, our framework can combined with any RLfD

algorithm. Several works consider the problem of learning from

imperfect or noisy demonstrations, or learning from fewer demon-

strations [2, 9, 25, 48]. We assume to compute fuzz demonstrations

under ideal conditions, i.e., we assume that fuzzing and testing have

the exact same observation space as the agent. Closing domain gaps

between fuzz demonstrations and the agent’s action and reward

trajectories is interesting future work. Techniques from transfer

learning, like cross-domain transfer [38], may help to achieve this

goal.

In the last year, several works proposed to apply software testing

approaches to evaluate deep RL agents. In particular, [36] and [49]

propose search-based testing methods, and [22] discussed mutation-

based testing for the RL setting. Tappler et al. [36] were the first to

propose a search-based testing framework to evaluate the safety of

RL agents. Our paper directly reuses the techniques presented in

[36] to (a) search for reference demonstration and boundary states,
to (b) test for safety and to (c) generate fuzz demonstrations ((a)-(c)
refer to Step 1-3 in the testing framework of [36]). Similar to [36],

Zolfagharian et al. [49] search for demonstrations using genetic al-

gorithms. However, instead of searching for boundary states (states

in which some successors states are safety-critical and some are

safe) and testing several agents near these boundary states, the ap-

proach directly searches for failing executions of an agent’s policy.

For RLfD to be effective, it is necessary to have a diverse set of

demonstrations, including traces that are successful. The demon-

strations can come from search algorithms or from human experts.

In this paper, we reused the approach and implementation of [36]

to search for demonstrations. However, the algorithm from [49]

could be used as well to search for demonstrations. We extend the

work from [36] and [49] by using search-based testing methods not

only to evaluate the agent but also for training and policy repair.

In addition to testing methods for DNNs that are used for con-

trol tasks (i.e., deep RL), the testing community was very active

in developing testing frameworks and tools for DNNs used for

visual tasks (e.g., for object detection). Tools, like DeepTest [40],

TensorFuzz [27], and DeepHunter [44], have been designed to auto-

matically discover errors in deep neural networks that occur only

for rare inputs.

We showcase our approach in environments where several sub-

goals need to be completed to solve a task,like picking up a key to

unlock a door. Environments with such sparse or non-Markovian

rewards are often approached by learning automata as high-level

task description [10, 13, 15, 45]. Our fuzzing-based demonstration

generation provides a potentially more lightweight alternative to

the inference of automata-based task descriptions.

Even though policy repair has not been investigated in the con-

text of RL policies yet, repair techniques have been used in various

application domains. In program repair, automatic analysis meth-

ods, like fuzzing, are used to detect and correct errors in software

code [12, 26]. In this work, we use search-based testing to detect

unsafe behavior of the agent and apply specialized re-training to

correct its behavior which we refer to as repair.

3 PRELIMINARIES
AMarkov decision process (MDP)M = (S, 𝑠0,A,P,R) is a tuple
with a finite set S of states including initial state 𝑠0, a finite setA of

actions, and a probabilistic transition functionP : S×A×S → [0, 1],
and an immediate reward function R : S × A → R. We consider

episodic RL tasks in which an agent fails by violating safety or

succeeds by completing the task. Therefore, we introduce two sets

of terminal states: unsafe states S𝑈 ⊆ S and goal states S𝐺 ⊆ S.
Visiting an unsafe state 𝑠 ∈ S𝑈 is a safety violation. If a goal state
𝑠 ∈ S𝐺 is visited, the task to be learned is completed successfully.

In reinforcement learning (RL), [35] an agent learns a task

via interactions with an unknown environment modeled by an

MDPM = (S, 𝑠0,A,P,R). At each state 𝑠 ∈ S, the agent chooses
an action 𝑎 ∈ A, the environment then moves to a state 𝑠′ with
probability P(𝑠, 𝑎, 𝑠′). The reward is determined with 𝑟 = R(𝑠, 𝑎).
A (deterministic) policy 𝜋 : S → A is a function mapping states to
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actions. The set of all policies is denoted by Π. The return ret is the
discounted cumulative reward defined by ret = Σ∞

𝑡=0
𝛾𝑡R(𝑠𝑡 , 𝑎𝑡 ),

using the discount factor 𝛾 ∈ [0, 1]. The objective of the agent is to
learn an optimal policy 𝜋★ that maximizes the expectation of the

return, i.e., max𝜋∈Π E𝜋 (ret).
Given a policy 𝜋 , a state 𝑠 and an action 𝑎, the value 𝑄𝜋 (𝑠, 𝑎) is

defined as the expected return that can be obtained from (𝑠, 𝑎) when
following 𝜋 . The optimal Q-value function𝑄★(𝑠, 𝑎) is computed by

solving the Bellman equation:

𝑄★(𝑠, 𝑎) = E
[
R(𝑠, 𝑎) + 𝛾Σ𝑠′P(𝑠′ | 𝑠, 𝑎)max

𝑎′
𝑄★(𝑠′, 𝑎′)

]
.

A policy 𝜋★ is optimal if 𝜋★(𝑠) = max𝑎 𝑄
★(𝑠, 𝑎). In deep RL, the

value function 𝑄★(𝑠, 𝑎) is approximated by a neural network. For a

given state 𝑠 , the network outputs a vector of action values𝑄 (𝑠, ·;𝜃 )
that approximates 𝑄★(𝑠, 𝑎), where 𝜃 are the network parameters.

The DDQ Algorithm. The double Deep Q-Network algorithm

(DDQ) [41] uses an online network with parameters 𝜃 and a target
network with parameters 𝜃− . The policy is evaluated according to

the online network, but the target network estimates the action

values. The double DQN error is given by 𝐽𝐷𝑄 (𝑄) = R(𝑠, 𝑎) +
𝛾𝑄 (𝑠𝑡+1, 𝑎max𝑡+1 ;𝜃

−
𝑡 ) with 𝑎max

𝑡+1 = argmax𝑎𝑄 (𝑠𝑡+1, 𝑎;𝜃𝑡 ). The online

network parameters are continuously updated according to this er-

ror. Every𝑇 time steps, the target network is updated by overriding

𝜃− with the online network parameters 𝜃 . DDQ uses experience re-

play, where the agent adds all of its observed transitions to a replay

buffer, which is sampled uniformly to update the online network.

The n-step return [28] is defined via G𝑡 := Σ𝑛−1
𝑖=0

𝛾𝑖 · 𝑟𝑡+𝑖 , for a
constant 𝑛. Variations of DDQ, like DQfD, use 𝑛-step returns G𝑡 to
consider long-term dependencies instead or in addition to R𝑡 .

Demonstrations. An experience is a state-action-reward triple

(𝑠, 𝑎, 𝑟 ). A demonstration (or trace) is the experience sequence 𝜏 =

⟨𝑠0, 𝑎0, 𝑟0, 𝑠1, . . . , 𝑠𝑛−1, 𝑎𝑛−1, 𝑟𝑛−1⟩ induced by a policy 𝜋 during an

episode starting in the initial state 𝑠0. It consists of the actions taken

by an agent, the corresponding observed environment states, and

the gained rewards. 𝜏 [𝑖] is the 𝑖𝑡ℎ experience, i.e., 𝜏 [𝑖] = (𝑎𝑖 , 𝑟𝑖 , 𝑠𝑖 )
with 0 ≤ 𝑖 < 𝑛. We denote sets of demonstrations with T .

The action sequence with states and rewards omitted from 𝜏 is an

action demonstration 𝜏A = ⟨𝑎0, 𝑎1, . . . 𝑎𝑛−1⟩, and 𝜏A [𝑖] = 𝑎𝑖 is the

𝑖𝑡ℎ action. Executing 𝜏A from 𝑠0 ofM yields a trace exec𝜏 (𝜏A , 𝑠0) =
⟨𝑠0, 𝑎0, 𝑟0, 𝑠1, 𝑎1, 𝑟1 . . . , 𝑠𝑛−1, 𝑎𝑛−1, 𝑟𝑛−1⟩ with 𝑛 = |𝜏A |.

Visiting a goal state or an unsafe state terminates an episode. A

demonstration 𝜏 is successful if it ends in a goal state 𝑠 ∈ S𝐺 . If 𝜏
ends in an unsafe state 𝑠 ∈ S𝑈 , we say that 𝜏 failed (or is unsafe).

Otherwise, we say that 𝜏 is safe. We denote the set of successful

demonstration with Tsucc ⊆ T , and the set of failure traces with

T
fail
⊆ T .

4 STEP 1 - TRAINING FROM FUZZ
DEMONSTRATIONS

Our framework starts from the classical RL setting without having

any expert demonstrations available. Figure 4 gives an overview of

our framework for RL via fuzz demonstrations. In the first step of

our framework, we search for a reference demonstration 𝜏
ref
∈ Tsucc

that solves the task to be learned, not necessarily in an optimal way.

𝜏
ref

is then used as a seed for the fuzzing algorithm to search for a

diverse set of successful demonstrations T𝑑 ⊆ Tsucc. Finally, the

Figure 4: Overview of RL from fuzzed demonstrations.

fuzz demonstrations T𝑑
are used for RLfD. We use the approach

of [36] to search for a reference trace and to fuzz demonstrations.

Thus, we only outline these algorithms in Section 4.1 and Section 4.2,

and refer to [36] for details.

4.1 Search for a Reference Demonstration
We search for a reference demonstration 𝜏

ref
using backtracking-

based, depth-first search (DFS) by sampling the MDP M. Every

time the search visits an unsafe state in S𝑈 , the DFS algorithm

backtracks. Already visited states along a search branch are stored

to detect loops. If a state is visited again, the algorithm backtracks.

When visiting a goal state in S𝐺 , the DFS terminates successfully.

Important for the search is that the stochastic behavior ofM is

abstracted away by repeating actions sufficiently often [19]. The

search can be optimized by using proper abstractions of the state

space to merge similar states.

Example. As an example, consider the problem of finding a

reference demonstration solving the first level of Super Mario Bros,

as illustrated in Figure 1. For the DFS, we only allow the actions

"right" and "jump". Whenever an unsafe state is visited during the

DFS, the search backtracks. White dots mark branching points. The

search terminates if the demonstration reaches the end of the level.

4.2 Fuzzing of Demonstrations
Given the demonstration 𝜏

ref
as a seed, we use search-based fuzzing

methods [47] to compute a set of demonstrations T𝑑 ⊆ Tsucc. Using
a proper fitness function that assigns a value to a demonstration

based on its gained reward and visited states, we guide the search

to fuzz successful demonstrations that cover a large portion of the

state space. Using the fitness function, we apply a genetic algorithm

with a fixed population of action demonstrations for a fixed number

of generations. The mutations insert, replace, remove, or append

new actions into individuals. We combine individuals through a

point-wise crossover that concatenates a prefix and a suffix of two
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individuals that are split at a random point. The fitness function

is a weight sum of the normalized return gained from executing

an individual action demonstration and the number of new states

explored by the execution. The latter steers the search towards a

diverse set of traces covering a large part of the state space, thus

enabling learning robust policies via RLfD.

4.3 Learning from Fuzz Demonstrations
The fuzzing algorithm provides us with a set of fuzzed demonstra-

tions T𝑑 ⊆ T𝑠𝑢𝑐𝑐 which can now be used for any RLfD algorithm.

One such RLfD algorithm is deep Q-learning from demonstrations

(DQfD) [14] which builds upon the DDQ algorithm.

Overview of DQfD. During training, the agent is equipped with

two replay buffers:

• an expert replay buffer storing all experiences 𝜏 [𝑖] with 0 ≤
𝑖 < |𝜏 | for all demonstrations 𝜏 ∈ T𝑑

, and

• a standard replay buffer of fixed size, where experiences

gained by the agent are stored. Whenever the buffer size

exceeds the fixed size, the oldest experiences are dropped.

DQfD implements training in two stages. In the first stage, the

agent gets pretrained by replaying experiences observed during

demonstrations from T𝑑
. For this purpose, we sample minibatches

of size 𝑘 and update the online Q-network by learning with the loss

function 𝐽 (𝑄) = 𝐽𝐷𝑄 (𝑄) + 𝜆1 𝐽𝑛 (𝑄) + 𝜆2 𝐽𝐸 (𝑄) + 𝜆3 𝐽𝐿2 (𝑄). 𝐽𝐷𝑄 (𝑄)
is the standard one-step DQN loss, 𝐽𝑛 (𝑄) is an 𝑛-step return loss,

𝐽𝐸 (𝑄) is a large margin classification loss [29] that makes the fuzz-

demonstration action values appear better in comparison to other

actions, and 𝐽𝐿2 (𝑄) is a weight-regularization loss.

The second stage of DQfD is similar to standard DDQ, where the

agent explores the environment and fills the standard replay buffer

with new experiences. This buffer is a dequeue for normal experi-
ences, i.e., it overrides old experiences upon reaching a capacity

limit, whereas demonstrations from the expert replay buffer are

never discarded. Whenever we update the online Q-network, we

sample a minibatch of 𝑘 experiences from both buffers. The same

loss 𝐽 (𝑄) applies to both experience types, except that 𝐽𝐸 (𝑄) only
applies to fuzz demonstrations. We use a slight adaptation of DQfD,

where we sample a fixed share of 𝑠𝑒𝑥𝑝 = ⌈𝑘 · 𝑟exp⌉ fuzz experiences
and a fixed share of ⌊𝑘 · (1−𝑟exp)⌋ normal experiences. This enables

a straight-forward application to policy repair. We perform 𝑒train
episodes during the training stage.

5 STEP 2 - SAFETY TESTING OF RL AGENTS
The next development step after computing a policy is to evaluate

it. Several recent testing approaches for deep RL agents could be

applied [3, 36, 49]. In this paper, we evaluate the safety of the trained

agent reusing the approach from [36], with the small modification

of introducing probabilistic sampling of actions. In this section, we

outline the approach for safety testing and refer to [36] for details.

Search for Boundary States. We first compute a test suite, which

is a set of traces leading to safety-critical situations in which we

want to evaluate the behavior of the agent. A safety test suite

can be obtained as a side product of the search for the reference

trace 𝜏
ref

as follows. The DFS backtracks when reaching an unsafe

state in S𝑈 in the MDPM. Thus, the search reveals safety-critical

situations. A boundary state is a state in a reference trace to which

Figure 5: Gridworld showing a reference demonstration
(green), boundary states (red dots), and fuzzed demonstra-
tions (yellow). Fields with a lightning bolt are safety-critical.

the DFS backtracked, i.e., a branching point. Therefore, it is a state

from which the DFS first only explored failing traces before finding

the successful trace 𝜏
ref

. While the failing branches of the search

indicate that the boundary state is close to violating safety (visiting

a state in S𝑈 ), the reference trace suggests that it is still possible to

circumvent a safety violation. The safety test suite is formed from

the set of prefixes of 𝜏
ref

leading to the observed boundary states

which we denote with S𝐵 ⊆ S.
Example. Figure 5 illustrates the computation of a safety test suite.
The green trace is an example of a reference trace 𝜏

ref
. The boundary

states detected via searching for 𝜏
ref

are shown as red dots.
Test-Case Execution. The test-case execution is parameterized by

a trace 𝜏𝑡𝑐 leading to a boundary state and a test length 𝑡𝑙 . To execute

a test case, we first execute the actions of 𝜏𝑡𝑐 . After that, we let the

policy under test 𝜋𝑈𝑇 take over. For 𝑡𝑙 many test steps, we choose

an action 𝑎 according to 𝜋𝑈𝑇 . We execute 𝑎 in the environment

and observe the next state 𝑠 . If 𝑠 ∈ S𝑈 , the test-case execution

is stopped with a fail verdict. A test-case execution passes if we
perform 𝑡𝑙 steps without visiting an unsafe state. Note that each

test case should be executed several times to take the probabilistic

behavior of the environmentM into account.

We propose a slight modification of the test-case execution

of [36]. Additionally to 𝜏𝑡𝑐 and 𝑡𝑙 , we parameterize test-case execu-

tion with a low probability 𝑝𝑐ℎ𝑎𝑛𝑔𝑒 for action perturbations. During

the execution of a test case, we choose a random action 𝑎 with prob-

ability 𝑝𝑐ℎ𝑎𝑛𝑔𝑒 instead of picking the action from 𝜋𝑈𝑇 . Having a

probability 𝑝𝑐ℎ𝑎𝑛𝑔𝑒 > 0 has two advantages. First, it increases test

coverage since a randomized policy likely visits more states than

a deterministic policy. Second, it takes action robustness [39] in

the safety testing into account. Since an action might fail during

execution, this evaluation gives a measure of how close agents are

to violating safety.

Example. In Fig. 5, states labeled with a lightning bolt are safety-
critical states which are not boundary states and thus are not in the
safety test suite. However, a test-case execution with 𝑝𝑐ℎ𝑎𝑛𝑔𝑒 > 0

might also visit such states such that the agent’s policy in these cases
can be evaluated. Additionally, a policy that avoids situations where a
perturbed action selection would violate safety will have higher scores
in the safety evaluation.
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Algorithm 1 Policy repair.

Input: Policy under repair 𝜋𝑈𝑅 , repair states S𝑅 , fuzz demonstra-

tions T𝑑
, maximum repair environment distance Δ, DQfD pa-

rameters

Output: Repaired policy 𝜋𝑈𝑅

1: 𝑅𝐸 ← {} ⊲ Initialize repair experiences

2: for 𝜏 ∈ T𝑑 do
3: for (𝑠𝑖 , 𝑎𝑖 , 𝑟𝑖 ) ∈ 𝜏 do
4: if ∃𝑠𝑅 ∈ S𝑅 : 𝑑 (𝑠𝑖 , 𝑠𝑅) ≤ Δ then
5: 𝑅𝐸 ← 𝑅𝐸 ∪ {(𝑠𝑖 , 𝑎𝑖 , 𝑟𝑖 )}
6: ExpBuffer← 𝑅𝐸, ReplayBuffer← {}
7: while |ReplayBuffer| < bufferSize do
8: 𝜏 ← RunEpisode(𝜋𝑈𝑅)
9: for (𝑠𝑖 , 𝑎𝑖 , 𝑟𝑖 ) ∈ 𝜏 do
10: ReplayBuffer← ReplayBuffer ∪ {(𝑠𝑖 , 𝑎𝑖 , 𝑟𝑖 )}
11: for 𝑖 ← 0 to pretrainSteps do
12: 𝑟exp ←

𝑖 ·𝑟exp−rep
pretrainSteps

13: 𝑠exp = ⌈𝑘 · 𝑟exp⌉
14: 𝜋𝑈𝑅 ← DQfDpre(𝜋𝑈𝑅, 𝑠exp, ReplayBuffer, ExpBuffer)
15: 𝜋𝑈𝑅 ← DQfD(𝜋𝑈𝑅, 𝑠exp, ReplayBuffer, ExpBuffer)
16: return 𝜋𝑈𝑅

6 STEP 3 - POLICY REPAIR VIA FUZZ DATA
The second step of our framework tests the policy of a trained RL

agent. For a given policy under repair 𝜋𝑈𝑅 , testing returns a set

of states S𝑅 ⊆ S, called repair states, in which the behavior of the

policy is unsafe. The goal of policy repair is to robustly correct

the behavior of the agent’s policy around the states in S𝑅 while

retaining the overall performance of the agent.

Overview of Policy Repair.We are given the policy under repair

𝜋𝑈𝑅 , the set of fuzz demonstrations T𝑑
as described in Sec. 4.2,

and the set of repair states S𝑅 . For any state 𝑠𝑅 ∈ S𝑅 , we assemble

a set of repair experiences 𝐸 that represent correct behavior in the

vicinity of 𝑠𝑅 , i.e., experiences that we use to repair policies. We

extract these experiences from T𝑑
. In case that the demonstrations

in T𝑑
do not contain enough experiences near a state 𝑠𝑅 ∈ S𝑅 , the

environment can be sampled for additional demonstrations that

represent correct behavior near 𝑠𝑅 . Finally, we repair the policy

using the repair experiences and obtain a new policy 𝜋 ′
𝑈𝑅

. With

𝜋 ′
𝑈𝑅

, we return to the testing step of our framework. In case that

testing reveals undesired behavior in 𝜋 ′
𝑈𝑅

, another iteration of

repair can be performed until the performance and safety of the final

policy is satisfying. Algorithm 1 implements the individual of steps

of policy repair, which we discuss in detail below. Parameters, like

the number of training episodes for repair 𝑒𝑟𝑒𝑝𝑎𝑖𝑟 , are summarized

in the input DQfD parameters.
Assembling of Repair Experiences. The repair algorithm starts by

collecting repair experiences in the lines 1 to 5. Four components

form the basis for the computation of the repair experiences 𝑅𝐸:

(1) the set of repair state S𝑅 , (2) the fuzz traces T𝑑
demonstrating

safe behavior, (3) a problem-dependent distance function 𝑑 , and

(4) a Δ defining the size of repair environment around individual

repair states. We check every experience 𝑒 = (𝑠𝑖 , 𝑎𝑖 , 𝑟𝑖 ) of every
fuzz demonstration 𝜏 ∈ T𝑑

. If the state 𝑠𝑖 lies in the neighborhood

of any repair state, we add 𝑒 to the set of repair experiences. To

define a distance function, we generally apply an abstraction over

the states and we choose Δ based on the test-case execution length

𝑡𝑙 and the length of the reference trace. Δ can be seen as a distance

to be traveled by the agent during a successful test. To this end, 𝑅𝐸

contains the experiences prior to reaching the repair state and as

many experiences as would be required to pass the test case. Note

that alternatively to abstraction-based distance functions, simple

index-based distance functions may be viable. If reference trace and

fuzz demonstrations have similar length, the 𝑠𝑖 in an experience 𝑒

can be abstracted to its position in the fuzz demonstration.

Policy Repair. The remainder of Algorithm 1 implements our pro-

posed DQfD variation. Using the repair experiences 𝑅𝐸, we repair

the policy 𝜋𝑈𝑅 that comes in the form of a neural network. We

implement this through DQfD while ensuring a non-abrupt distri-

bution shift. In Line 6, we populate the expert replay buffer with the

repair experiences 𝑅𝐸. Lines 7 to 10 execute the non-repaired 𝜋𝑈𝑅

to sample demonstrations that we use to fill the standard replay

buffer. In the lines 11 to 14, we perform the pre-training stage of

DQfD with the important modification that we linearly increase the

share of expert demonstration experiences from 0 (using no experi-

ences from the expert buffer) to a specified target ratio 𝑟exp−rep of

expert and normal experiences. The function DQfDpre performs

minibatch updates of the neural network to update the policy 𝜋𝑈𝑅 ,

like in the pretraining stage of DQfD. In contrast to standard DQfD,

we use the experiences of the trained unsafe agent also during

pre-training. With that and the gradually increasing expert share,

we ensure that the distribution of experiences does not shift dras-

tically as compared to the initial training of 𝜋𝑈𝑅 . This DQfD-like

pretraining adjusts the policy under repair 𝜋𝑈𝑅 so that it follows

the repair experiences 𝑅𝐸, rather than training a new policy from

scratch. By doing so, we repair the agent so that it learns to safely

escape from experienced safety-critical states. Finally, in Line 15, we

perform 𝑒repair training episodes, where we update the Q-network

with minibatches containing expert experiences and newly gained

experiences as in the second stage of DQfD outlined in Sec. 4.3.

Evaluation & Iterated Repair. Repairing the policy 𝜋𝑈𝑅 for the

repair states S𝑅 gives us a new policy 𝜋 ′
𝑈𝑅

. In the next step, we

test 𝜋 ′
𝑈𝑅

for safety according to Sec. 5. This step may reveal new

repair states S′
𝑅
for 𝜋 ′

𝑈𝑅
. If S′

𝑅
is nonempty, we perform another

repair step for 𝜋 ′
𝑈𝑅

using the repair states S′
𝑅
∪ S𝑅 . That is, we

perform Algorithm 1 again. The nature of training may induce new

unsafe or non-optimal behavior. In our experiments, however, we

found that the number of repair states generally decreases and a

few repair iterations (one or two) are mostly sufficient.

7 EXPERIMENTS
We train RL agents to complete the first four levels of Super Mario

Bros. (SMB) with RL-development framework and four different

gridworlds. The experiments were conducted on nodes of a compute

cluster equipped with an Nvidia Tesla T4™ graphics card.

Common Parameters – Training. In both types of case studies,

we set the following parameters for DDQ and DQfD: 𝛾 = 0.95, a

buffer size of 2 · 104, 𝑛 = 10 for 𝑛-step return losses, a minibatch

size of 𝑘 = 32, and we use the Adam optimizer [20] with a learning

rate of 10
−4
, a weight decay of 5 · 10−5. We start training with an
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exploration rate of 0.1 and decrease it with a multiplicative decay

rate of 0.999999 to 0.01 (which is the fixed exploration of DQfD for

ATARI games [14]). The DQfD-specific parameters are as follows:

We perform 𝑡pre = 2 · 105 pre-training steps and use a fixed expert

demonstration share of 𝑟exp = 1

2
. Finally, the weights for the losses

are 𝜆1 = 𝜆2 = 𝜆3 = 1.

Common Parameters – Testing. For testing, we set the test length
such that we check the environment around a boundary state with-

out reaching the next boundary state, thus individual tests are inde-

pendent from each other. We set 𝑝𝑐ℎ𝑎𝑛𝑔𝑒 = 0.01 to test robustness

to small perturbations of the agent’s actions.

7.1 Super Mario Bros. Experiments
Training from Fuzz Demonstrations – Setup. All SMB experiments

where performed in the SMB environment [18], where we build

upon the implementation of [36] that provides a DDQ agent for

comparison and a search-based testing framework. For each level,

we first computed a single reference demonstration 𝜏
ref

that com-

pletes the level. For fuzz testing, we used a population size of 100

and 50 iterations, i.e., we simulate 5000 episodes during fuzz testing.

All successful demonstrations of each generation form the demon-

stration set T𝑑
. To evaluate the quality of demonstrations from

fuzz testing, one of the authors manually collected 50 successful

demonstrations T 𝑒
for each of the four considered levels. We de-

note experiments with such expert demonstrations with DQfED

and experiments with DQfD from fuzz demonstrations with DQfD.

We trained both types of DQfD agents with the respective demon-

strations in T𝑑
and T 𝑒

, and we compare to double DQN agents

trained with n-step return, which we abbreviate DDQ. Note that

computing 𝑛-step return losses for DDQ enables a fair comparison

with DQfD in terms of how much information is extracted from

gained experiences. Using 𝑛-step return losses in learning ensures

that experiences are propagated further in time faster. We compare

all agents in terms of gained cumulative rewards.

We perform 𝑒train = 15000 episodes in the training phase of

DQfD and 20000 training episodes with DDQ. Hence, the sampling

budget is the same for both approaches, as we fuzz for 5000 episodes.

The cost of the initial search for a reference trace is negligible as

we show in Table 1. The agents’ task is to finish a level. They

get more reward the further they get in the level and get negative

reward for a game over and for the amount of time spent in the level.

Concretely, the reward in a step is given by
(𝑥−𝑥 ′ )+(𝑡−𝑡 ′ )+𝑑

100
, where

𝑥 is the agent’s 𝑥-coordinate in a level, 𝑡 is the time left to complete

the level, primed values denote the corresponding values from the

last time step, and 𝑑 = −25 if an unsafe state is reached and 𝑑 = 0

otherwise. The scaling factor of 100 improves convergence when

training uses 𝑛-step return losses. The MDP states seen by the RL

agent are stacks of four greyscale images resized to 84 by 84 pixels,

where stacking helps to track movement speed and direction. The

actions are running and jumping to the right. Since levels are of

different lengths, the maximal cumulative reward varies from level

to level.

Training from Fuzz Demonstrations – Results.We plot the average

cumulative reward gained during training in Fig. 6. The thick line is

averaged over five runs of each training type, whereas the shaded

area depicts the range between minimum and maximum of the

Table 1: Average runtime in seconds of the individual steps
in DQfD and runtime of DDQ.

DQfD DDQ

search fuzzing pretraining Σ Σ
1-1 7.89 5566.08 1567.67 76218.08 90696.12

1-2 152.69 5554.94 1567.87 81671.72 195373.51

1-3 75.43 3016.59 1566.37 24892.87 15332.85

1-4 18.47 7026.72 1556.60 39836.69 49451.16

average cumulative rewards. The green lines represents the results

for our DQfD implementation using the demonstrations T𝑑
, the

blue lines depict the DQfED results with expert demonstrations,

and the red line represents the DDQ agent. We offset the DQfD

plots by 5000 episodes, as this is the sampling budget for fuzzing.

We can see that DQfD only had a minor effect in the learning

performance for levels 1 and 4, but it allowed to successfully train

agents for levels 2 and 3 in which DDQ hardly progressed. The

reason, most likely, is that the levels have varying difficulties: Level

1 and Level 4 are relatively basic with only a few obstacles scattered

across the levels. In contrast, Level 2 features several pits and obsta-

cles in close proximity to each other, and Level 3 features many pits.

Thus, Level 2 and Level 3 require tight maneuvers that are difficult

to learn only via exploration, such that demonstrations give the

agent a head start. The derived test suites also suggest a difference

in difficulty between the levels. There are 31 test cases for Level 3,

despite it being relatively short, whereas there are only 16 test cases

for Level 4. Note that for all four levels, the DQfD agent shows a

very stable learning curve. Comparing DQfD and DQfED, we can

see that expert demonstrations lead to slightly better performance

in the levels 1, 2, and 4 and to faster convergence and more effective

pretraining in Level 3. In contrast, DQfD shows more stable progres-

sion; the minimal cumulative return of DQfED shows some spikes,

where it goes below the DQfD return range, most prominently in

Level 2. Hence, DQfD with completely automatic demonstration

generation is mostly on par with DQfED, which requires an expen-

sive human oracle. DQfD with fuzz demonstration would require

more training to reach the performance of DQfED in Level 3, which

is possible without human intervention. The plots of the second

repair iteration for Level 3 in Fig. 7 show that additional training

with fuzz demonstrations indeed further improves performance.

We balanced the sampling budget between DQfD and DDQ.

Table 1 additionally provides an overview of the runtime of the

individual steps. The columns contain the stage, the runtime of the

DFS for the reference trace, the runtime of fuzzing, and the runtime

of the pretraining steps, i.e., neural network updates without sam-

pling. The summed runtime for DQfD includes all these steps and

the time required by training, whereas the summed DDQ runtime

solely includes the training runtime. The search is generally fast,

taking less than three minutes. Fuzzing takes at most 2.7 hours

and the pretraining time is typically about half an hour since we

set a constant number of minibatch updates of the neural network.

Comparing the overall runtimes, we can observe that the time in-

vested in preparation for DQfD pays off, as the overall runtime of

DDQ is generally higher. DDQ is faster only in Level 3, where the

DDQ agents fail early, such that episodes are short. The difference

between DDQ and DQfD is especially large in Level 2, where the

agent may get stuck due to obstacles blocking the way.
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Figure 6: The cumulative rewards gained during training of SMB with a sliding average of 100 episodes.
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Figure 7: Cumulative rewards gained during training performed for repair and extended training for Level 3, and test results
before and after repair, and after extended training.

Repairing DDQ Agents – Setup. To evaluate policy repair, we

test the DDQ agent (trained for 15000 episodes) for safety issues

and repair these issues using the fuzz demonstrations. We set the

target expert share to 𝑟exp−rep = 0.5 and use the same parameters

as for DQfD with the following exceptions: We set the weight

for the supervised loss to 𝜆2 = 0.1, we decrease the exploration

rate to 0.99999, and we perform 5000 training episodes. With the

lower 𝜆2, we aim to change the policy carefully. The reason for

less exploration is that the policies under repair already performs

well. For the experience selection, we define the distance 𝑑 via the

difference in the 𝑥-coordinates based on the underlying coordinate

system of SMB, i.e., we abstract states to their x-coordinates. We

set Δ = 𝑡𝑙 · 𝑥𝑠 , where 𝑡𝑙 is the length of a test, which is the number

of steps performed during a test after visiting the corresponding

boundary state, and 𝑥𝑠 is the average distance traveled in the 𝑥-

direction within a single step.

Finally, we compare repaired policies to policies resulting from

extended training for another 15000 episodes starting from the initial

policy under repair. That is, after extended training, the agent has

been trained for a total of 30000 episodes. After two repair iterations,

the repaired agent has been trained for a total of 25000 episodes

and the repair makes use of demonstrations collected during 5000

fuzzing episodes. Hence, the comparison is fair in terms of sampling

budget. Moreover, repair and extended training start from the same

initial policy. We perform each run of repair and extended training

five times for one of the base DDQ agents trained for 15000 episodes.

Repair Results. In Fig. 7 and Fig. 8, we show results from repairing

and extended training for Levels 3 and 4. The results highlight

different aspects: repair improves safety as well as performance for

the third level. In Level 4, standard DDQ already performs well w.r.t.

reward, thus repair improves only safety. The line plots at the top

show the cumulative reward gained during training for repair as in
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Fig. 6, while the plot at the bottom shows the cumulative reward

gained during extended training. The bar plots depict average safety

testing results that are ratios of failing test cases to all executed test

cases. The red bars correspond to test results from DDQ training for

15000 episodes and extended training for another 15000 episodes,

respectively. The green bars correspond to test results after repair

iterations. Black bars show the respective standard deviation.

DDQ did not find a good policy for Level 3, even with extended

training. Analogously to performance, extended training did not in-

crease safety. With the first repair iteration, we generally achieved

close-to-zero test fails, albeit with low reward. The policies failed at

a point that is not covered by the generated test suite. We combated

that by extending the repair experiences to include fuzz demonstra-

tions near the state where the agent fails, as determined by episode

length. Since this requires a larger change of the policy under re-

pair, we changed two parameters for the second repair iteration

of Level 3 agents, increasing the weight for the supervised loss to

𝜆2 = 1 and the pre-training steps to 𝑡pre = 5 · 105. Fig. 7 shows that
this indeed improves the reward, even beyond the reward of DQfD

shown in Fig. 6c. At the same time, the safety test-case fail rate

stays low after the second repair iteration.

For Level 4 in Fig. 8, we see that extended training can hurt safety,

despite negative rewards for safety issues. The first repair iteration

likewise even reduced the overall safety. A closer investigation

showed that it mostly fixed issues corresponding to failing test

cases of the base DDQ agent, but it introduced issues elsewhere.

The policy was changed considerably in this first repair iteration,

causing other test cases to fail and unstable performance in terms

of reward. The second iteration fixed most safety issues. Only one

test case still failed in three of five runs after the second iteration.

7.2 Minigrid Experiments
Setup. The gridworld experiments were performed in the Minigrid

environment [5]. For this gridworld environment, we implemented

a DDQ agent and a fuzz-testing framework. The reward in these

environments is given by 𝑔 − 0.01 · 𝑑 − 𝑠 + 𝑟 , where 𝑔 = 1 if the

goal is reached, 𝑑 is the Manhattan distance to the goal, 𝑠 = 0.01 if

the maximum number of steps is reached, and 𝑟 = 0.025 if a new

room was entered. For Minigrids with only one room, we penalize

each step with −0.01. The states seen by the RL agent are 84 by

84 images of the environment and the available actions are: turn

left, turn right, move forward, pick up, put down, and unlock. We

reduce the action set to a subset that is sufficient to reach the goal.

Additionally, the agent knows if it is holding an item.

Training from Fuzz Demonstrations. For our evaluation, we se-
lected four gridworlds: (a) ThreeRoomsLava, (b) DistShift1, (c)
LavaCrossingS9N1, and (d) UnlockPickup. Gridworld (a) depicted
in Fig. 5 is a manually designed multi-room gridworld with doors

and lava fields, while gridworlds (b)-(d) are from [5]. The agent’s

task is to enter the goal field or pick up a box. To do this, the agent

must unlock and open doors, avoid lava fields, and complete the

task before reaching the maximum number of steps. Note that the

agent must complete subtasks sequentially, which may temporarily

decrease the cumulative reward by increasing the distance to the

goal. However, completing the series of subtasks ultimately leads

to a large cumulative reward via completion of the entire task. For

Table 2: Average runtime in seconds of the individual steps
in DQfD and runtime of DDQ for the Minigrid experiments.

DQfD DDQ

search fuzzing pretraining Σ Σ
DistShift1 0.04 149.38 1859.24 4108.30 9780.74

LavaCrossingS9N1 0.06 211.06 1735.18 3754.74 6628.17

UnlockPickup 0.06 386.33 1869.72 6363.39 72462.02

ThreeRoomsLava 0.13 1221.98 1844.85 16582.26 48147.06

example, in UnlockPickup (d), shown in Fig. 9, the agent must

perform a fairly complex sequence of actions including picking

up the key, unlocking the door, discarding the key, and picking

up the box. The learning setup is similar to the SMB case study,

except that we set an increased initial exploration rate of 0.4 for

Gridworld (a) to guarantee the DDQ agent sufficient exploration in

all rooms. In comparison to SMB, we reduced the training episodes

to 𝑒train = 1500 episodes in the training phase of DQfD and to 2000

training episodes with DDQ.

Results. Figure 9 illustrates the cumulative rewards gained during

training for the gridworlds. DDQ and DQfD could learn policies to

complete the task of the gridworlds (b) and (c). Similar to SMB, we

see that DDQ yields more unstable and inferior results. Therefore,

DDQ could not reliably learn a policy that can achieve the goal.

The DQfD results show that search-based demonstrations can also

support learning of navigation problems. DDQ was not able to

learn the Gridworlds (a) and (d) due to sparse rewards and tasks

that require a certain sequence of actions for completion. We as-

sume that DDQ requires a different reward function to accomplish

this task, while DQfD is sufficient without further reward shaping.

Hence, our demonstration generation provides an alternative to the

inference of high-level subgoal descriptions that is often applied

in environments with sparse or non-Markovian rewards [13, 45].

Moreover, Table 2 shows that DQfD is on average 4.45 faster in

training than DDQ even when 5000 episodes are fuzzed in advance.

Repair Results. Figure 10 presents the results of the testing and

repair of agents for Gridworld (a). Note that we aim to test a policy

for robustness. Similar to SMB, the test and repair results highlight

different aspects. First, testing of the trained DDQ agent showed

failed test cases. A closer look at the trajectory of the agent revealed

that the DDQ-learned policy is more likely to run into safety-critical

states, which are marked with a lightning bolt in Fig 5. Second, by

repairing the policy with fuzz demonstrations, the agent not only

avoids these safety-critical states but improves performance by

achieving the goal in fewer steps.We executed 5000 test cases for the

DDQ policy, which resulted in a proportion of 0.16 failing test cases.

By repairing, we can reduce the proportion to 0.0062 at the mean.

This is a significant reduction with 𝑝 < 0.01. Extended training

could not reduce the proportion of failing test cases and the standard

deviation (0.013) was exceptionally high between the different test

executions. Furthermore, unlike repair, extended training did not

improve the agent’s performance. We omit repair for gridworlds

(b)-(d) since in gridworlds (b) and (c) the agents could achieve the

task within a fair amount of episodes, and Gridworld (d) has no

safety-critical states (no lava).

Threats to Validity. Our findings compare DQfD from fuzzing

data and standard DDQ, where DQfD shows favorable performance.
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Figure 8: Cumulative rewards gained during training performed for repair and extended training for Level 4, and test results
before and after repair, and after extended training.
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0 0.2 0.4 0.6 0.8 1 1.2 1.4

·104

−50

0

50

100

Episodes

repair

ext. training

base ext. training repair

0

1

2

3

·10−2
Robustness Test Fail Frequency
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gridworld, and test results before and after repair, and after extended training.

The results may be influenced by the hyperparameter selection, i.e.,

different hyperparameters may favor DDQ. However, we aimed

to decrease the dependency on the hyperparameter selection. For

this, we tuned the hyperparameters on the first SMB level so that

both approaches can learn well within about 20000 episodes. We

left the hyperparameters unchanged for all other levels, similar to

[14] who used the same parameters for various games.

For demonstrating the general feasibility of our approach, we

considered two environments that are different in nature. Never-

theless, there is a possibility that our results may not translate to
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other environments. However, the environments chosen are rep-

resentative of RL problems considered in the literature. Computer

games are popular benchmarks since they involve long, complex

action sequences, require image processing, and feature adversarial

environments [14, 24, 43]. Navigation in gridworlds, while appear-

ing simple, is often challenging for RL, as rewards are sparse and

only gained when sequences of subtasks have been completed;

cf. UnlockPickup in Fig. 9 and work on inferring subtask struc-

tures [8, 13, 45]. In order to apply our approach, we require two

assumptions to be fulfilled by an environment. First, we rely on

RLfD to work, where others [31] have shown that it works well in

various RL environments. Second, we require a testing approach for

the environment under consideration. In this regard, we show that

search-based testing can be adapted to navigation in gridworld en-

vironments. RL testing is in its early stages, but recent work shows

its potential to increase trust in RL [22, 49], a very relevant research

topic. In particular, Zolfagharian et al. [49] propose search-based

testing for control tasks, another popular type of RL task.

Another potential threat to validity stems from uncertainty. Due

to their long runtime, we performed only five runs of each experi-

ment. In these experiments, the DQfD performance shows a clear

trend and low variance as depicted by Fig. 6 and Fig. 9, whereas DDQ

shows more variance. Considering maximum cumulative reward,

we can see that learning from fuzz-trace experiences especially

helps in solving challenging tasks, like levels 2 and 3 of SMB, and

complex navigation tasks like in Gridworld (d). However, the search

performed for fuzzing is heavily influenced by randomness, which

potentially affects DQfD performance. If the search fails to find

good demonstrations, DQfD may show worse performance than in

our experiments.

Supplementary Material. Source code, setup files, and raw result

data are available online [37].

8 CONCLUSION
We propose a development approach for RL from demonstrations

obtained via search-based testing. The approach includes learning

from demonstrations, testing of a learned policy, and repairing of

policies using safe demonstrations. While previous work on RL

from demonstrations relies on data collected by (human) experts,

we generate demonstrations fully automatically using fuzz test-

ing. We showcase deep Q-learning from fuzz demonstrations with

two case studies comprising levels from the computer game Super

Mario Bros. and navigation tasks in gridworlds. Our experiments

demonstrate that DQfD using fuzz demonstrations helps to solve

tasks more efficiently, especially if they are difficult. To repair a

policy, we first identify safety issues and safe alternative behavior

through search-based testing that includes fuzz testing. Via iterated

DQfD, we repair a policy w.r.t. safety while retaining its perfor-

mance in terms of cumulative reward. In particular, we show that

we can reliably improve safety, whereas extended training does not

necessarily improve safety.

In future work, we will explore other RLfD approaches and com-

binationswith testing approaches, like learning-based testing [1, 23]

using appropriate abstractions, e.g., through clustering [7].
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