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ABSTRACT
The mining of models from data finds widespread use in industry.
There exists a variety of model inference methods for perfectly de-
terministic behaviour, however, in practice, the provided data often
contains noise due to faults such as message loss or environmental
factors that many of the inference algorithms have problems deal-
ing with. We present a novel model mining approach using Partial
Max-SAT solving to infer the best possible automaton from a set
of noisy execution traces. This approach enables us to ignore the
minimal number of presumably faulty observations to allow the
construction of a deterministic automaton. No pre-processing of
the data is required. The method’s performance as well as a number
of considerations for practical use are evaluated, including three
industrial use cases, for which we inferred the correct models.
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1 INTRODUCTION
The problem of inferring Finite State Machines (FSMs) from a set of
execution traces is well known: Originally proposed by Biermann
and Feldman [9] as a constraint satisfaction problem (CSP) and
then as a Boolean satisfiability problem (SAT) by Grinchtein et
al. [17], which was further improved by others [5, 19], mining
behavioural models from data is a well-researched topic [39]. Such
models may be used for model-based development, verification
and monitoring among other purposes in industry. In practice,
however, the data that is used for behavioural model inference is
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often not perfectly deterministic. Faults such as message loss or
other environmental influences, which may not be immediately
apparent, may introduce noise into the data. This prevents many
other deterministic inference methods, such as RPNI [41], from
mining models from said data. Other approaches exist to learn
stochastic [30] or non-deterministic automata [51], however, these
methods encode the noise directly into the automata, which is often
not desired, especially if it is known in advance that the underlying
system is deterministic. In fact, one of the requirements from our
industrial partner is to ignore or filter out the noise to learn the
underlying FSM. At this point one has to either give up or perform
preprocessing on the data, which may require domain knowledge.

In this paper, we present a novel approach to mine behavioural
models from noisy data by ignoring the least amount of steps neces-
sary in order to make it deterministic. The approach is such that no
preprocessing regarding the noise is necessary. The assumptions
about our underlying system are that it is deterministic and that
faults appear sporadically and randomly, i.e., not systematically,
with equal likelihood at any point in our data. The most typical
noise with such properties is message loss, which we focus on
during benchmarks by dropping input-output pairs from traces.

Additionally, it is possible to mine a model from a single long
execution trace instead of multiple samples.While other approaches
can work with single traces [18] they usually cannot deal with noise
in the data. Two of our use cases demonstrate the use of our method
on such single trace cases of industrial measurement devices.

Finally, our approach may also be used to extract a type of sto-
chastic automaton, which includes the noise and the frequencies
of the transitions used, as an addition to the fully deterministic
models in order to better evaluate the types and amount of noise
in the input data.

The research questions we want to answer are:

RQ 1: Is it possible to mine models from noisy data using Partial
Max-SAT?

RQ 2: Which considerations have to be taken into account when
applying the method in practice?

RQ 3: How performant is such an approach?

After presenting the preliminaries in Section 2, we answer these
questions by means of the following contributions: (1) We present
a novel approach to infer models from noisy data using Partial
Max-SAT (Section 3). (2) We further present guidelines on how
this method can be used in practice (Section 4). (3) We evaluate
the method’s performance (Section 5). The experiments show that
despite the well-known complexity limitations of (Partial) Max-
SAT, i.e., the problem being NP-hard [25], we were able to mine
three relevant industrial models from measurement devices and
communication protocols, as well as benchmark models of sizes
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up to 17 states and traces up to 6000 steps in length within several
minutes. Longer traces or more states quickly lead to timeouts after
one hour.

2 PARTIAL MAX-SAT FOR MOORE MACHINES
2.1 Moore Machines
Our algorithm assumes that the system we want to learn is deter-
ministic and can be modelled as a Moore machine, as first described
by Moore [33]. These are a type of FSM which can classically be
defined as a 6-tuple, where the Moore machine M is:

M = (𝐼 ,𝑂, 𝑆, 𝑠0, 𝛿M , _M )
where 𝐼 , 𝑂 and 𝑆 are the finite, non-empty sets of input symbols,
output symbols and states, respectively, 𝑠0 ∈ 𝑆 is the initial state
and 𝛿M : 𝑆 × 𝐼 → 𝑆 and _M : 𝑆 → 𝑂 are the state transition
and the output function, respectively. Importantly, the output func-
tion depends solely on the current state of the machine. A Moore
machine is input-complete if 𝛿M is fully defined.

We define a trace 𝑡 to be 𝑡 = ⟨𝑜0, (𝑖1, 𝑜1), (𝑖2, 𝑜2), . . . , (𝑖𝑚, 𝑜𝑚)⟩
with 𝑜 𝑗 ∈ 𝑂 and 𝑖 𝑗 ∈ 𝐼 . Note that the index of each trace starts with
0, as the first element of the trace is the initial output 𝑜0, which is the
output of the initial state 𝑠0, followed by𝑚 steps, i.e., input-output
pairs, hence the length of the trace |𝑡 | = 𝑚 + 1. For a given index
𝑘 ∈ [1,𝑚] we will write 𝑖𝑘 and 𝑜𝑘 for the 𝑘𝑡ℎ input and output of a
trace, respectively.

Additionally, we define a non-deterministic Moore machine to
use a transition relation 𝛿M : 𝑆 × 𝐼 × 𝑆 instead of a function. If the
transitions of a non-deterministic Moore machine are also labelled
with their occurrence frequencies or probabilities, we obtain a
stochastic Moore machine. Note that the latter corresponds to a
Markov-decision process.

2.2 Partial Max-SAT
The aim of traditional SAT solving is to find an assignment of
variables for a given set of clauses in conjunctive normal form
(CNF) such that the formula becomes true, i.e., satisfiable, or to
find that such an assignment does not exists, i.e., the formula is
unsatisfiable. Partial Max-SAT (PMSAT) is a mixture of the SAT
and Max-SAT problems, insofar as a PMSAT problem consists of
two sets of clauses: one which has to be satisfied using SAT and
one for which the number of fulfilled clauses has to be maximised
using Max-SAT. The clauses in the former set are called hard clauses
while the ones in the latter are called soft clauses. Solving a PMSAT
problem comes down to finding an assignment that satisfies the
maximum number of soft clauses while also satisfying all hard
clauses [4, 14].

Quantifiers. To more concisely describe the multitude of clauses
necessary to build the PMSAT problem we use quantifiers. We
resolve all quantifiers through enumeration such that ∀𝑥 ∈ 𝑋 :
P(𝑥) corresponds to the CNF formula P(𝑥1) ∧P(𝑥2) ∧ . . .∧P(𝑥𝑛),
where eachP(𝑥 𝑗 ) is a propositional variable andP(𝑥 𝑗 ) its negation.

Exactly One. We define ∃!𝑥 ∈ 𝑋 : P(𝑥) to mean that we require
exactly one of the 𝑛 variables {P(𝑥) : 𝑥 ∈ 𝑋 } to be true, which will
result in the following clauses: (P(𝑥1) ∨P(𝑥2) ∨ . . .∨P(𝑥𝑛)) to re-
quire at least one variable to be true and∀𝑖 ∈ [1, 𝑛−1],∀𝑗 ∈ [𝑖+1, 𝑛] :
(P(𝑥𝑖 ) ∨ P(𝑥 𝑗 )) to prevent any pair-wise combination of variables
to be true at the same time. For example, ∃!𝑥 ∈ {𝑥1, 𝑥2, 𝑥3} : P(𝑥)
would result in (P(𝑥1) ∨ P(𝑥2) ∨ P(𝑥3)) ∧ (P(𝑥1) ∨ P(𝑥2)) ∧
(P(𝑥1) ∨ P(𝑥3)) ∧ (P(𝑥2) ∨ P(𝑥3)).

3 MODEL MININGWITH PARTIAL MAX-SAT
3.1 Variables
We define the following four classes of Boolean variables used by
the solver in order to more clearly describe their meanings. Each
instance of these terms corresponds to a single variable in the solver
that can either be true or false:

• _(𝑠, 𝑜) is true iff state 𝑠 has output 𝑜 .
• 𝛿 (𝑠, 𝑖, 𝑠′) is true iff state 𝑠 transitions to state 𝑠′ on input 𝑖 .
• 𝜔 (𝑡, 𝑘, 𝑠) is true iff the post-state after 𝑘 steps in trace 𝑡

corresponds to 𝑠 .
• G(𝑡, 𝑘) is true iff step 𝑘 of trace 𝑡 is considered a glitch, i.e.,
does not conform to the deterministic transition function.

For readability purposes we use these terms directly in place
of Boolean variables. For example, _(𝑠′, acknowledge) = truewould
mean that the state 𝑠′ has output ‘acknowledge’.𝛿 (𝑠𝑥 , connect, 𝑠𝑦) =
false would mean that there exists no transition from state 𝑠𝑥 with
input ‘connect’ to state 𝑠𝑦 . A formula to describe that the output of a
single state 𝑠′ should be either 𝑎 or 𝑏 would be: (_(𝑠′, 𝑎)∨_(𝑠′, 𝑏))∧
(_(𝑠′, 𝑎) ∨_(𝑠′, 𝑏)), which would be equivalent to _(𝑠′, 𝑎) ⊕ _(𝑠′, 𝑏).

3.2 SAT Formalisation
Let 𝑆 = {𝑠0, 𝑠1, . . . , 𝑠𝑛−1} be a set of 𝑛 states and 𝑇 a set of traces
over our inputs 𝐼 and outputs𝑂 . For the given sets 𝑆, 𝐼 ,𝑂 and𝑇 , we
may now build our SAT problem in the form of a CNF such that
its assignment will correspond to an automaton with 𝑛 states that
produces the given traces with the minimum number of glitches
possible:

Each state of a valid automaton must have exactly one output:

∀𝑠 ∈ 𝑆 : ∃!𝑜 ∈ 𝑂 : _(𝑠, 𝑜) (1)

Every state must have a single deterministic transition on each
state-input pair:

∀𝑠 ∈ 𝑆 : ∀𝑖 ∈ 𝐼 : ∃!𝑠′ ∈ 𝑆 : 𝛿 (𝑠, 𝑖, 𝑠′) (2)

and after each step in a trace the automaton must be in exactly
one state:

∀𝑡 ∈ 𝑇 : ∀𝑘 ∈ [0, |𝑡 |) : ∃!𝑠 ∈ 𝑆 : 𝜔 (𝑡, 𝑘, 𝑠) (3)

Each output 𝑜𝑘 corresponds to the reached state 𝑠 of that given
step in the trace:

∀𝑡 ∈ 𝑇 : ∀𝑘 ∈ [0, |𝑡 |) : ∀𝑠 ∈ 𝑆 : (𝜔 (𝑡, 𝑘, 𝑠) =⇒ _(𝑠, 𝑜𝑘 )) (4)

and for each step in the trace the predecessor state must have
a valid transition to the successor state with the observed input.
Otherwise, the step is considered a glitch:
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∀𝑡 ∈ 𝑇 : ∀𝑘 ∈ [1, |𝑡 |) : ∀𝑠, 𝑠′ ∈ 𝑆 : (5)
(𝜔 (𝑡, 𝑘 − 1, 𝑠) ∧ 𝜔 (𝑡, 𝑘, 𝑠′) =⇒ 𝛿 (𝑠, 𝑖𝑘 , 𝑠′) ∨ G(𝑡, 𝑘))

Finally, we want every step to not be a glitch if possible, however,
we add this restriction as soft clauses in order to allow solutions
even if we have too few states to explain the traces in full or in case
the traces contain real non-determinism:

∀𝑡 ∈ 𝑇 : ∀𝑘 ∈ [1, |𝑡 |) : soft : G(𝑡, 𝑘) (6)

Reliable Initial State. The starting state of the given traces re-
quires consideration. Usually, the initial state is the same over all
traces and the initial output observed in all traces is also the same.
This allows for an additional constraint: For each trace the first
output before the first step at index 0 corresponds to the output of
the initial state 𝑠0:

∀𝑡 ∈ 𝑇 : 𝜔 (𝑡, 0, 𝑠0) (7)

However, if the initial state may differ between traces, i.e., we
cannot rely on starting in the same state, then this constraint can
be omitted, which will allow each trace to start at any state in the
automaton.

Optimisation. Finally, an important optimisation that improves
performance stems from the following consideration: If our set of
outputs 𝑂 is built from the traces that contain our observations,
then each output must appear at least in one state in the final
automaton, otherwise we could not observe it. We may therefore
assign each of the first |𝑂 | states directly to one corresponding
output:

∀𝑝 ∈ [0, |𝑂 |) : _(𝑠𝑝 , 𝑜𝑝 ) (8)

Note that, in contrast to Equation 3, 𝑜𝑝 refers to the 𝑝-th output in𝑂 .
The indexing of 𝑂 is mostly arbitrary, however, if the constraint in
Equation 7 is used, then the state 𝑠0 must receive the corresponding
initial output 𝑜0 from the beginning of the traces. This optimisation
strongly constrains the search space by preventing the assignment
of different state labels to the same combinations of outputs. For
example, instead of _(𝑠0, 𝑜0) ∧ _(𝑠1, 𝑜1) or _(𝑠1, 𝑜0) ∧ _(𝑠0, 𝑜1) only
the first assignment is considered when using the constraint. This
also makes assignment of outputs to states trivial in case of |𝑂 |
states, leaving only a single possible assignment. Increasing the
number of states still keeps the first |𝑂 | states fixed and allows for
flexible output assignments for the additional states.

Table 1 summarises the clauses.

Number of Clauses and Variables. We define 𝑡𝑎𝑙𝑙 =
∑
𝑡 ∈𝑇 |𝑡 | to

be the total length of all traces and 𝑡𝑠𝑡𝑒𝑝𝑠 = 𝑡𝑎𝑙𝑙 − |𝑇 | to be the
total number of steps in the traces, which do not include the initial
state output of each trace. It can easily be seen from Equation 6
that the number of soft clauses is exactly 𝑡𝑠𝑡𝑒𝑝𝑠 . Because ∃!𝑥 ∈
𝑋 is enumerated with O(|𝑋 |2) clauses, the total number of hard
clauses can be given an upper bound of O(|𝑆 |3 |𝐼 |) for Equation 2
and O(𝑡𝑠𝑡𝑒𝑝𝑠 |𝑆 |2) for Equation 5 whereby the latter usually is the
defining one due to 𝑡𝑠𝑡𝑒𝑝𝑠 ≫ |𝑆 |. The number of unique variables,
i.e., the sum of all unique _, 𝛿, 𝜔 and G, can be counted to be |𝑆 | ×
|𝑂 | + |𝑆 |2 × |𝐼 | + 𝑡𝑎𝑙𝑙 × |𝑆 | + 𝑡𝑠𝑡𝑒𝑝𝑠 .

Table 1: Summary of variables for inferring automata with
states S from traces T with inputs I and outputs O.

Eq. Clauses Enumeration

(1) _(𝑠, 𝑜) ∀𝑠 ∈ 𝑆 : ∃!𝑜 ∈ 𝑂

(2) 𝛿 (𝑠, 𝑖, 𝑠′) ∀𝑠 ∈ 𝑆 : ∀𝑖 ∈ 𝐼 : ∃!𝑠′ ∈ 𝑆

(3) 𝜔 (𝑡, 𝑘, 𝑠) ∀𝑡 ∈ 𝑇 : ∀𝑘 ∈ [0, |𝑡 |) : ∃!𝑠 ∈ 𝑆

(4) 𝜔 (𝑡, 𝑘, 𝑠) ∨
_(𝑠, 𝑜𝑘 ))

∀𝑡 ∈ 𝑇 : ∀𝑘 ∈ [0, |𝑡 |) : ∀𝑠 ∈ 𝑆

(5) 𝜔 (𝑡, 𝑘 − 1, 𝑠) ∨
𝜔 (𝑡, 𝑘, 𝑠′) ∨
𝛿 (𝑠, 𝑖𝑘 , 𝑠′) ∨
G(𝑡, 𝑘)

∀𝑡 ∈ 𝑇 : ∀𝑘 ∈ [1, |𝑡 |) : ∀𝑠, 𝑠′ ∈ 𝑆

(6) soft : G(𝑡, 𝑘) ∀𝑡 ∈ 𝑇 : ∀𝑘 ∈ [1, |𝑡 |)
(7) 𝜔 (𝑡, 0, 𝑠0) ∀𝑡 ∈ 𝑇

(8) _(𝑠𝑝 , 𝑜𝑝 ) ∀𝑝 ∈ [0, |𝑂 |) - 𝑜0 initial output

offlinestart online

disconnect

connect

connect

disconnect

(a) Moore machine of simple example server

offlinestart online

disconnect

connect

connect

connect

disconnect

(b) Inferred non-deterministic Moore machine
of simple example server with glitch

Figure 1: Moore machines of simple example server.

3.3 Example
By the following example, we want to demonstrate how a model
can be inferred from traces:

Given the Moore machine in Figure 1a with 𝐼 = {connect,
disconnect} and 𝑂 = {offline, online} let us assume we generated
the following traces 𝑇 = {𝑡0, 𝑡1} with:
𝑡0 = ⟨offline, (disconnect, offline), (connect, online)⟩ and
𝑡1 = ⟨offline, (connect, online), (connect, online), (disconnect, of-
fline)⟩.

The given traces are representative, i.e., they contain enough
information to fully determine the original automaton. Also, we
must choose the number of states 𝑛 for the automaton we want
to infer. For now, we choose the smallest possible 𝑛 in this case,
namely 𝑛 = |𝑂 | = 2 and build the following SAT problem for
𝑆 = {𝑠0, 𝑠1}, 𝐼 ,𝑂 and 𝑇 = {𝑡0, 𝑡1} using the definitions from Table 1:
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(1) (_(𝑠0, offline) ∨ _(𝑠0, online)) ∧ (_(𝑠0, offline) ∨ _(𝑠0, online))
∧ (_(𝑠1, offline) ∨_(𝑠1, online)) ∧ (_(𝑠1, offline) ∨_(𝑠1, online))

(2) (𝛿 (𝑠0, disconnect, 𝑠0) ∨ 𝛿 (𝑠0, disconnect, 𝑠1)) ∧
(𝛿 (𝑠0, disconnect, 𝑠0) ∨ 𝛿 (𝑠0, disconnect, 𝑠1)) ∧
(𝛿 (𝑠0, connect, 𝑠0) ∨ 𝛿 (𝑠0, connect, 𝑠1)) ∧ . . .

(3) (𝜔 (𝑡0, 0, 𝑠0) ∨ 𝜔 (𝑡0, 0, 𝑠1)) ∧ (𝜔 (𝑡0, 0, 𝑠0) ∨ 𝜔 (𝑡0, 0, 𝑠1))
∧ (𝜔 (𝑡0, 1, 𝑠0) ∨ 𝜔 (𝑡0, 1, 𝑠1)) ∧ (𝜔 (𝑡0, 1, 𝑠0) ∨ 𝜔 (𝑡0, 1, 𝑠1)) ∧ . . .

(4) (𝜔 (𝑡0, 0, 𝑠0) ∨ _(𝑠0, offline)) ∧ (𝜔 (𝑡0, 0, 𝑠1) ∨ _(𝑠1, offline)) ∧
(𝜔 (𝑡0, 1, 𝑠0) ∨ _(𝑠0, offline)) ∧ (𝜔 (𝑡0, 1, 𝑠1) ∨ _(𝑠1, offline)) ∧
(𝜔 (𝑡0, 2, 𝑠0) ∨ _(𝑠0, online)) ∧ (𝜔 (𝑡0, 2, 𝑠1) ∨ _(𝑠1, online)) . . .

(5) (𝜔 (𝑡0, 0, 𝑠0) ∨ 𝜔 (𝑡0, 0, 𝑠1) ∨ 𝛿 (𝑠0, disconnect, 𝑠1) ∨ G(𝑡0, 1)) ∧
(𝜔 (𝑡0, 0, 𝑠1) ∨ 𝜔 (𝑡0, 0, 𝑠2) ∨ 𝛿 (𝑠1, connect, 𝑠2) ∨ G(𝑡0, 2)) ∧ . . .

(6) soft: G(𝑡0, 1) ∧ G(𝑡0, 2) ∧ G(𝑡1, 1) ∧ G(𝑡1, 2) ∧ G(𝑡1, 3)
(7) 𝜔 (𝑡0, 0, 𝑠0) ∧ 𝜔 (𝑡1, 0, 𝑠0)
(8) _(𝑠0, offline) ∧ _(𝑠1, online)

Giving the above SAT problem to a PMSAT solver yields the
following solution, which contains all the variables assigned true by
the solver: _(𝑠0, offline) ∧𝛿 (𝑠0, connect, 𝑠1) ∧𝛿 (𝑠0, disconnect, 𝑠0) ∧
_(𝑠1, online)∧𝛿 (𝑠1, connect, 𝑠1)∧𝛿 (𝑠1, disconnect, 𝑠0)∧𝜔 (𝑡0, 0, 𝑠0)∧
𝜔 (𝑡0, 1, 𝑠0) ∧ 𝜔 (𝑡0, 2, 𝑠1) ∧ 𝜔 (𝑡1, 0, 𝑠0) ∧ 𝜔 (𝑡1, 1, 𝑠1) ∧ 𝜔 (𝑡1, 2, 𝑠1) ∧
𝜔 (𝑡1, 3, 𝑠0).

Interpreting this solution as an automaton, by looking at the
assigned _ state outputs and the 𝛿 transitions, yields the automaton
in Figure 1a, which we correctly infer with zero glitches.

Example with Glitches. Now, let us assume we observe a third
trace 𝑡2 = ⟨offline, (disconnect, offline), (connect, offline)⟩.

This trace contains a step from state ‘offline’ with input ‘connect’
to state ‘offline’ which is obviously not part of the real automaton
in Figure 1a. This incorrect observation may have happened due to
any number of reasons: For example, the successful connection to
the server in between the two steps was not logged due to message
loss and as such made the trace non-deterministic.

At this point, regular SAT inference would report that the given
problem with traces 𝑇 = {𝑡0, 𝑡1, 𝑡2} is unsatisfiable as no determin-
istic automaton exists. It is true that no such automaton exists,
however, it would be more useful to receive the best possible deter-
ministic automaton using as much of the traces as possible instead
of not getting any result at all.

Building the SAT problem again with two states and traces 𝑇 =

{𝑡0, 𝑡1, 𝑡2} analogous to before and solving it with PMSAT gives us
the following solution:
_(𝑠0, offline)∧𝛿 (𝑠0, connect, 𝑠1)∧𝛿 (𝑠0, disconnect, 𝑠0)∧_(𝑠1, online)
∧𝛿 (𝑠1, connect, 𝑠1)∧𝛿 (𝑠1, disconnect, 𝑠0)∧𝜔 (𝑡0, 0, 𝑠0)∧𝜔 (𝑡0, 1, 𝑠0)∧
𝜔 (𝑡0, 2, 𝑠1) ∧ 𝜔 (𝑡1, 0, 𝑠0) ∧ 𝜔 (𝑡1, 1, 𝑠1) ∧ 𝜔 (𝑡1, 2, 𝑠1) ∧ 𝜔 (𝑡1, 3, 𝑠0) ∧
𝜔 (𝑡2, 0, 𝑠0) ∧ 𝜔 (𝑡2, 1, 𝑠0) ∧ 𝜔 (𝑡2, 2, 𝑠0) ∧ G(𝑡2, 2).

As can be seen from the solution, the second step in the trace 𝑡2
was determined to be a glitch, for which no transition exists in the
inferred automaton. Visualising this solution results in Figure 1a
if only the 𝛿 variables are taken into account. We call transitions
defined by the 𝛿 variables assigned true by a solver dominant tran-
sitions. An automaton using only dominant transitions is called
dominant automaton moving forward.

We may also visualise the glitch G(𝑡2, 2) by adding the transition
𝛿𝑔 (𝑠0, connect, 𝑠0), as seen in Figure 1b, by taking 𝑖2 of trace 𝑡2 and
adding it between the states of steps 𝜔 (𝑡2, 1, 𝑠0) and 𝜔 (𝑡2, 2, 𝑠0). We

will denote transitions traversed in the trace but marked as a glitch
with 𝛿𝑔 and call them glitched transitions, which are drawn in red.

At this point the glitch in the trace and the automata in Figures 1a
and 1b may be examined to determine the validity of the result or to
evaluate the steps marked as glitches in the trace. In this example,
the glitch stems from the incompatibility between traces 𝑡0 and 𝑡2,
which cannot be resolved by adding more states to the inferred
automaton, i.e., non-determinism instead of overgeneralisation. As
we will show in the next section, some types of glitches may and
should be resolved by inferring automata with more states.

In this section, we answered RQ 1, showing that it is possible to
mine models from noisy data using the PMSAT encoding described
above and demonstrating its use on an example.

4 PRACTICAL CONSIDERATIONS
The procedure above can be used to mine models from traces that
include non-deterministic behaviour or noise given the number of
states 𝑛 the inferred automaton should have. However, in practice
the real number of states of the underlying system is not known
in advance and therefore cannot be used as a parameter in the
learning procedure. In this section we provide some guidelines on
how to determine 𝑛 and on how to choose an automaton out of a
range of automata with different 𝑛 that should be "as deterministic
as possible", having few glitches and yet generalising the behaviour
recorded in the traces as well as possible. We also provide general
remarks about using the PMSAT inference procedure in practice
and present an example on how to apply the guidelines.

4.1 Considerations for Choosing 𝑛
First, it is important to note that the smallest possible automaton
that can be inferred from a trace has exactly 𝑛 = |𝑂 | states. Assum-
ing that 𝑂 is calculated from the outputs observed in the traces,
such that 𝑂 =

⋃
𝑡 ∈𝑇 {𝑜𝑘 |𝑘 ∈ [0, |𝑡 |)}, and due to the fact that every

state assigned to a step in the trace must have the corresponding
output (Equation 4), then any call to the solver with 𝑛 < |𝑂 | will be
unsatisfiable. Additionally, defining 𝐼 or 𝑂 to be different from the
inputs and outputs observed in the trace respectively is bound to
provide unsatisfiable or at least unhelpful results, as the trace then
cannot be correctly represented.

Conversely, the solver will always produce a valid result for
any 𝑛 ≥ |𝑂 |. Usually, the solver will use new states to encode
glitches into dominant transitions and thereby decrease the num-
ber of glitches in the solution, which is of course the objective
of the PMSAT algorithm. Alternatively, as there is no notion of
reachability in our SAT encoding, new states may always be added
by connecting the transitions of a new state to any other state in
the automaton, thus creating an unreachable state, which is demon-
strated in the example in Section 4.2. Therefore, inferred automata
with increasing number of states 𝑛 will always have the same or
decreasing number of glitches.

To better analyse and compare the automata with different 𝑛
we can use the solutions of the solver to build a stochastic Moore
machine that not only includes glitches but also shows the frequen-
cies of transitions, i.e., how often each transition was taken in the
traces. This can be done by replaying the trace using the 𝜔 of the
solution variables and counting the number of times a transition
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was taken. Figures 2a, 2b and 2c show such stochastic Moore ma-
chines all learned from the same trace but with different 𝑛, where
dominant transitions are black, glitched transitions are red and the
frequencies of both are written in parentheses.

Ideally, we would get a small automaton, that has few glitches
with low transition frequencies and for which dominant tran-
sitions have high frequencies. Small automata are preferable be-
cause they generalise better than larger ones. The larger the au-
tomaton the more observed behaviour will be encoded into states
up to and including outliers, special cases or noise, which is often
unwanted. Additionally, observing certain interactions more often
in the traces gives us more confidence that said transition is real
behaviour of the system and not noise. Thus, it is preferable for
dominant transitions to have high frequencies. In contrast, if a tran-
sition that was marked as a glitch has a high frequency then this
would imply said transition should be encoded into the automaton
as a dominant transition.

The following guidelines (GL) inform about the best possible
choice of 𝑛:

GL 1: Choose 𝑛 = |𝑂 | to infer the smallest possible automaton.
GL 2: If the solution has too many glitches, increment 𝑛.
GL 3: If the resulting automaton has frequently used glitches, in-

crement 𝑛 (we have generalised too much).
GL 4: If the resulting automaton has too many low frequency dom-

inant transitions, decrement 𝑛 (we have encoded outliers
into the automaton that are likely to be glitches).

It is recommended to evaluate the change in glitches and fre-
quencies instead of absolute numbers as, depending on the data,
some automata might already have very high or low frequencies.
For example, if the traces are not representative or complete, then
even the smallest automaton might not be input-complete already
and, as such, generally have lower dominant frequencies.

Just minimising the number of glitches, even if an automaton
with zero glitches can be found, is often not recommended because
such an automaton is often simply a tree of all given traces. This
is especially true if an automaton should be inferred from only a
single trace, in which case there does always exists an automaton
with zero glitches in the form of a line. There exists a certain balance
between generalising behaviour and precisely representing the given
data that must be determined for each set of traces and each use
case. This "best" result depends on the acceptable percentage of
glitches in the traces and the desired frequencies. For example,
if the desired result should be input-complete then all dominant
transitions should have a frequency of at least one.

As already stated the inferred automata might include states that
are not reachable via dominant transitions. If the number of such
dominant reachable states 𝑛𝑟𝑒𝑎𝑐ℎ < 𝑛 then this means that only
glitches lead to the unreachable states. Most of the time the resulting
automaton is not the best one, as the number of glitches is only
artificially lowered without improving the dominant automaton.
However, it is possible that some outputs are only observed once or
very rarely, in which case the transitions into the states with these
outputs could correctly be marked as glitches.

Lastly, automata with different 𝑛 may be checked for bisimilarity.
We use the standard definition of bisimilarity [13], namely that two
automata are bisimilar if both simulate each other. We only compare
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(a) Inferred stochastic Moore machine with 𝑛 = 3 states of ping-pong server
with 31 glitches
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(b) Inferred stochastic Moore machine with 𝑛 = 4 states of ping-pong server
with 5 glitches
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(c) Inferred stochastic Moore machine with 𝑛 = 5 states of ping-pong server
with 4 glitches

Figure 2: Stochastic Moore machines of ping-pong server.

dominant automata for bisimilarity. In case two automata with
different 𝑛 are bisimilar, the smaller automaton may be preferable.

4.2 Inferring Examples with Different 𝑛
A simple example ping-pong server serves as a demonstration of the
use of the guidelines and transition frequencies above. Figures 2a, 2b
and 2c are the automata inferred from a set of traces using an 𝑛 of
three, four and five states, respectively. We chose to visualise the
results as stochastic Moore machines in which the glitches are red
and the frequencies are written in parentheses after the input of
each transition. The sum of all steps over the set of traces used to
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Table 2: Statistics of inferring ping-pong server with differ-
ent 𝑛 as parameter, with 𝑛𝑟𝑒𝑎𝑐ℎ dominant reachable states,
number of glitches and different statistics of frequencies (fr.)
for glitched 𝛿𝑔 and dominant 𝛿 transitions.

𝑛 𝑛𝑟𝑒𝑎𝑐ℎ # Glitches Mean 𝛿𝑔 fr. Max 𝛿𝑔 fr. Min 𝛿 fr.
3 3 31 7.75 26 65
4 4 5 1.25 2 26
5 4 4 1.33 2 1
6 4 4 1 1 0
7 4 4 1 1 0

infer these examples was 619. Thus, the sum of all frequencies is
also 619 in each automaton. Five of these steps were faults, which
is a little less than 1% of the total amount of steps.

Using the guidelines above, we first infer the smallest possible
automaton with 𝑛 = |𝑂 | = 3 in Figure 2a (GL 1). The solution
for 𝑛 = 3 has 31 glitches, which is equivalent to the sum of the
frequencies on all glitched (red) transitions in the automaton, about
5% of all steps in our set of traces. 5% is already a high amount of
glitches, which means we would tend towards increasing 𝑛 (GL 2),
although it could be acceptable depending on the quality of the data
and the specific use case. Additionally, the glitched ‘ping’ transition
from ‘ack’ to ‘off’ has a very high frequency, which also prompts
us to increase 𝑛 (GL 3).

Taking a look at Figure 2b we can see that this is a much bet-
ter automaton in accordance with our guidelines: The number of
glitches fell drastically from 31 down to five, approximately 1% of
𝑡𝑠𝑡𝑒𝑝𝑠 , and there are no longer any glitches with high frequencies,
the highest being two in comparison to 26 before. Additionally, all
the dominant transitions still have high frequencies meaning no
outliers were encoded into states. This could be a good candidate
for a final result.

Finally, we check the next automaton in Figure 2c with 𝑛 = 5
states. Here the solver was able to reduce the number of glitches
down to four. However, there are multiple indicators that this is not
a good result: Firstly, the number of states actually reachable via
dominant transitions 𝑛𝑟𝑒𝑎𝑐ℎ is only four instead of five. One ‘ack’
state can only be reached via the glitched ‘connect’ transition. This
is a trick the solver uses quite frequently to reduce the number of
glitches only if no other more meaningful improvement is possible.
The ‘connect’ transition from the unreachable state to the other
‘ack’ state is now dominant and, as such, does not count towards
the number of glitches anymore. Secondly, the two new dominant
transitions only have a frequency of one, which implies that out-
liers or special cases were encoded into states (GL 4). Lastly, the
dominant automata with 𝑛 = 4 and 𝑛 = 5 are bisimilar and as such
are not distinguishable by inputs and outputs.

Taking a look at Table 2 to verify our analysis from above we
can see the drastic changes in the number of glitches as well as in
mean and maximum frequencies of 𝛿𝑔 between 𝑛 = 3 and 𝑛 = 4.
Conversely, only a single glitch is removed between 𝑛 = 4 and 𝑛 = 5
while we suddenly have dominant transitions with a frequency
of only one, which is the encoding of the glitch into a dominant
transition.

Therefore, choosing between these automata, we would choose
Figure 2bwith𝑛 = 4 states. In this case, this would have been correct
as the dominant automaton of this figure was the ground truth from
which we generated a set of traces and randomly discarded input-
output pairs to simulate faults in the data.

One last important point is that the dominant automata for 𝑛 = 4,
𝑛 = 5, 𝑛 = 6 and 𝑛 = 7 are all bisimilar and, as such, cannot be
distinguished by observations alone. All four automata have only
four reachable states. In a sense, the only valid choices are between
the 𝑛 = 3 and 𝑛 = 4 automata as the others are bisimilar to 𝑛 = 4.

That does of course not mean that all automata with 𝑛 > 7 will
be bisimilar to 𝑛 = 4 or one of them could not be a better solution,
however, in this case closer analysis of the remaining four glitches
would show that they are real non-determinism that cannot be
resolved with the addition of more states.

In this section, we answered RQ 2, outlining the practical consid-
erations that should be taken into account when applying PMSAT
and demonstrating the use of the guidelines on an example.

5 IMPLEMENTATION AND EVALUATION
In this section, we present an implementation of the PMSAT infer-
ence algorithm defined in Section 3 and evaluate its performance in
terms of its ability to infer the correct model from faulty data and
its computation speed based on the number of states, length of the
trace, number of faults and types of faults. We also compare PMSAT
to the IO ALERGIA [30] algorithm as a baseline. Additionally, we
present three use cases to evaluate the algorithm in practice using
the considerations outlined in Section 4.

The evaluation is based on our implementation in Python [53]1,
which uses AALpy [38], an automata learning library used for the
handling, visualisation and generation of Moore machines and its
implementations of L∗[2] and random walks for the generation
of our test traces, as well as PySAT [20], a Python interface for a
variety of SAT solvers as well as different PMSAT implementations.

5.1 PMSAT Inference Performance
5.1.1 Benchmarking Setup. To test the performance and accuracy
of the PMSAT inference algorithm presented in Section 3, we used
the following setup: First, we generated ten random Moore ma-
chines with |𝐼 | = 3 from a given number of states 𝑛 and output
alphabet size |𝑂 |. Next, we generated traces representative of each
Moore machine by running the L∗ algorithm [2] and recording the
observed inputs and outputs. Finally, we discarded a certain percent-
age of steps, i.e., input-output pairs, randomly from the traces to
introduce non-determinism and simulate message loss or a similar
type of fault. We varied the size of the output alphabet |𝑂 | ∈ [2, 9],
the number of states 𝑛 ∈ [|𝑂 |, 17] and the percentage of discarded
steps 𝑔 ∈ {0%, 1%, 2%, 5%, 10%} for a total of 500 combinations. For
these parameters and Moore machines the longest traces produced
had 2300 steps. The CNF formulas for these automata had between
450 and one million hard clauses, with a median of 105054, and
between 200 and 50000 variables, with a median of 8225.

We then attempted to infer an automaton from such mutated
traces, which we refer to as an experiment. The experiments were
performed with the correct number of states as its input and given a
1The algorithm is maintained at https://gitlab.com/felixwallner/pmsat-inference

https://gitlab.com/felixwallner/pmsat-inference
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Table 3: Percentage of the 400 experiments per number of
states that ran into the one hour timeout.

𝑛 8 9 10 11 12 13 14 15 16 17
timeout % 0.6 0.3 0.5 1.5 3.5 5.8 10.3 17.5 27 33

one hour time limit each, running on anUbuntu 22.02 systemwith an
AMD Ryzen 9 5950X CPU. We recorded solve time and correctness,
i.e., whether or not the correct automaton could be mined, along
with some othermetrics. An experiment counts as correctly inferred
only if the resulting model is bisimilar to the original and the result
could be calculated in the one hour time limit. The solve time for
the correct number of states is a significant metric insofar as the
inference algorithm can be run for any number of different 𝑛 on the
same set of traces in parallel because all inferences are mutually
independent. Therefore, we only ran the algorithm for the correct
number of states to save time during testing.

5.1.2 Partial Max-SAT Implementations. There are a variety of
implementations of the Partial Max-SAT algorithm: Morgado et
al. [35] give an overview of different iterative and core-guided
algorithms.

First, we evaluated the performance of three different Partial
Max-SAT implementations in PySAT [20], namely the Linear SAT-
UNSAT (LSU) [32, 35], Fu and Malik (FM) [14, 29] and relaxable
cardinality constraints (RC2) [21, 34, 36] algorithms. As RC2 per-
formed best in this initial screening we chose it for the rest of our
benchmarks. RC2 is core-guided and has to perform number-of-
glitches-many SAT calls until a satisfiable solution is found.

As a practical consideration we mention here LSU, which has the
advantage over RC2 that it can be interrupted and still result in a
satisfiable, if sub-optimal, solution. This could be useful if the solver
is given a time budget and a sub-optimal solution is acceptable.

5.1.3 Evaluation. Here we evaluate the following points:
Correct Inference and Runtime. We evaluate the percentage

of correctly inferredmodels and runtime of PMSAT in Figures 3a, 3b,
and 3c: The first two figures show the percentage of correct infer-
ences depending on the output alphabet size and the number of
dropped steps, respectively, while the last figure shows the average
solve time for the latter. Timing out after one hour counts both
towards incorrect inferences as well as towards the mean runtime.
We show the percentage of timeouts separately in Table 3 as the
timely computation of our results is an important aspect of the
inference algorithm. No timeouts occurred for 𝑛 ≤ 7.

In Figure 3a we can see that the larger the difference between |𝑂 |
and 𝑛, the worse performance gets. This can in part be explained by
Equation 1 because all outputs can be paired with every state and
our optimisation in Equation 8 only fixes the first |𝑂 | state outputs.
The even larger influence on correct inferences and solve time is
the amount of faults in the traces, which can be seen in Figures 3b
and 3c. While not every step discarded from the trace will result in
a glitch, most of them do. They impact the runtime insofar as RC2
has to perform as many calls to the SAT solver as there are glitches
to find the maximum number of satisfiable soft clauses.

The number of states 𝑛 with which to infer the automata also has
an impact on runtime. In Section 3.2, we showed that the number

of clauses grows quadratically with the number of states. Even
with glitch-free traces PMSAT started running into timeouts with
𝑛 ≥ 17, which can be seen in Figure 3b. This would of course mean
that traces with glitches, which would require more than a single
SAT call, would have taken even longer to calculate.

To summarise, the algorithm solves fastest and most reliably
with a low number of faults in the traces due to the multiple SAT
calls necessary for RC2 to find the best possible solution as well as
with a high number of different outputs and small 𝑛.

Runtime wrt. Trace Steps. The runtime with respect to the
length of the trace for 100 randomly generated automata with
𝑛 = 8, |𝑂 | ≤ 5 and 1% discarded trace steps is presented in Figure 3e.
Similarly to our other experiments, the representative traces were
first learned with L∗, then 12 different experiments were performed
where the traces were extended by up to 5500 steps using random
walks for a total of 1200 experiments. The box plots in Figure 3e
show the solving time for these experiments, collecting traces into
buckets with 1000 steps each. Each box encompasses the first quar-
tile (𝑄1) to third quartile (𝑄3) and the whiskers are plotted at 1.5
times the interquartile range (𝑄3 −𝑄1) while the points are outliers.
As can be seen from the figure, for these parameters the solving
time was seconds for traces up to 3000 steps, minutes for up to 6000
steps and hours for larger traces. More than half of all traces longer
than 6000 steps timed out after one hour while not a single timeout
occurred for traces shorter than 1000 steps.

Different Fault Types. Our benchmarks focus on discarded
trace steps as fault type due to it translating to a very common
real world problem, namely message loss. This fault type fulfils
both requirements of the type of noise our algorithm can deal with:
sparsity and uniform distribution across the entire trace. We evalu-
ated three additional fault types, which fulfil these requirements:
duplicating random steps, i.e., input-output pairs, which models a
message being sent multiple times, inserting random steps, which
could be due to interleaving messages between different actors,
and swapping two neighbouring steps, which could appear due
to timing issues in the transmission, e.g., congestion. Correctness
(excluding timeouts) for all four fault types is similar. The major
difference between them is in how many glitches they produce
in the algorithm: A single discarded step induces at most one, an
inserted or duplicated step at most two, and two swapped steps at
most three glitches. This is because each transition to or from an
inserted or swapped step may be a separate glitch as our definition
of glitches is based on transitions, which explains the difference
in performance in Figure 3d. Therefore, while our algorithm can
deal with other fault types, the fault type can have an impact on
performance due to our algorithm’s glitch representation.

Comparison to IO ALERGIA. Finally, we compare our ap-
proach to the IO ALERGIA [30] algorithm as a baseline. It is im-
plemented in AALpy [38] and was recently used [8, 37, 48]. The
reasons why we chose IO ALERGIA for our comparison were the
following:

(1) We wanted to compare to an algorithm that does not require
interaction with the system but is able to work with pre-
existing traces. This rules out active inference algorithms,
like [1], [18] and [43].
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(a) Percentage of correctly inferred models based on
𝑛 and the output alphabet size, 50 experiments over
all different percentages of discarded trace steps.
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(b) Percentage of correctly inferred models based on
𝑛 and the percentage of discarded trace steps, 80 ex-
periments over all output alphabet sizes.
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(c) Average solving time based on 𝑛 and the percent-
age of discarded trace steps, 80 experiments over all
output alphabet sizes
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(d) Average solving time based on 𝑛 and different
types of faults all with 1% of steps randomly affected,
for 10 random automata each.
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(e) Solving time based on number of trace steps for
𝑛 = 8, |𝑂 | ≤ 5 and 1% discarded steps for 100 random
automata, each trace extended with random walks.
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(f) Average F1-score for 10 randomautomata per num-
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for PMSAT and IO ALERGIA with different 𝜖 .

Figure 3: Different benchmark results on randomly generated Moore machines

(2) The algorithm should be able to work directly with noise
so that both algorithm could be compared using the same
noisy traces. This rules out algorithms that cannot cope with
non-deterministic data (traces), like [41] and [15].

(3) The algorithm should support input-output behaviour di-
rectly. Particularly, the resulting model should be a Moore
machine or at least a closely related formalism to enable a
sensible comparison. This rules out algorithms that produce
different model types like [49], [52], [31] and [12].

We are not aware of an algorithm that fulfils all of these points ex-
plicitly, however, a close enough match to Moore machines would
be Markov-decision processes, which are equivalent to our sto-
chastic Moore machines. We chose IO ALERGIA because a mature
implementation was readily available at that time. We consider a
future comparison with MDP-BW [8] implemented in Jajapy [44].
Further discussion on different algorithms that were considered for
comparison can be found in the related work in Section 6.

Note that we can interpret our PMSAT-based approach as first
learning a stochastic Moore machine and then extracting a (de-
terministic) Moore machine by removing the transitions with the
lowest frequencies/probabilities if multiple transitions on the same
input from the same state exist. IO ALERGIA can also be adapted
to produce a (deterministic) Moore machine in this way. We call

the algorithms stochastic and deterministic to differentiate between
the produced model types. We evaluate different values for the
parameter 𝜖 , which configures the significance level of statistical
tests for difference of candidate states, where lower levels lead to
smaller automata. In Figure 3f we compare three automata, namely
the deterministic PMSAT, stochastic IO ALERGIA and determin-
istic IO ALERGIA with the deterministic ground truth automaton
via conformance testing: We first sample 10000 random traces via
random walks from both the ground truth and from the learned
automaton. Then we compute the fraction of samples that can be
produced by the other automaton respectively. These fractions are
the precision and recall for the learned automata w.r.t. the ground
truth. Finally, the harmonic mean between these two fractions is
called the F1-score [24]. This approach compares language simi-
larity, with scores closer to one meaning the languages are more
similar, while also allowing the comparison between stochastic and
deterministic automata. As can be seen in Figure 3f, PMSAT per-
forms vastly better in this respect than both regular IO ALERGIA
and its simple deterministic variant.

Optimisation. Without Equation 8 the total solve time for eval-
uating the entire benchmarking set takes about 753 hours instead
of 500 hours, about 50% longer, and on average about 182 seconds
longer per experiment with 250 additional timeouts.
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5.2 Use Case Studies
We present three different use cases, the first two of which are au-
tomotive measurement devices, which have a different fault model
in the form of time-triggered state changes, and a Bluetooth Low
Energy device, which experiences message loss.

5.2.1 Automotive Measurement Devices. A class of devices espe-
cially of interest are automotive measurement devices, which we
want to model. We present two different ones here for which we
both learned from a single representative trace because resetting
either of them into their respective starting state would have taken
a relatively long time. Both devices are designed to run continu-
ously. After inferring solutions for different 𝑛 and choosing a result
we verified our choice with domain experts. All traces and results
can be found in full online [53]. The measurement devices have
internal state variables that can be queried to find out the current
internal state. However, some of the internal state labels appear
multiple times for different states due to other unobservable vari-
ables. Otherwise, every state would have a unique output and the
devices would be trivial to model. During testing we polled the
internal state variable of the devices on average every 0.12 seconds

Time-Triggered State Changes. Both devices exhibit behaviours
that induce faults into the traces, which we call time-triggered state
changes. These are state changes that are initiated by the device
without any external input and that are also not immediately obvi-
ous to an outside observer without additional state queries. For our
purposes, we can think of these state changes as being triggered
by a timer that starts running after a specific state is entered. This
may or may not be the actual underlying mechanism of such state
changes in practice. In both devices most states represent actions
that the device can do, such as measuring, which automatically
returns to the standby state once the action is completed. Usually,
we will quickly explore a state and leave it via a transition, but if
the device stays in a time-triggered state for too long or the timer is
very short, then it may appear that the last input we used lead to a
different state when in reality the device performed a time-triggered
transition in-between external inputs. In order to better represent
this behaviour we added an additional input, namely ‘WAIT’, which
would wait until a time-triggered state change occurred or for a
maximum of 5 minutes if no such state change is observed. Never-
theless input race conditions were still possible and resulted in the
glitches we observed in our traces.

Advanced Particle Counter. The AVL Advanced Particle Counter
(APC) is a device tomeasure the number of solid particles in a stream
of exhaust gas through laser scattering on individual particles [6].
The model of the APC was inferred from a single trace with 385
steps, |𝐼 | = 5 and |𝑂 | = 7 for which the results are shown in Table 4.
Each of these PMSAT solves took less than a second individually.

We can see that until 𝑛 = 9 the number of glitches falls consid-
erably for such a short trace. Then 𝑛 = 10 does not remove any
glitches and as such is not of interest, while 𝑛 = 11 does remove
a glitch again. The automata with 𝑛 = 12 and 𝑛 = 13 both have
a large number of transitions only taken once, which might be
special cases encoded into the automaton, and have a number of
non-input-complete states. Choosing between 𝑛 = 9 and 𝑛 = 11 is

Table 4: Statistics of inferring the APC with different 𝑛 as
parameter, with 𝑛𝑟𝑒𝑎𝑐ℎ dominant reachable states, number
of glitches and different statistics of frequencies (fr.) for
glitched 𝛿𝑔 and dominant 𝛿 transitions.

𝑛 𝑛𝑟𝑒𝑎𝑐ℎ # Glitches Mean 𝛿𝑔 fr. Max 𝛿𝑔 fr. Min 𝛿 fr.
7 7 12 3 6 4
8 8 6 2 4 4
9 9 2 1 1 1
10 10 2 1 1 0
11 11 1 1 1 0
12 12 1 1 1 0
13 13 0 0 0 0

Table 5: Statistics of inferring the Smoke Meter with differ-
ent 𝑛 as parameter, with 𝑛𝑟𝑒𝑎𝑐ℎ dominant reachable states,
number of glitches and different statistics of frequencies (fr.)
for glitched 𝛿𝑔 and dominant 𝛿 transitions.

𝑛 𝑛𝑟𝑒𝑎𝑐ℎ # Glitches Mean 𝛿𝑔 fr. Max 𝛿𝑔 fr. Min 𝛿 fr.
9 8 52 17.33 25 3
10 8 27 13.5 23 3
11 11 4 4 4 3
12 12 4 4 4 0
13 13 1 1 1 0
14 14 0 0 0 0

more tricky. We decided on 𝑛 = 9 due to its more general behaviour
and it being input-complete, which turned out to be correct.

Smoke Meter. The AVL Smoke Meter is an automotive measure-
ment device to measure the amount of smoke in a stream of ex-
haust gas through the optical blackening of a filter paper [7]. Table 5
shows the learning process of the Smoke Meter using the guidelines
described in Section 4 from a single trace with 789 steps, |𝐼 | = 6
and |𝑂 | = 9. Individually, PMSAT runs took less than a second.

Interestingly, the automata with 𝑛 = 9 and 𝑛 = 10 only had
eight reachable states and were bisimilar to each other. Because
we wanted to have all model outputs reachable, these two models
would not be the final results. With 𝑛 = 11 the glitches were reduces
drastically, which also turned out to be the correctly inferred model.

5.2.2 Bluetooth Low Energy. One of the fault types we are espe-
cially interested in is message loss. In the case study on learn-
ing Bluetooth Low Energy (BLE) devices by Pferscher and Aich-
ernig [43], they present an active learning approach for multiple
BLE devices that regularly deals with message loss. From their case
study, we selected the Nordic nRF52832 RF System on a Chip [40] for
our own use case for two reasons: Firstly, it has a relatively small
state space and secondly it took the longest to learn for the evalu-
ated BLE devices with smaller state spaces. The correctly learned
automaton and the software to interact with the BLE devices is
available in the repository [42] connected with their case study.
From this nRF52832 automaton, we dropped a single input due to
the device having 27 (Moore) states originally in order to make it
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Table 6: Statistics of inferring the nRF52832 BLE chipwith dif-
ferent 𝑛 as parameter, with 𝑛𝑟𝑒𝑎𝑐ℎ dominant reachable states,
number of glitches and different statistics of frequencies (fr.)
for glitched 𝛿𝑔 and dominant 𝛿 transitions.

𝑛 𝑛𝑟𝑒𝑎𝑐ℎ # Glitches Mean 𝛿𝑔 fr. Max 𝛿𝑔 fr. Min 𝛿 fr.
9 9 106 8.83 16 7
10 10 40 5.71 10 7
11 11 33 4.71 10 2
12 12 25 3.13 11 3
13 13 14 2 8 2
14 14 2 1 1 2
15 14 1 1 1 0
16 15 1 1 1 0

better comparable to the sizes of the other use case studies. We
discuss the algorithm’s performance for larger state spaces above.

We then used the W-method by Chow [11] and Vasilevskii [50]
to generate a set of 224 representative input sequences, which we
extended to length ten each with random inputs. We then replayed
these input sequences on the real nRF52832 BLE device, which led
to packet loss in the thus generated traces with a total of 2240 steps.
It took about three hours to replay all 224 traces on the device.
Finally, we inferred automata from these generated device traces,
for which the results can be found in Table 6, with |𝐼 | = 8 and
|𝑂 | = 9. Each of these PMSAT runs took less than ten seconds
individually. As can be seen up to and including 𝑛 = 13, there is a
high frequency of glitches, which are encoded into the automaton
with 𝑛 = 14 states. The automaton with 𝑛 = 15 is bisimilar to the
previous one and all automata with 𝑛 > 15 include at least one
state that is not reachable via dominant transitions, as shown in
the example in the previous section in Figure 2c. The automaton
with 𝑛 = 14 was correctly inferred.

In this section, we answered RQ 3, showing the performance
of our approach in regards to different criteria on benchmarks in
Section 5.1.3 and on three use case studies.

6 RELATEDWORK
Inferring a minimal automaton with a given number of states and
consistent with a set of traces was shown to be NP-hard byGold [16].
Nevertheless, there exists a variety of inference approaches for dif-
ferent types of automata using, among others, CSP, SAT and SMT
solving: The problem was originally stated by Biermann and Feld-
man [9] as a CSP problem, which was later formulated as a SAT
problem by Grinchtein et al. [17]. Their approach was improved by
Heule and Verwer [19] by combining exact SAT solving with greedy
state-merging and heuristics for model inference. Avellaneda and
Petrenko [5] present an incremental approach especially for infer-
ring automata from long traces. Neider [39] proposes a technique
to infer deterministic finite automata (DFAs) with a fixed number of
states. Smetsers et al. [46] infer DFAs, Mealy machines, and register
automata from observed behaviour using SMT solving. Tappler et
al. [47] uses SMT solving to learn timed automata.

Some inference algorithms do not rely on SAT or SMT solvers,
such as RPNI [41], which uses state merging to build a deterministic
automaton from a set of traces. Giantamidis et al. [15] formalise the

problem of learningMooremachines from traces. The hW-inference
algorithm [18] can infer a model from a single trace instead of re-
quiring many samples. Luo et al. [28] present a distributed scalable
algorithm, while Busani and Maoz [10] present an approach that
allows for the sampling of traces with statistical guarantees for
better scalability.

All of these approaches assume that the data accurately repre-
sents the underlying FSM and does not contain non-deterministic
faults. There is a variety of inference methods for practical settings
that deal with non-deterministic behaviour:

One approach is to use active inference where the system un-
der learning can be actively queried to refine the inferred model.
This has the advantage of allowing multiple executions of the same
queries if inconsistencies are detected, but it requires the system to
be available, which is often not the case if data is taken from logs or
records. One such approach by Aichernig et al. [1] masks detected
non-determinism with sink states, which then allows them to use
a regular deterministic learning algorithm, such as L∗ [2], to infer
the model. Another approach by Pferscher and Aichernig [43] uses
L∗ to learn BLE devices. They experience message losses, connec-
tion errors and message delays, which they deal with by repeating
queries multiple times and discarding outlier traces.

An alternative approach is to model the underlying system dif-
ferently to include this non-determinism. The downside of such
an approach is that the noise appears in the structure of the FSMs,
which is often not desirable, especially if the underlying system is
known to be deterministic. IO ALERGIA [30] uses state merging to
build stochastic finite automata from a set of traces. This allows it to
learn even if the traces are non-deterministic, however, the result-
ing automaton includes the non-deterministic behaviours. Bacci et
al. [8] improve on the model quality by obtaining a baseline model
of a Markov-decision process (e.g. from IO ALERGIA) and itera-
tively updating its transition probabilities. Emam and Miller [12]
infer extended probabilistic FSMs. Vazquez de Parga et al. [51]
present a family of inference algorithms for non-deterministic fi-
nite automata (NFAs), while Lardeux and Monfroy [26] formulate
the problem of learning an NFA of a certain size from data as a
SAT problem. While these methods can deal with the noise in our
data, they encode it directly into the inferred automaton and may
require postprocessing to remove it.

Some inference methods for deterministic models take noise
directly into account: Angluin and Laird [3] researched random
noise and how to compensate for it, Kearns [22] dealt with noise
in probabilistic learning, while Khmelnitsky et al. [23] researched
robustness of L∗ with regards to learning DFAs from data with
random and structured noise. Sebban and Janodet [45] extended
the RPNI algorithm [41] by relaxing the state merging rules, to infer
DFAs from noisy data. Lucas and Reynolds [27] use an evolutionary
method for learning DFAs from noisy and noiseless data. Ulyantsev
et al. [49] mine DFAs from both noisy and noiseless data. They
use regular SAT solving and a different fault model that requires a
number of additional clauses not found in our own algorithm while
we leverage PMSAT to formulate the problem concisely. They define
an upper bound on the number of glitches, among other parameters,
and iteratively perform calls to the SAT solver to determine the
number of states of the automaton.
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The MINT framework [52] and GK-tail+ [31] are able to mine
models from the richer class of deterministic extended FSMs from
traces consisting of events parametrized by data. MINT learns
guards in terms of parameters as part of the state machine by using
state merging. Furthermore, it infers data classifiers that are used
to resolve non-determinism during inference, which may address
inflexibilities such as noise or spurious events. GK-tail+ infers con-
straints on a per-transition basis. However, both methods do not
distinguish between input and output symbols like they are used
in Moore machines.

In conclusion, there exists a variety of model mining algorithms,
however, most differ in one of the following aspects: (1) Some cannot
handle noise and need pre-processing, which may require domain
knowledge. (2) Others learn non-deterministically or stochastically
and encode the noise directly into themodel, whichwe seek to avoid.
(3) Some are able to deal with noise but require active interaction
with the system instead of learning from traces. (4) Finally, some
mine different types of models instead of Moore machines. Thus
our approach combines a set of specific capabilities in a novel way.

To the best of our knowledge the method presented in this paper
is the first using PMSAT for model inference from noisy data.

7 THREATS TO VALIDITY AND LIMITATIONS
We identified the following threats to the validity of our work:

Encoding of Glitches. Our PMSAT encoding assumes glitches
to be transitions that are not present in the underlying automatons
𝛿M . While we cannot guarantee that this encoding will suffice to
model all types of real-world glitches, it did work very well for the
different fault types encountered in our benchmarks and use cases.

Systematic Faults. Our algorithm targets sporadic, i.e., tran-
sient, and randomly distributed noise. This noise should not be in-
cluded in the model due to it not being part of the system behaviour.
Contrary, systematic faults, i.e., non-trivial system behaviour such
as exceptions among others, will be modelled if it appears often
enough in the data. This is not only expected but also wished for
as model mining is often used to discover unexpected systematic
faults or insecure system behaviour. The inclusion of such system-
atic faults in the model is common to all model mining algorithms.

In the use case studies about the measurement devices, the under-
lying faults of the devices were systematic, i.e., the time-triggered
state changes, which happen only in certain states, however, due
to the abstraction of time the effects appear random (enough) in
the data for our algorithm to learn the correct models.

Biased Benchmarks. A possible threat to validity is that our
algorithm works only on selected systems or that our evaluation
was biased. To mitigate this bias we exclusively used randomly
generated automata in our benchmarks. Additionally, we provided
three practical use case studies from two very different domains:
communication protocols with BLE, and measurement devices with
the APC and Smoke Meter devices.

Scalability. The primary limitation of the algorithm is scalability,
due to the NP-hard nature of (partial) Max-SAT [25]. While the
algorithm might not be able to solve problems with hundreds of
states or millions of trace steps in reasonable time, we demonstrated
its capabilities for small to moderately large automata/traces (up to
17 states or 6000 trace steps), which are sufficient to learn industrial

real-world use cases like measurement devices or communication
protocols.

8 CONCLUSION
We presented a novel approach based on Partial Max-SAT to infer
deterministic Moore machines from noisy data with a certain num-
ber of states. The approach is able to work with a single execution
trace or with a set of traces and will find a deterministic model
consistent with as many observations as possible. We further pre-
sented practical considerations regarding the best choice of the size
of the automaton and evaluated our method’s performance on a set
of randomly generated Moore machines with different parameters.
The preliminary experimental results show that the approach can
process traces up to 17 states or up to 6000 steps within few min-
utes. However, half of all our experiments with 17 states or longer
than 6000 traces timed out after one hour. Finally, we showed that
the method can deal with different fault types in data by means of
three use cases: Two industrial measurement devices, each inferred
from a single execution trace that experienced time-triggered state
changes, and one BLE device that experienced message loss. The
method is expected to be used for software and firmware regression
testing and serves as a basis for device simulation for digital twins.

Our future work may include direct comparison between this
approach and other state-of-the-art methods like the MDP-BW
algorithm [8, 44], as well as more extensive performance evaluation
against established benchmark automata.
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