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ABSTRACT
Autonomous service robots in a public setting will generate hun-
dreds of incidental human-robot encounters, yet researchers have
only recently addressed this important topic in earnest. In this study,
we hypothesized that visual indicators of human control, such as
a leash on a robot, would impact humans’ perceptions of robots
in the context of human-robot encounters. A pilot study (𝑛 = 26)
and a revised study (𝑛 = 22) including semi-structured interviews
(𝑛 = 21) were conducted. The interview data suggested that the
presence of another human during the encounter elicited positive
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reactions from the participants. Counter to these interview find-
ings, the Godspeed-based survey data yielded largely statistically
insignificant results between the conditions. We interpret this as
evidence that traditional HRI survey instruments focused on the
perception of robot characteristics may not be suitable for inciden-
tal human-robot encounters research.We suggest that human-robot
encounters can be meaningfully characterized by participants’ abil-
ity or inability to answer implicit questions such as, “what is that
robot doing here?”. We conclude with recommendations for human-
robot encounters research methods and call for research on the
intelligibility and acceptability of perceived robot purpose during
human-robot encounters.
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1 INTRODUCTION
The emerging study of human-robot encounters (HRE) investigates
the experience of people who do not initially plan to use, interact,
or collaborate with robots but appear to be coincidentally present
with robots. Memorably nicknamed ‘the Forgotten’ by Rosenthal-
von der Pütten et al., incidentally co-present persons (InCoPs) [70]
is an under-studied and poorly understood constituency in the
field of human-robot interaction (HRI), despite their increasing
numbers. We contend that incidental encounters with autonomous
service robots represent not just a pressing ethical concern but
also a distinct and exciting scientific challenge for the development
of trustworthy autonomous robotic systems. This paper presents
methodologies and results from a pilot study and revised study
designed to identify how canine metaphors of control impact par-
ticipants’ experiences of quadruped robot encounters. These ex-
ploratory studies help refine and characterize the emerging and
related fields of HRE and trustworthy autonomous systems (TAS).

Autonomous quadruped service robots are a suitable platform to
use in this research for three reasons. Firstly, they are mobile, mak-
ing them suitable for service applications. Mobile service robots
operating in public spaces generate more HREs than HRIs with their
users. Although wheeled robots are currently the most prevalent,
quadruped platforms’ agility and ability to traverse varied kinds
of terrain suggest that they will be increasingly common in the fu-
ture. Secondly, the canine morphology of quadruped service robots
makes them inherently evocative [see, e.g., 83]. Finally, this canine
resemblance can be reasonably expected to have complex effects
on the perception of human-quadruped dyads by InCoPs, evoking
the idiom of pet owners, service dog users, etc. Our experimental
design takes advantage of all three of these factors.

This study is designed to identify how the presence or absence
of an accompanying human and their implied relationship with the
quadruped influence InCoPs perceptions of incidental encounters.
We hypothesized that participants who encountered a quadruped
service robot with a human handler and a leash would report a more
positive experience than those who encountered the robot alone. In
addition to testing this hypothesis, we present other related factors
identified via analysis of participant interviews.

In the pilot study, we utilized an intra-participant design with
five conditions, with primary data collection via a questionnaire. In
the second experiment (subsequently, revised study), we adopted
an inter-participant design with two conditions, a longer version
of the questionnaire, and added an interview protocol. The survey
data from both studies yielded largely statistically insignificant re-
sults between the conditions. However, the interview data appeared
to suggest that the presence of humans elicited positive reactions.
Many of the participants’ descriptions of their experiences can be
explained by their ability or inability to answer implicit, contextu-
ally dependent questions like ‘what is the robot doing here?’.

This paper presents several tangible contributions toward a bet-

ter understanding of pedestrian experiences during encounters
with autonomous quadruped robots. These include a foundation
for designing in-the-wild HRE studies, interview-based insights
into implicit questions InCoPs had during their robot encounters,
and articulation of unresolved challenges that HRE researchers
collectively face. The paper concludes with recommendations for
future research.

This study also continues a trend in social navigation and HRI
more broadly of expanding beyond dyadic interactions into more
complex configurations of humans and robots [11, 48, 63, 76]. As
robot deployments become more common, HRI research must ex-
pand its scope to include those whose daily lives may be impacted
by the robot’s presence [88, 97].

2 RELATEDWORK
Rosenthal-von der Pütten et al.’s workshop at HRI 2020 sought to
bring HRI attention to incidental robot encounters, introducing
the term InCoP to name the HRI constituency that had until that
point gone unnamed. Notwithstanding the intervening pandemic,
their efforts have helped link phenomena reported in seemingly
unconnected research areas.

In autonomous vehicle (AV) research, scientists have urged the
development of ‘implicit’ interfaces, designed to support incidental
encounters rather than planned or expected interactions to pro-
mote pedestrian safety [e.g. 58]. Simultaneously, researchers have
documented cases of violence [83], vandalism [82] and bullying
against robots, suggesting fear or a kind of robo-xenophobia, even
of helpless or innocuous devices. These extremes suggest that mu-
tual misunderstanding persists within the space of human-robot
encounters, justifying calls for more robust theories in HRI [36].
This brief literature review surfaces existing works studying percep-
tions of quadruped robots, explorations of how canine appearance
and associations impact acceptance, and studies of pedestrian en-
counters with robots of varied platforms. The present studies are
motivated by and intended to extend these lines of research.

Perceptions of quadruped service robots. The relative dearth of
HRI studies of quadruped platforms in service applications means
that public perceptions are poorly understood, even as they are
entering wider use and visibility. Moreover, media portrayals of
quadruped robots, which have been shown to influence perceptions
of robots [5], have unknown impacts on these perceptions. Media
coverage likely to influence public perceptions includes general
interest pieces on “robot dogs” (often with an alarmist tone; e.g.,
[29, 91]), news coverage, and research reports on deployments by
public health and safety organizations [8, 97], and these platforms’
growing use in marketing campaigns, such as the 2022 Samuel
Adams Superbowl ad featuring Boston Dynamics Spot [50]. The
longer this gap in research persists, the more difficult it will be to
identify and characterize changes to and influences upon percep-
tions of service quadrupeds, and to articulate how they vary across
cultures and within subcultures [64].

HRI of Quadruped Service Robots and Canine Metaphors. Quad-
ruped platforms intuitively suggest canine interaction metaphors
and usage. Indeed, one of the most developed areas of research
has been the study of their use as guide dogs to assist visually im-
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paired users with navigation [9, 16, 21, 61, 73, 94]. Related research
specifically targeting assistive use cases, but employing caninemeta-
phors; includes cynomorphic and general zoomorphic expressions
[20, 74, 81], leash-based interfaces [55, 94, 96], and dog-inspired
interaction design [49, 71]. Recent works have also started to in-
vestigate humans’ general perceptions of quadruped robots. For
instance, Küster et al. [47] conducted a study and asked the part-
icipants to rate robots after watching videos of them. The results
suggested that the robot’s ability and appearance can elicit different
and complex reactions. This study touched upon the perception
of quadruped robots, however, the video-based interaction is not
representative of HRE.

Pedestrian Encounters with Service-Robots. There is a growing
literature in HRI and adjacent fields — such as smart cities —
regarding pedestrian-robot interaction; much of it very recent
[23, 51, 54, 70, 86, 98]. In light of this recency, many studies have
adopted an exploratory approach [35]. Researchers outside HRI
have also begun to examine these issues; often from critical, ethical,
or justice-focused perspectives [2, 15, 19, 39, 60, 88]. This work
builds upon and is motivated by work on long-term autonomy
[26, 46, 90], which has increased the number of human-robot en-
counters.

While the literature around encounters — as opposed to the direct
interaction that is the traditional object of HRI studies — continues
to expand, encounters with quadruped service robots remain poorly
understood. This represents an important gap in current knowledge,
which is particularly urgent to address as quadruped deployments
become more common, and in light of the inherent differences in
perception of robots by platform and style of locomotion.

3 A STANDARDIZED HUMAN-ROBOT
ENCOUNTER SCENARIO

To enable our ongoing research program, we sought to create a
standardized HRE scenario in the laboratory. While encounters
outside the laboratory will undoubtedly have higher ecological
validity, we reason that the higher efficiency of laboratory experi-
ments is appropriate to initial, exploratory work. We plan to extend
the most promising experimental designs to real-world settings in
future work (see Section 6.3).

We sought a reusable encounter scenario that would let the robot
or human-robot dyad be the primary study variable, while preserv-
ing meaningful participant agency. To accomplish this, we prepared
a simulated hallway in a laboratory setting, using room dividers.
To standardize encounters within this setting, a custom social nav-
igation stack was developed that allows the robot to traverse the
hallway while avoiding oncoming pedestrians at a standardized
distance. Combined with participant instructions to walk to the
other end of the hallway and pass the robot however feels most
natural, this design creates a standardized HRE context that pre-
serves a meaningful degree of potential variability in participant
walking speed, reaction distance, and behavior towards the robot
and/or dyad.

3.1 Robot Platform
For the experiment, the Boston Dynamics Spot robot is equipped
with a laptop (Ryzen 9 5900HS, RTX 3060) running Ubuntu 21.10

Figure 1: Photograph of study setting showing an impending
human-robot encounter in the simulated hallway. The robot
is shown in the Autonomous condition (see Figure 3)

Figure 2: Diagram of the operation of the social navigation
stack. The robot operates in a hallway that is 1.25m wide.
Three lines representing “lanes” (following the lines, not
between them) are laid out in the hallway, 0.6m apart. The
robot moves to an opposing lane when it comes within a
configurable distance of the participant.

and ROS Noetic in a Docker container, a Velodyne VLP-16 LiDAR,
and a Microsoft Azure Kinect point cloud camera. The robot as
equipped for the study can be seen in Figure 1.

3.2 Navigation
The system divides the hallway into three traffic lanes (similar to
[17] and [24]), and the robot starts in the middle lane. A represen-
tation of the lanes is presented in Figure 2. When the robot reaches
a threshold distance of the participant, configured as 8.5m in pilot
study, it shifts to the opposite lane from the participant, continuing
forward motion to pass the participant when able. The robot will
stop to avoid collisions if the participant attempts to step in front
of it, and continues to attempt to pass the participant when it de-
termines there is space to do so, including via lateral motion when
necessary.

The hallway is modeled as three traffic lanes, as illustrated in
Figure 2. The hallway is 1.8m wide, and the lanes are modeled as
lines, each 0.6m apart, with one lane in the middle of the hallway.
The robot navigates by choosing waypoints that are 2.75m in front
of it on the lane that it wishes to navigate on. This distance is
hand-tuned to produce a smooth-looking lane-shifting behavior.

The robot is localized using an implementation of Episodic non-
Markov localization (ENML) [4] using a map of the hallway area.
Navigation goals are given to the robot as ROS twist messages,
translated to the Spot’s protocol using the Clearpath Spot ROS
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Driver.1 Visualization of the robot’s state information is provided
to robot operators (when initially setting up the robot) through
Robofleet WebViz [80], an open source, browser-based visualizer
that connects to ENML.

3.3 Pedestrian Detection and Control Algorithm
Behavior

To detect people in the hallway, the navigation stack uses the Azure
Kinect Body Tracking SDK2. The SDK provides the pose of the
person relative to the camera as a track consisting of landmarks
on the body. The chest is transformed into the global frame using
the ROS TF2 service. The distance of this landmark from the left
or right wall is computed in order to determine which side of the
hallway the pedestrian is on. When the robot comes within a pre-
programmed distance of the study participant, it shifts lanes to the
lane opposite that which the participant is measured as being in.

4 PILOT STUDY: INTRAPARTICIPANT DESIGN
The emerging availability of quadruped robots opens a variety of
interactions in which the robot is presented not solo but as part of a
human-robot dyad. People are used to seeing dogswith handlers; pet
owners, service dog users, and others. Our starting hypothesis was
that the invocation of visual signs of canine control, such as a leash
or service harness, would positively influence participants’ experience
during incidental encounters with a robot. The pilot study utilized a
five-condition intra-participant design that we hypothesized would
yield a series of increasing effects as the encounter conditions
increasingly evoked the robot as a service dog. Limitations of this
exploratory methodology are addressed in Section 6.6.

4.1 Pilot Study Methodology
The study design was approved as exempt from human subjects
oversight by the University of Texas at Austin Institutional Review
Board. We did not identify any ethical or participant safety con-
cerns before or during the study. A total of 26 participants from the
University of Texas at Austin campus were recruited via email dis-
tribution of an online recruitment form. One participant is excluded
from data analysis for failure to complete the entire questionnaire.

4.1.1 Study Protocol and Conditions. After informed consent and
an optional media release are obtained, participants are directed
to one end of the test hallway, with the robot placed in the middle
lane at the other end. The participants are then instructed to start
walking to the other end of the hallway when they see the robot
start walking, and to pass the robot whenever and however feels
most natural. After the hallway interaction, the participants fill
out the study questionnaire. This interaction is repeated 5 times,
exposing each participant to each condition in randomized order
to mitigate sequencing effects.

For each condition, the robot is presented differently. The ro-
bot, as outfitted for each condition, can be seen in Figure 3. The
conditions are:
Autonomous The robot traverses the hallway by itself with no

additional costuming.
1https://github.com/clearpathrobotics/spot_ros
2https://microsoft.github.io/Azure-Kinect-Body-Tracking/release/1.1.x/index.html

Joystick The robot traverses the hallway with a researcher follow-
ing behind, holding a game controller, pretending to control
the robot.

Companion The robot traverses the hallway with a researcher
walking next to it.

Service Vest The robot traverses the hallway with a researcher
walking slightly behind it, holding onto a service dog harness.
The robot wears a service dog vest.

Leashed The robot traverses the hallway with a researcher walk-
ing slightly behind it, holding onto a leash.

After completing the five conditions, participants complete one final
survey, comparing the conditions to each other. After concluding
the study, the participants are debriefed, revealing the purpose of
the study and that the robot is always operating fully autonomously,
even in the Joystick condition.

4.1.2 Questionnaire. The questionnaire administered to study par-
ticipants between trials aimed to discern how study conditions im-
pacted participants’ perceptions of the robot, with all other variables
held constant. In order to avoid participant fatigue from lengthy
repeated questionnaires, we chose a small subset of Godspeed ques-
tions [1], as shown in Table 2. To these, we added exploratory
questions including 5 Godspeed-like semantic difference questions,
4 emotions (Curious, Cautious, Calm, and Excited), and 3 ques-
tions about comfort encountering the robot in different contexts
(Office, Campus, Home). These exploratory additions violate the
ideal practice of utilizing standardized, validated questionnaires. In
the absence of such instruments, we saw this choice as required
to accomplish our study goals; limitations due to this choice are
discussed in Section 6.6.

At the end of all five conditions, a final questionnaire was ad-
ministered, asking participants to compare conditions on a subset
of the questions administered between rounds.

4.2 Pilot Study Survey Results
The results for questionnaires administered between trials yield
few statistically-significant results between conditions. Details are
provided in Appendix A.

The results of the questionnaire administered at the end of the
study are mostly significant. However, for the end questionnaire,
participants are asked to rank the conditions against each other. Due
to a configuration error, it was possible to (and some participants
did) give two conditions the same ranking.

Statistical significance is computed using the Friedman Test.
From these results, it can be seen that at least one of the inter-
ventions has significant effects on several metrics. Specifically, the
Leashed and Service Vest conditions are viewed as the most Doglike;
the Autonomous condition is seen as the most autonomous; and the
Joystick, Service Vest, and Leashed conditions are seen as the safest.
Joystick is seen as the most under control, but participants are most
comfortable getting close to robots in the Leashed and Service Vest
conditions. In addition to the initial testing of the hypothesis, the
major goal of the pilot study was to identify two contrasting en-
counter conditions for the inter-participant revised study. Thus, we
did not perform further statistical analysis of these results, such as
ad-hoc analysis. Additional details and more complete results are
reported in Appendix A.1.

https://github.com/clearpathrobotics/spot_ros
https://microsoft.github.io/Azure-Kinect-Body-Tracking/release/1.1.x/index.html
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Table 1: Instructions given to research assistants for non-Autonomous conditions.

Instruction Joystick Companion Leashed Service Vest

Starting Position All Conditions: After attaining correct position, remain in place. Avoid looking at researcher who initiates autonomy sequence.
Begin moving only after robot does, without surprise or startle.

Keep joystick ready to suggest ro-
bot is autonomous

– Maintain moderate leash slack Hold harness consistently; do not
drop

Position One pace behind robot One pace behind robot One pace behind robot Abreast of robot, harness in left
hand

Gaze Down hallway, glance at ro-
bot/joystick

Down hallway, glance at robot Down hallway, glance at robot Down hallway, glance at robot

Movement All Conditions: Follow lateral robot movements smoothly. Take care when passing participant. Pause or adjust motion
as needed to avoid collisions.

Mime joystick control of robot – Adjust following distance to main-
tain moderate slack

Move behind robot as needed to
avoid participant

(a) Autonomous (b) Joystick (c) Companion (d) Leashed (e) Service Vest

Figure 3: The robot as outfitted for each of the five conditions in this study.

4.3 Pilot Study Discussion
Given the contrast between the significant overall ranking data
and largely insignificant results of the sequentially administered
questionnaires, we searched for methodological deficiencies to rem-
edy in the revised study. We expected to be able to demonstrate
differences in participant evaluation of the robots via the survey
after incorporating these changes.

5 REVISED STUDY: INTERPARTICIPANT
DESIGNWITH INTERVIEWS

The pilot study informed a refined methodology for studying
human-robot encounters, which was implemented in the revised
study. The revised study tests a more fully specified hypothesis
that invocation of visual signs of canine control, operationalized
as the Leashed condition, would positively influence participants’
experience during incidental encounters with a robot, compared to
the Autonomous condition as control.

5.1 Revised Study Protocol Revisions
This section provides a summary of the methodological adaptations
we implemented. The revised study adopted an inter-participant de-
sign with only the Leashed and Autonomous condition, and shifted
the Godspeed questionnaire to the six-point scale for semantic dif-

ference question types. The items adopted are shown in Table 2.
We also included 15-30 minute semi-structured interviews, which
initially consisted of 11 interview questions, sequenced to cover
participant experience in the study, speculation about encounter-
ing the robot outside of the laboratory, speculation about ‘other
people’s’ reactions to the robot, and the participant’s prior experi-
ence with robots and the robotics laboratory building, if any. This
sequencing was designed to postpone any potentially suggestive
content until after the participant had described their experience in
the study. Each question contained brief follow-up cues to help the
interviewer ask clarifying questions of interest. For this study, the
interviews were not analyzed in their entirety. Instead, the authors
consulted the interview transcripts only to confirm findings or help
interpret surprising or unexplained findings from the quantitative
study results. A subsequent full analysis of the interview data is
detailed in a separate publication currently under review. Ratio-
nales behind these revisions not described here are provided in
Appendix A.3 and limitations are discussed in Section 6.6.

The flow of the revised study was similar to the pilot study. Each
participant was randomly assigned to only one condition, they were
given a chance to interact freely with the robot after taking the
Godspeed questionnaire, and they participated in a semi-structured
interview afterward. As before, participants were recruited via the
distribution of a web form via UT Austin email lists.
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Table 2: Godspeed questions [1] used in each Study. Doglike
Was substituted for Godspeed’s Humanlike in user-facing
questions and the Anthropomorphism category is labeled
Cynomorphism (i.e., Doglike) here (participants were not
shown category names).

Godspeed Question Pilot Revised

I. Cynomorphism
Machinelike vs Doglike Y Y

Fake vs Natural - Y
Unconscious vs Conscious Y Y

Artificial vs Lifelike - Y
Moving Rigidly vs Elegantly - Y

II. Animacy
Dead vs Alive - -

Stagnant vs Lively - -
Mechanical vs Organic - -
Artificial vs Lifelike - -
Inert vs Interactive - Y

Apathetic vs Responsive - Y
III. Likability
Dislike vs Like - Y

Unfriendly vs Friendly Y Y
Unkind vs Kind - -

Unpleasant vs Pleasant - Y
Awful vs Nice - Y

IV. Perceived Intelligence
Incompetent vs Competent - Y
Ignorant vs Knowledgeable - Y
Irresponsible vs Responsible - -
Unintelligent vs Intelligent - -

Foolish vs Sensible - -

5.2 Survey Results
Using one-way ANOVA, the Godspeed questionnaire administered
in the revised study also yielded statistically insignificant results be-
tween conditions. In addition to the Godspeed questionnaire items,
several exploratory items were also added to the survey, including
proxemics, emotions, speed, public quadruped robot encounters,
and services. All items and detail are provided in Appendix A. These
exploratory items were all statistically insignificant between condi-
tions. To the research team’s surprise, some items even yielded the
same mean value. These results indicate that the participants’ per-
ceptions of the robot, which were captured by Godspeed and other
exploratory items, were the same between conditions. We thus
turned to an analysis of participant interviews for help interpreting
these unexpected null results.

5.3 Interview Results
Even though the null results from the surveys of both studies in-
dicate that there was no difference between the conditions, the
interview data provide signals that major factors influencing In-
CoPs’ experience during HREs were not present as variables in the
questionnaires and/or observable in the study design.

5.3.1 Effects of personal and intuited familiarity with robots. Sev-
eral participants expressed that the presence of a human impacted
their perceptions of the robot. Even more interestingly, participants
who experienced the study’s Autonomous condition speculated
that the presence of a human with the robot would have helped
them feel more at ease during the encounter.

The visual similarity of human-quadruped dyads to a familiar
human-dog dyad seems to mitigate humans’ cautiousness towards
robots. P-20-A3 illustrated this by saying, “I think there’s a sense of
familiarity with, you know, having a human by a robot’s side.” This
participant recalled prior experiences of seeing a human walking
next to a quadruped form, which mimicked the familiar sight of a
human walking with a dog.

For some participants, the term “familiarity” indicated not only
their personal familiarity, but also the intuited familiarity of the
researcher walking next to the robot. “There’s this familiarity factor
when you see a person and a leash, a person with the robot. [...] I can
recognize a person and if a person’s okay with this robot, it must not
be scary or anything like that.” [P13-L] For other participants, the
presence of a human with the robot also elicits higher perceived
safety, regardless of personal familiarity. For instance, a participant
reported:

I think I would definitely feel more comfortable if I
see a human assisting the robot or assuming that it is
assisting and walking with it. And I think the feeling of
it being handled by someone somehow gives me more
trust than it being on its own. [P14-A]

As indicated by the qualifier “somehow”, P14 was not confident
that they could describe the precise dynamics of this effect. This
was true of other participants as well, suggesting that the effect is
initially subconscious and difficult to describe.

5.3.2 Summary of Interview Findings. The interview data indicate
that there are characteristic differences in participant experiences
of the Leashed and Autonomous condition. This is discrepant with
the null results reported in Section 4.2 and Section 5.2.

5.4 Revised Study Discussion
In all of our conditions, the appearance and behavior of the ro-
bot remained the same. While important for the reproducibility
of encounters in a laboratory setting, this consistency limits our
survey’s efficacy in differentiating the participants’ perceptions of
the robot and, especially, in informing causal explanations. The ad-
dition of participant interviews to the study protocol substantially
increased our ability to triangulate our surprising survey results.
The differences we observed in the interview data are primarily
derived from the presence of humans and the social interactions
inherent in encounters with a human-canine dyad. These differ-
ences cannot easily be captured between the scales, indicating the
complex dynamics between humans and robots in HREs.

6 DISCUSSION
In HREs, the human-robot relationship is under-determined com-
pared to traditional operator-robot, user-robot, or collaborator-

3Participant IDs are annotated with -L and -A to represent whether they encountered
the Leashed or Autonomous conditions, respectively.



Perceptions of incidental encounters with autonomous quadruped robots TAS ’23, July 11–12, 2023, Edinburgh, United Kingdom

robot interactions. Our initial study design was intended to enable
consistent replication of the ambiguous relationship between a
mobile robot and the humans it encounters incidentally while navi-
gating through shared space.We adapted our methodology between
the pilot study and revised study to better account for the complex-
ities introduced by this under-determined relationship in several
ways, with varying degrees of success. We share here recommen-
dations that we are following in our ongoing work and that we
believe other human-robot interaction teams will benefit from as
well.

6.1 Implicit Questions in Robot Encounters
HRE study participants must determine whether and how to react
to the presence of the robot from the limited data available to
them during the encounter. The limited data they’re presented with
are, roughly, the robot’s appearance and behavior, any co-present
humans’ appearance and behavior, and the context of the encounter.
To interpret this data, users must draw heavily from their prior
experience.

In Section 5.3, we reported characteristic ways in which part-
icipants drew from prior experiences to interpret their encounter
with the robot. By comparing participants’ answers in interviews,
we were able to discern several implicit questions that arose during
the encounters:

• How will the robot react to me?
• Is the robot under control?
• Will the robot harm me?

Participants who reported negative emotions at any point in
the encounter were likely to express some form of implicit doubt
about the answers to these questions. No participants had extremely
negative encounters with the robot, but those that were most am-
bivalent about it remained uncertain about these questions at the
end of the interview. A participant observed, “We’re sort of allowing
robots to come into our environment more and more I would definitely
want to know what is the purpose behind it.” [P14-A] For this partic-
ipant, knowing what a robot is doing is important, but they did not
speculate on what those purposes might be.

6.1.1 Encounter Inflection Points. Some participants identified spe-
cific moments where their implicit uncertainties were resolved,
which we term inflection points of the encounter. Characteristics
of these moments were the resolution of the indeterminacy of the
encounter and a sense of relief or resolution.

A common moment cited in this context was when the robot
visibly reacted to the participant’s growing proximity. A partici-
pant who encountered the Autonomous condition described the
inflection point of the encounter as a realization that this was a
“good robot”: “as soon as it sensed my movement, and it changed its
direction. After that, I became extremely ..., like normal. I was like,
Okay, it’s a good robot.” [P7-A]

Another moment cited by multiple participants as an inflection
point was when, after completing the questionnaire, the particip-
ants were offered an opportunity to approach the robot and ask any
questions they had of the study staff. Participants who identified
it as an inflection point described a resolution of ambivalence or
caution into a more positive curiosity or calm.

For other participants, these questions did not arise. In describing

why he wouldn’t be worried to see the robot operating on the
university’s campus, a participant replied, “maybe they’re just using
it for testing purposes, since we’re at like a big research university.”
[P2-L] When asked versions of these implicit questions later in
the interview, participants who had not mentioned these topics
responded with sophisticated and nuanced accounts of how they
and others might feel when encountering the robot.

The presence of this kind of retrospectively elicited reasoning
is a potential explanation of why implicit questions did not arise
for participants that could provide them. Since they already had
implicit answers to these basic questions, their attention turned
naturally to other aspects of the encounter or beyond.

6.1.2 A Prototypical ImplicitQuestion. In comparing the factors as-
sociated with having answers, or not, to these implicit questions, we
observed that they can all be related to an overarching, prototypical
question:

• What is that robot doing here?
This simple question juxtaposes the robot, its behavior, and a

first-person expression of spatiotemporal context. Its phrasing is
derived from a participant’s response to a question about others
encountering the robot; they speculated that others encountering
the robot would first wonder “what is that thing doing here?”

Users who have an intuitive answer to this question gain corol-
lary answers to the list of questions presented above. Intuitive or as-
sumed answers to the prototypical question could come from prior
experience with robots, or from visual cues. For instance, several
participants envisioned an increased comfort level for themselves
and others if the robot had been clearly marked as a delivery robot.
This and other elicited examples of increased comfort with robots
entailed implicit answers to one or more of the questions above.
Participants (and their imagined others) for whom these implicit
questions never arose implicitly were able to successfully move on
to other reactions, such as curiosity, speculation, or adaptation of
their behavior.

6.2 Augmenting Godspeed
Godspeed was developed as a functional-technical scale predomi-
nantly used to examine the usability and design of robots. However,
in a research context such as HRE, humans’ perception of robots is
not merely a result of their usability but is also heavily influenced by
the social factors of robots. The social interactions between humans
and robots warrant measurements that are not simply imported
from functional-technical scales.

Following the trend of Social Robotics studies, researchers have
also started to develop scales that can be adopted in the field. These
scales tend to differentiate from the technical-functional oriented
scales by acknowledging and integrating humans’ beliefs of robots’
mental, social, and moral capabilities, meanwhile focusing on ex-
amining and characterizing the humans in HRI. Scales developed
from Social Robotics can be adopted to augment Godspeed. For
instance, the AMPH survey [12] can be used to categorize humans
by identifying their tendency to anthropomorphize artifacts and
natural objects. The authors argued that the way in which humans
interact with technology is influenced by their own tendency to
anthropomorphize technology or non-human objects. Echoing the
concept of Sociomorphing [77], AMPH can also be used to chal-
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lenge the traditional view of anthropomorphism. The synergy of
both kinds of scales can measure the social influence of robots
meanwhile making sure the functionality of robots is not neglected.

6.3 Recommendations for Human-Robot
Encounters Research

Reflecting upon the challenges we have faced in evaluating our
hypothesis, interpreting null and discrepant results, and revising
our own methodology, we can offer some initial suggestions that
we plan to follow in ongoing work in this area. We offer them
a transparently contingent rationale in the hope that they might
assist others seeking, as we did, guidance in the published literature.
As the literature on human-robot encounters expands, we expect
that many of the contingencies we note will be resolved empirically.

6.3.1 Triangulate Surveys with Interviews. We suggest that mixed
research methodologies [12, 22, 27, 32, 66, 67, 69, 93] are essen-
tial for guiding exploratory HRE research. Mixed methods have
been widely used in HRI studies on complex interactions such as
human-robot teams [66, 95] and with specific populations such as
older adults [27, 69] and children [59]. Combinations of methods
can produce diverse data to inform the interpretation of complex
phenomena [78].

In particular, we argue that quantitative studies informed by
qualitative interpretation have advantages for HRE research, even
compared to larger-scale studies employing quantitative metrics
alone. This is because a key task for emerging fields of research
is to identify and orient around large-magnitude effects. A mixed-
method analysis of smaller-scale studies is more likely to accom-
plish this than large-scale studies, since the higher statistical power
will typically only increase statistical confidence in low-magnitude
effects (a power analysis further supporting this argument is pre-
sented in Section 6.6).

We see the social scientific technique of triangulation as partic-
ularly promising for HRE studies, with a simple modification. In
social science, triangulation typically involves the confirmation of
qualitative results using surveys or other quantitative data, and has
been deployed in social studies of robotics [10]. In HRI studies of
HREs, an inversion of this typical arrangement would accommo-
date the existing prevalence of metric- and questionnaire-based
research in HRI. In this configuration, qualitative data from inter-
views and observation can confirm, contextualize, and better inter-
pret quantitative results including survey instruments, proxemics,
and temporal metrics of human and/or robot behavior, rather than
primarily informing the design of confirmatory questionnaires.

6.3.2 Study Physical Human-Robot Encounters. We recommend
that researchers primarily utilize in-person human-robot encounter
study designs until prior work demonstrating parity of video- and
image-based evaluation of robots in traditional HRI is replicated for
human-robot encounters research. While it is likely uncontroversial
that such study designs have higher ecological validity, the many ex-
periential factors cited by our participants that are not reproducible
in simulation leads us to view the validity of simulation-based re-
search on human experiences of robot encounters as suspect until

proven otherwise.4
The methodological challenges of HREs bear directly upon the

selection of appropriate study designs. Although the present study
cannot provide direct evidence to support this claim, we reason
that prior evidence suggesting the parity of certain kinds of HRI
study designs [13, 44] should not be presumed to apply to human-
robot encounters until this evidence is replicated in the study of
encounters. Until that time, we recommend that researchers use live
encounters and, where feasible, in situ encounters over laboratory-
based studies.

6.3.3 Start From Standardization. We applaud recent efforts to
standardize metrics and methods in HRI [e.g., 72]. Our calls for the
evaluation of existing methods as a prerequisite to the development
of newmethods are aligned with these efforts. This is why we chose
the widely-used Godspeed questionnaire as the survey instrument
in this study, despite its potential mismatch with our research goals.

We recommend that human-robot encounter researchers start
with existing HRI methods and instruments. The process of new
question and questionnaire development is arduous; necessarily so
if the rigor of HRI research is to be maintained. Such efforts must be
seen as the culmination of a program of research, not its beginning.

Our calls for the modification or development of new standard-
ized instruments draw upon the evidence presented here that the
Godspeed questionnaire’s focus is not well-aligned with the full
range of factors participants cited as influencing their encounter
with the robot. For now, we encourage HRE researchers to join
us in lightly adapting and evaluating existing methods and instru-
ments where possible, and to seek opportunities for collaboratively
modifying, developing, and evaluating standardized metrics and
survey instruments specifically suited to the encounter context.

6.4 Applications to Autonomous Social
Navigation for Robots

As HRE knowledge continues to expand, we expect that it will
increasingly converge with and inform related areas of robotic
autonomy research. Implications for social navigation research,
which aims to enable robots to perceive, react to, and conform to
social norms of movement [52, 56], are particularly promising. Prior
work in social navigation has examined collision avoidance [14,
65, 87], comfort [33, 53, 89], smoothness of interaction [28, 40, 62],
effort invested [18, 38] and other objective and subjective measures
of social acceptability when pedestrians and a mobile robot move
in a shared space. Social Navigation research often implements
autonomy based upon identifications of social cues or socially-
informed predictions of human movement [30, 43], and has even
progressed to studies of robot ability to (socially) signal navigational
intentions [17, 25, 31, 79, 87]. Social Navigation as a whole is deeply
informed by empirical findings about [34, 68, 75, 84], models of
[3, 6, 37], or training data containing [7, 41, 42, 85] human social
navigation norms. This study provides empirical findings of human

4This strong view is both contingent and narrowly scoped to studies of human experi-
ence of incidental robot encounters. Simulations will likely remain an important tool
in fields like social navigation that inherently involve incidental encounters. Ideally,
though, close collaboration between HRI researchers and those studying robotic au-
tonomy, control, and human factors for incidental HREs will encourage study designs
involving physical encounters.
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perception and reaction to quadruped service robot encounters that
could inform future research in this key area of robotic autonomy.

6.5 Responsible Research and Innovation
The fast development of autonomous robots substantially increases
HREs, which will heavily impact human society. As mentioned
in previous sections, research has found cases of violence against
robots [83]. Other recent works on HRE have found that people
have concerns, such as collisions, inconvenience, and a lack of
communication capabilities when they encounter an autonomous
cleaning robot [23]. These concerns may not be issues to healthy
and able-bodied individuals, but may potentially harm people with
disability. On the other hand, law enforcement agencies have also
started to deploy quadruped robots for surveillance duties, and
pedestrians who encounter these robots may be subject to pri-
vacy invasion or feel stressed about the presence of the robots
as advanced quadruped robots may appear as menacing [45]. In
essence, robot deployments have merits and bring the potential
for the greater good. However, it is also important to understand
how robot deployments may affect pedestrians and what we can
do to address the underlying ethical issues. This work took an
exploratory approach to examine if adding visual cues to canine
control can improve pedestrians’ experience. The results can help
roboticists and the authorities understand what the better ways are
to design and deploy autonomous quadruped robots.

6.6 Limitations
Given the limited literature and knowledge of incidental encounters
with autonomous robots in the field, this work is preliminary and
took an exploratory approach. This section highlights the studies’
most important limitations.

Firstly, our study adopted a lab-based design, which afforded
us logistical efficiency and a way to isolate the study conditions
from an encounter context. This undoubtedly reduced the study’s
ecological validity. The lab setting can have a framing effect and
the complex dynamics inherent in natural social settings could not
be reflected in study design. Secondly, the intra-participant design
in the pilot study could have caused strong carryover effects as the
participants experienced all conditions back-to-back. Conducting
an intra-participant study design over a course of five days, for in-
stance, would mitigate the carryover effects. Thirdly, an anonymous
reviewer noted that the revised study was likely underpowered, and
we concur. If we had increased the sample size, wemight have found
some significant differences between the Leashed and Autonomous
conditions not visible in our survey data. Lastly, while required for
the exploratory nature of our study, we acknowledge that the novel
questions added to the questionnaire did not stem from a strong
theoretical background and were not validated statistically.

These limitations bound our contributions to some extent. Re-
gardless, future research can adopt our findings and consider our
recommendations to develop HRE hypotheses and continue to work
toward methodological standardization in this emerging field.

7 CONCLUSION
To test the hypothesis that the presence of canine metaphors of
control would positively influence participants’ encounters with

quadruped service robots, we conducted two laboratory experi-
ments (𝑛 = 26, 22). The survey data in both studies yielded largely
null results.We confidently endorse the null hypothesis that no such
influence exists when the participant’s experience of the encounter
is operationalized via Godspeed questions and Godspeed-like ques-
tions aiming to measure the participant’s perception of the robot’s
qualities.

However, we identified rich and clear findings within the inter-
view data collected in the revised study indicating that the particip-
ants have a better experience with the Leashed condition, specif-
ically. The mechanism of this effect appears to be that the leash
and the presence of another human help participants answer im-
plicit questions of the general form ‘what is that robot doing here?’
Participants that had a positive experience, regardless of condition,
did not seem preoccupied with this or related questions, and were
able to provide sophisticated and contextualized answers to similar
questions when prompted. We are undertaking studies determining
the effects of apparent robot purpose on participant perceptions
of incidental encounters with robots. We hope that this and future
work will support the continued coalescence of the HRE research
community [57, 70] and highlight the importance of robot encoun-
ters to HRI and the realization of trustworthy autonomous systems.
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A METHODOLOGICAL DETAIL
A.1 Pilot Study Details
Subsequent semantic difference questions not adapted from God-
speed were included to help characterize the Godspeed results. They
included “The robot moved”: “Too Close - Too Far.” “The robot’s
motion was”: “Erratic - Under Control.”

Finally, a section of the questionnaire employed Likert scales
measuring degrees of agreement with affective states and comfort
with hypothetical encounters with the robot outside the laboratory
setting. These were “When I encountered the robot I felt” (“Strongly
disagree” to “Strongly agree”): “Curious,” “Cautious,” “Calm,” “Ex-
cited.” “I would be comfortable seeing this robot” (“Extremely un-
comfortable” to “Extremely comfortable”): “Walking in an office,”
“Providing delivery services on campus,” and “Providing delivery
services to my home.”

At the end of all five conditions, a final questionnaire was admin-
istered, asking participants to compare conditions on a subset of the
questions administered between rounds. The scales are: “Doglike,”
“Friendly,” “Autonomous,” “Safe,” “Under control,” “Comfortable to
get close to,” “Comfortable seeing walk around an office,” and “Com-
fortable seeing providing delivery services.”

A.1.1 Pilot Study Additional Results. The scale “Remote-Controlled
- Autonomous” is statistically significant by a one-way Analysis of
Variances (ANOVA) (𝐹4,125 = 14.073, 𝑝 < 0.001). Using the Tukey
post-hoc criterion, only contrasts against the “Remote-Controlled”
(higher is more autonomous) condition are significant (all at 𝑝 <
0.001; mean difference: “Fully-Autonomous” - 1.769, “Companion” -
1.846, “Leading” - 1.423, “Guided” - 1.615). The scale “Unconscious
- Conscious” is statistically significant (𝐹4,125 = 4.428, 𝑝 = 0.011).
Using the Tukey post-hoc criterion, most of the contrasts against
the “Remote-Controlled” (higher is more autonomous) condition
are again significant (mean difference: “Fully-Autonomous” - 1.038,
𝑝 = 0.33; “Companion” - 1.192, 𝑝 = 0.009; “Leading” - 0.808, 𝑝 =

0.161; “Guided” - 0.923, 𝑝 = 0.077).
Significant differences in average rankings on specific questions

are shown in Figure 4.

A.2 Revised Study
The Godspeed questionnaire items used are reported in Table 2 and
used a 6-point forced choice scale. The exploratory items include
“The robot moved: Too Close - Too Far”, “The robot moved: Too slow
- Too fast”, “The robot was Controlled - Autonomous”, these three
items also used 6 point forced choice scale. “When I encountered
the robot, I felt Curious, Cautious, Calm, Excited, Nervous, Scared”.
These items used 5 point Likert scale (“Does not describe my feel-
ings” to “Clearly describes my feelings”). “I would be comfortable
seeing this robot walking in an office, classroom, library”, “I would
be comfortable seeing this robot providing delivery services on
campus, to my home, serving food in a restaurant“. These items
used 5 point Likert Scale (“Extremely Uncomfortable” to “Extremely
comfortable”). The ANOVA analysis results are reported in Table 3.

A.3 Protocol Changes for Revised Study
In addition to the most important changes described in Section 5.1,
this section completes our account of changes made when revising

the revised study protocol.

A.3.1 Encounter Protocol and Conditions. A possible explanation
of the surprising null results from the pilot study advanced by
several members of the research team was that the five-condition
intra-participant design was subject to confounding factors such
as a novelty effect, questionnaire fatigue, and/or satisficing, and
herding. An inter-participant design would require selecting just
two conditions to maintain study feasibility.

We selected the Autonomous and Leashed conditions on the
basis of their significance ratings on the ranking survey. First, we
excluded the Joystick condition as a candidate, since it was designed
as a conceptual anchor for the other conditions. Of the remaining
four, the Leashed condition was significantly ranked the most Dog-
like, least autonomous, most under control, and most comfortable
being close to. The Autonomous condition was at the opposite end
of each of these measures. These results suggested to us that these
two conditions had the highest likelihood of producing observable
effects in the revised study.

A.3.2 Questionnaire Revision. Given our desire for enhanced meth-
odological rigor and the fact that an inter-participant design allevi-
ated participant fatigue considerations, we decided to substantially
expand our questionnaire. We also shifted to the six-point scale for
semantic difference question types.

Include more Godspeed questions. The intra-participant design re-
quired the repeated administration of the pilot study questionnaire,
which made brevity an important concern. The inter-participant
design alleviated these concerns, making the use of more Godspeed
questions feasible.

Adopting a forced choice scale for Godspeed questions. While odd-
numbered Likert scales are widely assumed to be preferable in all
cases, semantic difference question types employed outside HRI
typically utilize even-numbered scales to force participants to locate
their perceptions on one side of the difference.Weiss and Bartneck’s
2015 meta-analysis of the use of Godspeed questionnaires in HRI
research [92] revealed a prevalent misconception of Godspeed’s
five-point scale as a Likert scale, clarified that Likert-type questions
measure magnitude instead of difference, but still recommended
the use of a five-point scale to preserve comparability with prior
research. Despite these recommendations, we expected that an even-
numbered, forced-choice design might reveal a signal obscured by
the middle point of five or seven-point semantic difference scales.

Dedicated participant-facing research team and interview protocol.
Interviews were considered as a possible component of the pilot
study protocol but were not implemented due to the participant
time investment required for 5 conditions and the training require-
ments. Having realized that interview data would be invaluable for
interpreting surprising survey results, we decided to expand the
study personnel to include experienced interviewers. Although the
protocol was developed by an interdisciplinary team, the pilot study
was conducted entirely by robotics researchers. Especially given the
addition of an interview protocol, we established participant-facing
and technical research teams, ensuring that the staffing of each was
sufficient for each participant. This enabled authors with social sci-
ence and interview experience to better contribute their expertise
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Figure 4: Rankings across each metric in the final questionnaire administered to study participants. Scales are reversed to
simplify presentation: in this chart, 5 represents the highest raking, while 1 represents the lowest. * - Significant at 𝛼 = 0.05, ** -
Significant at 𝛼 = 0.01

to qualitative data collection. It also helped standardize participant-
researcher interactions, reducing the likelihood that these would
be confounding variables. The utilization of a semi-structured in-
terview after the collection of quantitative data allowed us greater
freedom in targeting our questions and follow-up questions to
better understand emerging trends and anomalies from our data,
without biasing participants’ responses. The protocol was modified
slightly as the study went on, notably asking the participants to
voluntarily share demographic information and asking about their
tendency to anthropomorphize inanimate objects (inspired by the
AMPH survey’s success in supplementing Godspeed questions with
participant baselines [12]). These changes were made towards the
end of the guide when possible, to preserve parity of sequencing
effects.

Simplification of robotic hardware and software setup. The robot
platform in this study was simultaneously used in other studies,

some of which had different configurations. What’s more, the initi-
ation of the social navigation stack was initially very complicated.
Together, these factors led to delays and the need to debug hardware
and software configurations at several points during the pilot study.
In addition to decreasing the pace of research, the team reasoned
that participant exposure to delays or technical difficulties could
be another confounding factor. Thus, the robot’s configuration was
simplified to prevent difficult-to-resolve configuration problems
and decrease the number and complexity of steps to initiate the
robotic autonomy for the study.

Decrease avoidance initiation threshold. Upon reviewing the rec-
ordings of participant encounters, we determined that the 8.5𝑚
threshold used in the first study was too large to allow participant
reactions to influence the robot’s behavior.
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Table 3: Full revised study survey results. Categories marked (Overall) sum relevant results above that point; all other categories
sum following results. The only statistically significant result is Awful vs. Nice, but given the number of questions we believe
this is not a significant result.

Leashed Autonomous
𝐹 value 𝑝 valueMean σ Mean σ

Cynomorphism 3.455 0.89 3.546 0.88 0.06 0.81

Fake v.s. Natural 3.818 1.08 3.727 1.35 0.03 0.86
Machine like v.s. Doglike 3.546 1.29 2.909 1.38 1.25 0.28

Unconscious v.s. Conscious 4.000 1.00 4.455 1.37 0.79 0.38
Artificial v.s. Lifelike 2.727 1.49 3.091 1.38 0.35 0.56

Rigid v.s. Elegant 3.182 1.47 3.546 1.29 0.38 0.55
Animacy 4.000 1.07 4.227 1.33 0.19 0.66

Inert v.s. Interactive 3.636 1.36 4.273 1.19 1.36 0.26
Apathetic v.s. Responsive 4.364 1.29 4.182 1.60 0.09 0.77

Likability 4.477 0.94 3.932 0.75 2.27 0.15

Dislike v.s. Like 4.818 0.98 4.000 1.10 3.40 0.08
Unfriendly v.s. Friendly 3.636 1.43 3.636 0.92 <0.01 1.00
Unpleasant v.s. Pleasant 4.546 1.13 4.091 1.14 0.89 0.36

Awful v.s. Nice 4.909 1.04 4.000 0.63 6.10 0.02
Perceived Intelligence 4.636 0.45 4.409 0.86 0.60 0.45

Incompetent v.s. Competent 4.636 0.50 4.455 0.82 0.39 0.54
Ignorant v.s. Knowledgeable 4.636 0.67 4.364 1.21 0.43 0.52

Godspeed (Overall) 4.065 0.63 3.968 0.71 0.12 0.74

Exploratory Questions 4.000 0.61 3.879 0.50 0.26 0.62
Unsafe v.s. Safe 4.455 1.21 4.818 0.98 0.60 0.45

Controlled v.s. Autonomous 5.000 1.00 4.182 1.33 2.66 0.12
Too close v.s. Too far 3.182 1.25 3.727 0.65 1.65 0.21

Too slow v.s. Too quick 3.818 0.60 3.727 0.47 0.16 0.70
Feelings (Neutral) 4.000 0.77 4.000 0.92 <0.01 1.00

Curious 4.727 0.65 4.636 0.92 0.07 0.79
Cautious 3.273 1.10 3.364 1.21 0.03 0.86

Feelings (Positive) 3.500 0.97 3.364 0.90 0.12 0.74
Calm 3.182 1.08 2.727 1.27 0.82 0.38

Excited 3.818 1.47 4.000 1.00 0.11 0.74
Feelings (Negative) 2.046 0.99 2.546 1.11 1.25 0.28

Nervous 2.455 1.21 3.000 1.26 1.07 0.31
Scared 1.636 1.03 2.091 1.22 0.89 0.36

Feelings (Overall) 3.182 0.74 3.303 0.52 0.20 0.66

Encounter 2.818 1.06 3.061 0.66 0.41 0.53
Office 3.182 1.25 3.000 1.00 0.14 0.71

Classroom 2.636 1.29 3.000 0.89 0.59 0.45
Library 2.636 1.29 3.182 1.17 1.08 0.31
Service 3.970 1.04 4.030 0.94 0.02 0.89
Campus 4.364 1.21 4.455 0.69 0.05 0.83
Home 4.091 1.38 4.000 0.89 0.03 0.86

Restaurant 3.455 1.13 3.636 1.50 0.10 0.75
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