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ABSTRACT

Access to complete data in large-scale networks is often infeasible. Therefore, the problem of missing
data is a crucial and unavoidable issue in the analysis and modeling of real-world social networks.
However, most of the research on different aspects of social networks does not consider this limitation.
One effective way to solve this problem is to recover the missing data as a pre-processing step. In
this paper, a model is learned from partially observed data to infer unobserved diffusion and structure
networks. To jointly discover omitted diffusion activities and hidden network structures, we develop a
probabilistic generative model called "DiffStru." The interrelations among links of nodes and cascade
processes are utilized in the proposed method via learning coupled with low-dimensional latent
factors. Besides inferring unseen data, latent factors such as community detection may also aid in
network classification problems. We tested different missing data scenarios on simulated independent
cascades over LFR networks and real datasets, including Twitter and Memtracker. Experiments on
these synthetic and real-world datasets show that the proposed method successfully detects invisible
social behaviors, predicts links, and identifies latent features.

Keywords Social Network - Information Diffusion - Partially Observed Data - Network Structure - Matrix Factorization -
Link Prediction - Cascade Completion - Bayesian Computation - Coupled Matrix Factorization

1 Introduction

Social networks are essential platforms for the interaction of people through an explicit link by following each other
and an implicit connection by sharing information. The widespread use of social networks by increasing the number of
users, the large number of interactions between them, and the amount of information propagation over these networks
have led to a line of research focused on analyzing and modeling these networks. The target audience for the results of
this research are either:

1. The owners of these platforms (e.g., Twitter, Instagram)
2. The third-party enterprises with customers who use these platforms (e.g., advertising companies, product

providers, news analysts).

This paper focuses on solving the missing data problem for the latter community. In the context of large-scale social
media, data collection is a massive, expensive, and time-consuming task for third-party companies. Typically, social
datasets are provided for a limited period and include a subset of users for specific applications. In practice, having
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Figure 1: Our problem at a glance. A structural network is described by frame (i): If A follows B, there is a link
from A to B. Frame (ii) focuses on diffusion behaviors, where pink-colored nodes indicate infected nodes with their
time of infection. Part (b) contains the same frames as part (a), with missing data in each frame indicating partial
observations. This paper aims to extract the complete data (a) by combining structural information (frame (i)) with
diffusion information (frame (ii)) in the observed mode (b).

access to the complete data of a network is impossible even for a short period, and we often observe a partial subset of
social data because of the following reasons:

1. API call restrictions: Most social network platforms provide public API for data access in well-defined formats
and automatically trigger a rate-limiting mechanism. For example, Twitter, Instagram, and Facebook impose a
rate limit on getting a user’s list of following/followers or posts,

2. Rate-limit for web crawler: Websites usually set a limited number of requests for fetching data per IP address.
When a crawler scraps the site, a temporary ban occurs when its request rate exceeds the predefined limit,

3. Sampling technique: Due to the large volume and variety of data in a network, sampling methods are used for
prioritization. Depending on the sampling method, missing data arise through the collection process,

4. Protecting privacy: Statistics have shown that social network users’ private accounts and rates of private
activities are steadily on the rise Vesdapunt and Garcia-Molina| [2015]]. Since web crawlers do not have access
to the information of the private accounts, the collected dataset does not represent the complete data.

Although much research has been done on social network aspects, most do not consider the problem of missing data.
Hence, the completeness assumption in those social network methods affects their performance on actual data. To
alleviate this problem, some methods utilize a pre-processing algorithm on the input datasets to obtain a set with the
least missing data to compensate for their completeness assumption. The main question is: How can we apply the
existing methods to the original crawled data of social networks that contain missing data? In this paper, we try to
provide an answer to this question for a specific type of data (graph-structured data with diffusion information) by
proposing a probabilistic generative method called DiffStru.

A network can be modeled by a graph including users and their interactions. The activity of users in time is another
data representing a phenomenon over a network named diffusion. Diffusion is usually known as a set of propagation
processes called a cascade. A cascade transmits information from one user to another connected user in a network.
A user is said to be infected in a cascade if it receives republished information from another user. In this context,
infection time is the time of user activity in publishing or republishing information in a cascade. It is good to note that
in most social platforms, the name of nodes and their infection time is the only accessible data from cascades and other
additional data, such as the infection path and the trace of who infected who is unknown. While the cascade graph is
not accessible, the partial sets of nodes and infection times in each cascade are available. These concepts in a social
network like Twitter are: users having an account on Twitter can be modeled as nodes of a graph with directed links
expressing following and follower relations between them. When a user tweets a piece of information, her/his followers
will receive it, and the sequence of the tweet’s retweets will establish a cascade. A collection of cascades for different
tweets forms diffusion.

Even if we consider a set of nodes in data collection and obtain the links between them for a time interval, we have
some unobserved links due to the above-mentioned limitations. On the other hand, unobserved information in diffusion
data appears as missing activity of nodes in each cascade. Fig. (I) illustrates the problem we are trying to solve. Given
a limited period with a partially observed network graph structure and diffusion information containing the same set of
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users, our goal is to complete the missing data.
We make the following assumptions:

1. We assume that the data are collected over a limited period, such that the network structure remains static (no
new users join or leave the network), and a timestamp for the creation of the link is not available during that
period. In addition, this assumption implies that the diffusion information collected during crawling is based
on a static structure. Thus, the network links are also static, and the data is fixed during interactions. On the
other hand, a cascade has a limited lifespan. It spreads over hours to days, which means the sequence from
beginning to end is usually fixed within a specific data collection interval.

2. We are not interested in hidden nodes with no global or local signals in structure or diffusion data. However,
we can somewhat handle users with private accounts. Although we cannot observe their profiles and activities,
we can obtain their interactions from the list of following/followers of their visible neighbors. Therefore, the
one-step neighbors of visible users are not hidden, while we are not engaged in any hidden neighbors of private
users.

3. We consider that the source and mediators of an information dissemination process are internal network factors
and any external agents are ignored.

As mentioned before, incomplete data in the collected set from a social network is inevitable, and missing data can
significantly affect the difference between the output of methods and what happens in the real world Belak et al.
[2016]. Considering the missing data in two levels of structure and diffusion simultaneously makes the data inference
challenging. Here, we try to make the inference tractable by selecting the appropriate distributions on the data. We
present a novel generative model for jointly inferring the partial network structure and the information diffusion.

The contributions of this paper are as follows:

* Tackling the problem of missing data both in diffusion and structure in real-world social datasets by
proposing a new probabilistic generative model to jointly discover the hidden links of network structure and
omitted diffusion activities.

* Investigating structure and diffusion joint properties via probabilistic matrix factorization.

* Inferring the missing links of a network structure and the missing activities of nodes when a partial graph and
a set of cascades with missing data are observable.

* Inferring the diffusion behavior of users even when the user page is private and we have no information about
his activities.

* Demonstrating that the low-dimensional representations for characteristics of users and cascades during the
inference of DiffStru can be widely used in embedding and classification problems.

The rest of the paper is organized as follows: First, in Section (2)), we present a review of social research related to
partially observed data that motivates the paper. In Section (3), we review the related work, while Section (@) contains
the paper notations, definitions, and problem statement. We present the proposed model in Section (5). In Section (),
we examine the empirical results on synthetic and real-world datasets. Finally, we present the conclusions by discussing
future work in Section (7).

2 Historical Background and Motivation

Partially observed data has received enormous attention in previous studies of social networks. In the scope of this paper,
social data is divided into two classes: structure networks (nodes and links between them) and diffusion (cascades
propagation over a network). Missing data can occur in each of these two classes.

Regarding history, missing data was first raised for structural network data, a long-standing research track known as
link prediction. The main goal of this track is to find the missing links using observed interactions without considering
diffusion information. Over the years, different assumptions and methods have been employed to solve the link
prediction problem.

Over time, due to the focus on the correlation between the diffusion process and network structure, both data classes
have been considered together. In contrast, missing data is assumed at either the diffusion or structure class (but not
both). For missing data at the diffusion class, one of the first attempts to analyze partially observed cascades was
Sadikov et al.[[2011]]. As long as the structural network is complete, the model attempts to estimate the properties of
a whole cascade by using incomplete missed cascade samples. In missing data at structure class, [Belak et al.| [2016]
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examines the characteristics of the diffusion process over partial network structures. It attempts to infer the truth of
cascade broadcasts occurring in the underlying network.

In the later years, different studies were published on the study of dynamic-on (diffusion) and dynamic-off (structure)
networks |Antoniades and Dovrolis|[2015], [Farajtabar et al.|[2017]]. The diffusion process affects the evolution of a
network, and the change in the network impacts the life cycle of diffusion processes as well. Therefore, dynamics on
and off affect each other|Weng et al.|[2013]]. Paper Zhang et al.|[2015]] proposes a time-delayed model for new link
formation based on pre-existing links over time. Another paper finds new links by classical link prediction methods,
then applies diffusion processes to new networks and evaluates and analyzes evolved networks’ structural and diffusion
processes |Vega-Oliveros et al.|[2019].

Table (I) categorized different views of data missing occurrence in structure and diffusion class. Paying attention to
each of them leads to solving different social network problems:

¢ Complete diffusion with partially structure network
When a network is incomplete, it means some nodes and links are missing. As a result, forecasting and
optimizing the diffusion process based on this partially observed network is not the same in reality. Estimating
the cascade’s influence on the unobserved part of the network is necessary. Seed selection for influence
maximization is an application of this problem Belak et al.|[2016], Sumith et al.| [2018]].

e Complete diffusion with no structure network
Network inference problems fall into this category. When the interaction topology of a network is entirely
unreachable, an inference approach is put forward using visible independent measurements Newman| [2018a].
An observational measurement could be the signals received from nodes or the cascades over the network
Gomez-Rodriguez et al.|[2012] 2013]], Rodriguez et al.|[2014], Ramezani et al.| [2017], Ji et al.| [2020], Huang
et al.|[2019]],|/Gomez Rodriguez et al.|[2013]], Tahani et al.| [2016], Woo et al.|[2020],|Ghonge and Vurall [2017]],
Newman [2018b], [Kefato et al. [2019].

* Partially diffusion with complete structure network
In the case of a complete graph of the network but incomplete information propagation, we have different
diffusion problems, which include:
(1) Identifying the future infected nodes in a cascade sequence by observing the incomplete and primary parts
of a cascade sequence |Wang et al.[[2017]], Yang et al.|[2019]], Wang et al.|[2017]], [Islam et al.|[2018]], Yang
et al.[[2019]],[Wang et al.|[2022a], Najar et al.|[2012], Sun et al.|[2022]],
(2) Discovering the source of diffusion |[Farajtabar et al.|[2015]], |Shi et al.| [2022],
(3) Detecting missing parts of the cascade, such as nodes that were missed or infection times that were not
observed |Sundareisan et al.| [2015]],
(4) Estimating the properties of complete cascades based on partially sampled diffusion|Sadikov et al.|[2011]].

 Partially diffusion with no structure network
Based on the few first windows of the cascade, some works attempt to predict the future size of the cascade
without knowing how the nodes interact |Chen et al|[2022] or ranking the next infected nodes (Chen et al.
[2022],Yuan et al.|[2021], Wang et al.|[2022b} 2021]]. The researchers also try to model cascade propagation.

* No diffusion data with complete structure network
Modeling the pattern and path of a cascade over a network is the purpose of this category Saito et al.|[2008].

* No diffusion data with partially structure network
The purpose of this category is to recover missing parts of a network. The omitted part can include nodes, and
links |[Kim and Leskovec|[2011]. There are numerous proposed models to predict lost links in a network when
all nodes and some links are present |Kim and Leskovec|[2011]], Rafailidis and Crestani| [2016]], Masrour et al.
[2015]], |Airoldi et al.| [2008]], [Wang et al.|[2018]], Mutlu and Oghaz|[2019], Menon and Elkan|[2011], |L1 et al.
[2016], Jia et al.|[2015]], [Wai et al.|[2022], Tang| [2023]], (Chai et al.| [2022].

* Partially diffusion with partially structure network
According to our knowledge, there has been no prior research that specifically addresses the goals of this
category. This paper aims to provide a method for simultaneous inference from cascade sequences and graph
links when both have missing data.

Currently, there is no previous work that is precisely related to the goals of the proposed method. It is worth noting that
the works without considering partial observations, such as graph embedding or networks evolving over time, are not
properly grounded in the literature of this paper. Also, one of the advantages of this paper is correcting the omitted data
of diffusion against inferring the missing links, which are outside the scope of those works.
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Table 1: Classification of studies on diffusion process and network structure dimensions from the perspective of
Complete (C) and Partial (P) data. (N) stands for Not considering that dimension.

Structure
C P N
C - diffusion estimation | structure inference

cascade prediction
| source detection focus of this paper | cascade prediction
missing detection

Diffusion

e . link prediction
N | diffusion modeling networlg completion -

3 Related Work

In this section, we summarize the related works with the assumption of incomplete data, either in structure or diffusion
data, into three categories: "link prediction,"” "network inference," and "cascade correction and prediction."

Link prediction. Link prediction and network completion are two famous problems for solving missing data in
structural networks. KronEM predicts missing nodes and links by combining an Expectation-Maximization (EM)
approach with the Kronecker model of graphs Kim and Leskovec|[2011]]. Some works utilize side information such as
node attribute Rafailidis and Crestani [2016] or pairwise similarity between nodes|Masrour et al.|[2015]] to complete the
network.

All nodes are visible in the link prediction works, while some links are omitted. There are numerous link prediction
methods, including traditional supervised and unsupervised learning methods, probabilistic stochastic block model
Airoldi et al.| [2008]], matrix or tensor factorization |Wang et al.|[2018]], locally-based algorithms, and deep learning
based approaches Mutlu and Oghaz|[2019]. Although many link prediction methods exist, we only refer to those
utilizing diffusion information to obtain additional information or matrix factorization to make their prediction.

Menon and Elkan|[[2011]] utilizes a link prediction matrix factorization with features of nodes to predict unobserved
links. [Li et al.| [2016]] employs diffusion features such as interactive activities of nodes in cascades against topology
features for link prediction. Link prediction inJia et al.[[2015] is modeled with matrix factorization using the similarity
of retweeting information between pairs of users. In addition to predicting a link, paying close attention to the partially
observed graph is critical for recognizing the community involved |Wati et al.| [2022].

In LCPA |Chai et al.| [2022]], a maximum likelihood method was proposed to estimate structure networks by perturbing
the adjacency matrix iteratively and correcting it. A partial binary structure network adjacency matrix with complete
binary attribute information of nodes is used in JWNMF Tang| [2023]]. It proposes a non-negative matrix factorization
method using two binary adjacency and attribute matrices sharing a topological hidden factor matrix.

Network inference. The goal is to infer the links of the underlying network using a set of cascades. For this purpose,
Netrate Rodriguez et al.| [2014] solves a convex optimization, DANI Ramezani et al,| [2017]] employs maximum
likelihood while preserving the structural features of the network, and REFINE [Kefato et al.| [2019] utilizes neural
network and T-SVD for feature selection from nodes participating in different cascades to infer links between nodes that
have similar embedding. Other attempts have been made to network inference, from static assumption requiring time
stamp |Gomez-Rodriguez et al.|[2012, 2013]], Rodriguez et al.| [2014], Ji et al.|[2020], Ramezani et al.|[2017]], Kefato
et al.| [2019]] or without infection time Huang et al.|[2019]] to dynamic inference |Gomez Rodriguez et al.|[2013]], Tahani
et al.| [2016]. Woo et al.|[2020] uses a base graph and complete cascade for estimating the graph path of diffusion
iteratively. As a step towards using prior knowledge, some works employ in-degree distribution for nodes |Ghonge
and Vural| [2017] and measurements such as pathways, network properties, and information about the links or nodes
Newman| [[2018b].

Cascade correction and prediction. If the initial and incomplete parts of the cascade are observed, how can the future
infected nodes be identified? In specific, the LSTM architecture is used for predicting the next node in a cascade with
the help of a complete network structure [Wang et al.| [2017], estimating the next node|Yang et al.| [2019], Yang et al.
[2019], Sun et al.| [2022] or finding the next infection time with the ranking of nodes as the next infection step [Wang
et al.|[2017], Islam et al.|[2018]]. If a propagation tree is available, |[Kim et al.|[2022] uses the partial subgraphs to learn
the representation of the full graph. NetFill finds the missing infected nodes and source of diffusion by observing
incomplete and noisy cascades by proposing a model based on a Minimum Description Length (MDL) Sundareisan
et al.|[2015]].
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To the best of our knowledge, none of the existing research incorporates simultaneous joint structure and diffusion
data to solve the missing data problem. However, they attempt to recover the missing parts of both separately. This
paper proposes the DiffStru method, which will be discussed in more detail in the following sections. DiffStru is more
accurate than previous link prediction works because it uses structure and diffusion information to detect missing links
simultaneously. Furthermore, DiffStru can solve more tasks than link prediction due to its ability to learn latent factors.
If missing data occur in cascades, the network inference methods will perform less accurately than DiffStru. Moreover,
DiffStru can infer the missing information of diffusion during the cascade sequence, while diffusion prediction methods
are only used for predicting future infections. Meanwhile, DiffStru can be improved by decreasing its sensitivity to
network density and considering the dynamic nature of the network structure.

4 Modeling Information Diffusion and Network Structure

This section first introduces the notations and definitions used in the paper. Then, we state the joint inference problem
of diffusion networks and structure from partially observed data.

We identify matrices, vectors, and scalars by uppercase bold-faced (X € RP*9), lowercase bold-faced (x € RP*1)
and normal lowercase (z) letters, respectively. All vectors are column vectors, and x; is the ¢-th element of vector x.
Similarly, X.; is the j-th column, X;. is the ¢-th row X, and Xj;; is the entry in the i-th row, and j-th column of X. The
m x m identity matrix is denoted by I,,,. X7 € R?*P returns the transpose of a matrix and vec(X) € RP?*! is the
linear operator flattening all the columns of the matrix to a column vector. For matrices X € RP*?and Y € R"*%,
(X ®Y) € R4 js referred to the Kronecker product of two matrices. If p = r and ¢ = s, then (X oY) € RP*¢
denotes the Hadamard product (elementwise). Table (2) summarizes the notations we use in the proposed method.

We model a static social network with graph G = (V, E’) where V represents N nodes (users of the network), N = |V,
and FE indicates the set of edges between nodes. Link F;; is formed from the relationship of node ¢ to node j.
These edges represent directed and unweighted interactions (E;; # E;;) without considering the self-links. Suppose
G € {0, 1}V*¥ is the corresponding asymmetric adjacency matrix of G. Since the links of network graph G are not
fully observable, the available structure of a network is a sub-graph G = (v, E) CG.LetGbea N x N binary
adjacency matrix where the set of one value entries Q1 = {(4, ) : G’ij = 1} denotes existing observed links of the
network. Q™ represents the missing links, while it may not surely mean to imply that there is no link. For each entry
(1,7) € @, we may have G;; = 1 or G;; = 0 in the oracle network.

In addition to the network structure, we have a set of information diffusion cascades C among the users represented by
a matrix C € RV*M By denoting the overall spread of each information as cascade c;; the element C(v;, ¢;) = t;;
represents that cascade c¢; reached the user v; and infected it at hit time ¢;; € [0, 7] U oo, where oo used for users that
are not infected by ¢; during the observation window [0, T']. We also assume that hit time is set to zero at the beginning
of each cascade, and the cascade cannot infect each node more than once during its lifetime. A piece of information j
propagates over the structure network by transmitting through the links from an infected node to an uninfected node.
Each cascade can be expressed as a N x 1 vector (C.;). Since a contagion does not reach all NV observed network
users, we are faced with a sparse vector for each cascade. Let C ; be the observed vector for cascade j, which contains
only a subset of the infected users with their hit times. Formally, Fj = {(i) : Cij € Ry ACyj = Cy;} is aset of
indices of the observed entries. The state of other nodes of the network I';” = {V'\ Fj'} is hidden from us, while
in the ground truth of the diffusion process, they may be infected or legitimate uninfected nodes. By aggregating all
the observed vectors of M different cascades in a matrix (C), the mask matrix for partially observable knowledge
of diffusion can be represented with T' € {0, 1}?V*M which is a mapping from the collection of M vector indices
(T)_, . aand 5, /) toamatrix space.

J
The problem we want to solve is:

Given: The partially observed network structure matrix G and information diffusion matrix C.

Goal: Recover the non-observed links of a network by estimating matrix G and obtain the approximated hit time of
unobserved users of the network who are interacting hiddenly in diffusion processes with discovering matrix C.

Our Approach: Since our goal is to recover the hidden entries of two partially observed matrices, it can be modeled
like a matrix completion problem. Matrix factorization is a prevalent and effective technique for matrix completion
problems by approximating a given matrix S € R™*™ as a product of two low-rank latent factor matrices Q € R™*"
and H € R™*™ with a constraint on 7 < min (m,n), such that S &~ QH. The latent factors ) and H are r Dimension
representation matrices and can be interpreted as embedding for rows and columns of S. These factors can be learned
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Table 2: Major notations and symbols used for DiffStru

Symbol Description

N, M number of users, cascades

G,V,E,G network graph, set of nodes, set of edges (links), adjacency matrix

C.G N x M original diffusion matrix, N x NN original structure matrix

r binary N x M mask matrix for partially observable knowledge of diffusion
Q binary N x N mask matrix for the partially observed structure of the network
C,é observed diffusion matrix, observed structure matrix

D dimension of latent low-rank factorize matrices

() logistic sigmoid function

= N x N binary latent auxiliary variable for structure graph

R N x N stochastic auxiliary variable

Wy, Wy, Wx  covariance M x M,N x N,N x N matrices between pair of cascades, nodes
= conjugate Beta prior for observing pair of nodes

a1,00 hyper-parameters of a conjugate Beta prior assigned to the parameter pz

OC,0OR variance parameters for Gaussian distribution of C,R

do dirac delta distribution at zero

P N x M infection probability of the nodes in cascades matrix

A N x N infection transfer matrix between each nodes

11 N x M binary hyper-parameter for diffusion information

X,Y,U D x N User, D x M Cascade, D x N Factor latent features

N, RN Normal, Rectified Normal distribution

Ber, Beta, PG Bernoulli, Beta, Polya-gamma distribution
f Multivariate distribution for ¢ dimension vector

MN t x ¢ Matrix Gaussian distribution

®, o0 kronecker product, Hadamard product (elementwise)

vec linear operator flattening all the columns of the matrix to vector

even if S is partially observed by minimizing the reconstruction error for the observed entries to recover the full S [Lee
and Seung| [2001].

We start from the idea that a node infection can signify how the nodes interact with each other in the network structure.
However, the links between users can impact the diffusion process. As shown in Fig. (), a network structure includes a
set of users and social links between them while the information propagates among these users. A user would receive
information if one of his friends (a user with whom he has a link to him) posted or reposted it. In conclusion, the
diffusion process can reflect and drive the network’s structure, demonstrating that two matrices G and C correlate. We
will model this correlation property by sharing the same latent factors between G and C. Therefore, the unobserved

entries of G and C matrices can be estimated using the coupled matrix factorization method.

Figure 2: This illustrates the relationship between partially observed diffusion information and network structure. A
link from "D" to "E" means D is following F, so E is the followee, and D, the follower monitor his post.
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S Proposed Method

This section presents the proposed model framework and how to infer the latent factor matrices.

5.1 Model Framework

The structural network G is a Bernoulli distribution with a stochastic auxiliary variable R;; in the latent feature space:
Gi;j = Ber(f(Ryj))

(€Y
Ri; = X;U, +ei; eij ~N(0,0%)

1
where f(t) = pnpe; is the logistic sigmoid function. As shown in Fig. (3), R;; is constructed using Gaussian

distribution with low-rank matrices X € Rf *N and U € RP*N that represent user-specific and factor specific latent
features, respectively. In order to limit the range of R;; to [0, 1], a logistic sigmoid function f(.) is used. The Bernoulli
distribution, which has0 and 1 samples., is applied

N(XTU,, 0%

)
1-¢
NR%_ T a I o

Figure 3: Mathematical Diagram of the generalized linear model for estimating the underlying link existence (~ means
sampling from the left distribution).

A binary latent auxiliary variable = is employed as a link observer variable to express G, which takes binary values.

* E;; = 0 means that we did not observe G; (link existence between nodes v; and v; has not been investigated),
SO Gz j = 0.

» =;; = 1 implies that G;; was observed and based on (¢, j) included in E;; (G;; = 1) or not G;; = 0, Glj
takes one or zero values, respectively.

While G;; is conditional on the value of E;;, the distribution function of G;; can be modeled as a mixture of two
distributions with mixing weight =;;. The two components of G;; are assumed to be a Bernoulli distribution with a
probability of success f(R,;;) and a Dirac delta distribution at zero:

Gi; ~ E;;Ber(f(Ri;)) + (1 — Eij)do 2)

We consider the Bernoulli distribution for latent auxiliary variable Z;; ~ Ber(u=). By assuming equal probability for
observing all pairs of nodes (v;,v;) that4,j € Vi # j, a conjugate Beta prior with hyper-parameters c; and a2 are
assigned to the parameter uz ~ Beta(aq, as).

The cascade matrix C can be modeled as:
Ciy =XiYy+ny My ~N(0,02) 3)

where X € Rf *Nand Y € Rf *M are low-rank matrices representing the user and cascade latent features with
nonnegative entries, and 7;; denotes the residual noise sampled independently from zero-mean Gaussian distribution
with variance o2.. The stochastic modeling of the hyper-parameter matrix IT as an observer for C leads to an impossible
inference model. Therefore, we resort to a deterministic model. The hyper-parameter II;, indicates that we have
observer knowledge about the infection of node v; in cascade ¢, or not. Fig. (@) shows the generative Bayesian
probabilistic representation of the proposed method for jointly inferring the Diffusion and Structure of the network
called "DiffStru."

Our basic idea for joint inference is to incorporate the shared latent factor X between network structure and diffusion
matrices and choose the suitable prior distributions for considering the side information.

When a user account is private, no information about his diffusion behavior is available; hence, the corresponding rows
of latent factors will be empty. However, we can handle these empty rows of matrices by integrating the side information
as prior knowledge for capturing the correlation between users or cascades. Here, a zero-mean multivariate Gaussian
distribution is employed as a conjugate prior of U as Uy, ~ Ny (0, Wy ) and X and Y are drawn from a rectified
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multivariate Gaussian prior with zero mean: X, ~ RNy (0,Wx) and Y4 ~ RN (0, Wy) for supporting
nonnegative constraints. We exploit the diffusion and topological metrics as prior distributions for each row of the
latent matrices Y 4., Uy, and X,., with covariance matrices Wy, Wy, and W x, respectively. Each element of full
covariance matrices Wy € RM*M (W, € RVXN or W € RV*V) in these distributions capture the relationship
between the pair of cascades (users) and also the correlation between different features of a cascade (user). These
covariance matrices will apply the covariances between rows and columns of matrices in the priors Zhou et al.| [2012].
We will show later in Section (6.4) how to initialize these covariances. The distributions are expressed as Algorithm (TJ).

Algorithm 1: Generative process for DiffStru graphical model

u= ~ Beta(ag, ag)

Yd:ifi\JdRNﬂf (07WY) 7Vd = 17"'7D
Xd%iRNN(O»WX)7Vd: 7"'1D

iid

4 Uy~ Ny (0,Wy),Vd=1,...D

N W

10
11

12
13
14

foreach useri=1,..., N do
foreach user j = 1,..., N do
— iid
Eij ~ Ber(uz)
Ry; YN (XU, 0%)
did -
Gij ~ Bij(Ber(f(Ri;))) + (1 — Ei5)(do)
end
foreach cascade r = 1, ..., M do
Cir Z}j Hir (N(XIJ;Y’N U%‘))
end
end

In the general formulation based on the graphical model in Fig. @), the joint distribution over the observed, latent, and
auxiliary random variables given the hyper-parameters
0 ={Wy,Wx, Wy, a1,as,02,0%, I} is given by:

N M
P(X,U,Y,R,E, 1z, G, C|0) = HH (VR [XEU, 0%) x N(Cy|XEY 5, 08)]™0
i=1 j=1
) D 4)
x[Ber(G|f(Ri;))]=" x Ber(8i;|u=)Beta(uz|a, az)) H (My (Ua:l0, Wy)
d=1

XRN v (Ya:]0, Wy ) x RN n (X4:|0, WX))

We should learn the posterior distribution to estimate the unobserved data using a Bayesian approach. A posterior with
an intractable integral will be obtained using Bayes’s rule. For approximating these integrals, the MCMC algorithm is
a common approximation approach that tries to obtain a sufficient number of samples of the target distribution for a
dependable inference (Carlo| [2004].

5.2 Model Inference

There are various ways to sample a distribution. In this case, we use the Gibbs method as an MCMC technique by
iterative sampling one variable from a conditional distribution with fixing the remaining variables. In each iteration,
all random variables are updated based on the previous value of others. We randomly initialize the values of random
variables. To minimize the effect of random initialization, we should drop the first early samples, which is known
as choosing the sufficient burn-in period. Also, thinning the chain is needed to avoid biased estimation of correlated
samples and reduce processing and storing costs. Thinning is done by not considering the correlated samples and
averaging over every t-th iteration (Carlo| [2004]. The details of the following equations can be found in "Proposed
Method Details," Section 2 of the supplementary document for this paper |sup|[2022].

Sampling Y: Using the vec operator, the posterior of Y is a Gaussian distribution multiply unit step function, where
the covariance 3y and mean py are given by:

Sy = [([An ® X) 0 (05*1mn @ vee(ID))|(In ® X)) + (Ip @ Wy )]

(5)
py =Sy ([(In @ X) 0 (6571w @ vee(IT))|vec(C))
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Figure 4: The generative Bayesian probabilistic representation of the proposed model (DiftStru).

When the covariance matrix is identity, for each cascade j, we can sample latent factor from a D-dimensional normal
distribution multiply unit step function where the covariance matrix and the mean vector are given by:

. -1
Sv @ = (073X o)XY +1
P =0 Sy (X o I0;)C,
Sampling =: As discussed in the previous section, Z;; = 1 when I';; = 1, and hence the conditional posterior density
of Eis:
P(Ei|Gi; = 0,-) = [Eij(1 = f(Rij)) + (1 = Eij)[(Gij = 0)] x p==" (1 — p=)' "= Q)
But this value should be inferred for elements when I';; = 0. In this case P(Z,;;) is a Bernoulli distribution:
P(Ei; = 0|Gy = 0,—) o (1 — =) ®
P(Eij = 1|Gyj = 0,—) o p=(1 — f(Rij))
Therefore, the sampling posterior is:
P(E;=1Gy=1,-)=1
p= — p=f(Rij) ©
PEZ"GZ":O,— = Ber = =
(841G = 0,-) = Ber(§) €= T =t
Sampling p=: Due to the use of conjugate prior for uz, their conditional distribution will be a Beta distribution.
Equation shows the details for pz:

P(uz|-) ~ Beta(pzlar + »_ Sy, 00 +N? = > Fy) (10)
i i
Sampling U: Given the other latent variables, the posterior of U is, we can sample vec(U) from the normal distribution,
where the covariance Xy and mean pg; are given by:

Su = [((05"In) ® (XXT)) + Ip @ Wy )]}
po = Bu(or In ® X)vec(R)]

With the identity covariance matrix, for each user i, we can sample latent factor from a D-dimensional normal
distribution with the following mean and covariance.

amn

-1 .
Sy = [a:QxxT + JD] o 1) = 67PNy XRy (12)

There is a problem in sampling the remaining variables of the joint distribution @) because of the logistic likelihood

function, which is not conjugate with other Gaussian terms. Hence, we utilize the Polya-Gamma latent variables [Polson
et al.|[2013]] by adding an auxiliary random variable A;; (Fig. (3)) for approximating the logistic likelihood with a
Gaussian distribution that can easily multiply with prior normal distributions.

1 e(Rij)
P(Gij|Rij, Eij = 1) = f(Rij) =

T+ eRij)  e®iy) 41
1 1 < —AyRi;? (13)
(Gij- Ry [ ———
= 56 ! 2 ’ /6 2 P(A”)dAU

0

10
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RN
H
ij=

Figure 5: Adding Polya-gamma auxiliary variables (A;;) for presenting the model as conditionally conjugate.

where, P(A;;) ~ PG(A;;|1,0). By conditioning on auxiliary variable, we obtain:

P(Gij|Rij, Eij = 1, Aij) o< eap((Giy — 0.5)Rij — %Ainfj) (14)
Sampling A: The sampling of A is given by:
P(Aij|=) o< P(Gij[Rij, Bij = 1, Aij) P(Aiz) ~ PG(Aj1, Ryy) (15)
Sampling X: The posterior distribution of vec(X”) is a normal distribution with following covariance and mean:
Zx = [[(Y @ In) o (o¢” (vec@)))(Y" @ In)] + [0 (U@ In) (U @ In)] + (Ip @ Wx 1) 7"
1% = Sx[[(Y © Lv) o (052 (vee(ID)")vec(C)] + (07° (U © Ly )vee(R))]

Assuming an initialized identity covariance, for each user ¢, X can be sampled from a D-dimensional normal distribution
with following parameters:

(16)

. -1
@ = [J;Q(Y oIL)Y" +0,°UU" + ID]
W = B [0, 2(Y o IL)CT + 0, *UR. |

Sampling R: The sampling of R is given by N'(R;|1ir,;, 1), where the mean pg, is:

2,(Giy — 0.5)0% + XLU,
PR = iAo+ 1 (18)
=1jxigOp

5.3 Predicting Missing Data

By learning the latent matrices X, Y, U, and &, G = o(XTU) can be estimated. For the missing entry of Gij, Gij is
given by:
GZ_]_ _ {(1) if (& :O)\/(U(XEU:J') = dq)) (19)
else
where d¢ is a threshold for distinguishing links and non-links. To approximate the missing values of ¢, ., first we define

the infection probability of the node 7 in the cascade j with P;;, and if P;; >~ J¢ then Cij is estimated by X2 Y.; with
mapping the negative and the out of interval [0, T'] values to uninfected state:

Z:XY':Y]a
& = JO if((Py 28c) V(2 <0V 2= T)) (20)
YT 2 else

The infection probability matrix is defined as P = IT7 A, where IT is the mask diffusion matrix that we have already
defined. A isa N x N infection transfer matrix, that each of its (%, j) elements indicates the probability of infection
propagation from node i to node j as Equation (ZI)), where |{x}| is the cardinality of set *. In other words, it represents
the ratio of the number of cascades that node ¢ has been involved in before node 7, in comparison to the total number of
cascades each of them participated in.

{(Ci. N C)|(Ci. < C;)}
{(Ci. UG}

From the diffusion observations, we obtain the probability that the simultaneous concurrence of two nodes ¢ and j in
cascades is due to the infection transmission from ¢ to j.
The DiffStru algorithm is presented as Algorithm (2)).

A = 1)
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Algorithm 2: DiffStru Algorithm

Input :Observed Matrix Cascade C, Observed Matrix Graph G,al, Qs, U%, 012% , max iteration 1", burn in b,
thinning k, and latent factor D

Output : Inferred Matrix Cascade C, Inferred Matrix Graph G

(N, N) =shape (G);

(N, M) =shape (C);

Initialize W+ 1, Wx 1, Wy !, with Equation (26) or identity matrix

Initialize XP*N RNXN yDxM [yDxN ANXN '\ NXN randomly Initialize binary mask ZV*~ and ITIV*M
from G and C;

fort=1,..,T do
Sample R’ from normal with
Sample each element of Eijt from ()
Sample X! from (T6) or
Sample U* from (TT) or (12)
Sample Y* from (3)) or (6)
Sample each element of Af; from (I3)
Sample ! from (T0)
end
T-b T-b
F N btk F S bk
X = XUk Y = ybki
T-b Z ' T-b Z
=1 =1
T—b b
U — Ub—‘rkl’ E — Eb+k’t
o T 52
Compute G from (T9)

Compute C from

5.4 Computational Complexity

The most time-consuming part of the algorithm is sampling three latent factors. In a parallel environment, the time
complexity of sampling of variable U as Equation (T2) is O(D? + D?N), variable X based on Equation is
O(D3+ D?N + D?M), and variable Y from Equation (6) is equal to O(D? + D2N). Hence, in 7 iterations, the total
complexity of the algorithm is equal to O(T'D?(D + N + M)), which is linear with respect to N, M and D << M, N.

6 Numerical and Simulation Results

For supporting different network scales, we implement DiffStru in a distributed framework named Ray Moritz et al.
[2018]], which is an open-source framework for scaling up Python applications from single machines to large clusters.
Depending on the amount of input data and resources required in each step of the algorithm’s iteration, new machines
can enter the cluster during the run of the method. We also used Ray for tuning hyper-parameters of our method and the
rest of the works with which we have compared. We ran all experiments on a server with an Intel® Core™ i9-7980XE
Extreme Edition Processor equipped with 128GB of RAM and two NVIDIA GeForce GTX 1080 TI, running Ubuntu
18.04. Since no related work addresses joint completion of the missing parts of diffusion and structure, we separately
compare DiffStru against different link prediction, network inference, and cascade correction and prediction methods.

Structure part competitors: We chose Adamic Adar (AA)|Adamic and Adar [2003]], Resource Allocation (RA)|Ou
et al. [2007]], and Common Neighbor (CN) Lorrain and White|[[1971] as classical link prediction methods as well as the
recent fusion matrix factorization method (FPMF) Wang et al.[[2018]]. The classical approaches calculate the similarity
weight of any unlinked pairs of nodes. Unobserved links can be obtained by sorting the weights in ascending order and
cutting the top pairs. FPMF is a matrix factorization method that fuses some asymmetric and symmetric topological
metrics with an adjacent structure matrix to learn the latent factor of nodes with gradient methods. Link-Corrected
Prediction AlgorithmILCPA |Chai et al.|[2022] is a maximum likelihood method for estimating hidden links. These
works are based on the incomplete structure of networks as inputs.

From the network inference category, we selected the Netrate Gomez-Rodriguez et al.[[2013]], DANIRamezani et al.
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[2017], and REFINE [Kefato et al.| [2019]] methods that find hidden links using fully observed diffusion information.
We used partially observed cascades as the input of these methods.

Cascade part competitors: There is no work for mining the omitted infected nodes in the diffusion category by
estimating their infection time. To compare this part of DiffSru, we chose a cascade prediction technique called
DeepDiffuse [Islam et al.| [2018]]. DeepDiffuse tries to predict the next node in a cascade by ranking the possible
candidates by estimating a single time. However, this method does not pay attention to missing data and aims to
predict the next step of the cascade sequence by assuming that the observed steps are complete. Therefore, to compare
DeepDiffuse with DiffSru, we should input the cascade sequence up to any missing step point to the model to obtain
the prediction. Then we can compare the error of the predicted next infection time. As a baseline, we fit a polynomial
regression model (with degrees one and two, named Reg-1 and Reg-2) on a sorted cascade sequence. Then for any
missing node k, which is infected after node i and before node j, we find the related time from the learned regression
model using the mean indexes of node ¢ and j in the sequence. We provide more prior knowledge for both DeepDiffuse
and baseline methods compared to DiffStru. Both methods know the position of two nodes in a cascade where the
missing has happened. Therefore, computing the missed infection time is approximated relative to the time of the
previous node. However, DiffStru does not utilize this information. While DeepDiffuse predicts the next infected node
with its infection time, other cascade prediction methods included in Section (3)) do not predict time. Since we aim
to detect missing nodes with their infection time, DeepDiffuse is the only comparison candidate from the "cascade
correction and prediction” category. For more experiments, we used NetFill Sundareisan et al.[[2015]], which finds the
missing nodes in a cascade without their infection time by using the entire structure of the network. The only way to
compare DiffStru and NetFill is based on the inferred number of missed infection nodes.

Joint Weighted Nonnegative Matrix Factorization (JWNMF) |Tang| [2023]] is another link prediction method using
non-negative matrix factorization and binary attributes of nodes. By defining the cascade participle as a node attribute,
we construct this attribute matrix from partially observed cascades. Whenever a node is infected in a cascade, its related
attribute is 1, otherwise 0. By doing this, we make JWNMTF the closest related work with the same inputs as DiffStru.

Our experiments were conducted using the official code provided by the authors of all related works, except REFINE
and JWNMF (REFINE and JWNMF codes were not available). We implemented their methods ourselves based on the
explanations provided in their papers. We used ray hyper-parameter tuning for each of these two methods to achieve the
best results. Our implementations of REFINE|and JWNMH?| are available on GitHub.

6.1 Description of the Datasets

Synthetic: We generated synthetic directed graphs resembling real social networks independent of the proposed model.
The LFR (Lancichinetti-Fortunato-Radicchi) network is a benchmark having interesting real-world features such as
community structure and power-law degree distribution|Lancichinetti et al.|[2008]]. We generated three different artificial
LFR networks having 50, 100, and 400 nodes with parameters: mixing parameter 0.1, degree sequence exponent
2, community size distribution exponent 1, and zero number of overlapping nodes. Then, we simulated different
independent cascades on each graph using the method described in|Gomez-Rodriguez et al.| [2012]. The transmission
model was exponentially distributed with parameters: alpha=1, a mixture of exponential=1, and beta=0.5.

Real world: As stated earlier, data loss in real-world datasets is unavoidable. Thus, creating a test scenario on these
datasets will cause an extreme lack of information, and no proper ground truth exists for evaluation. Therefore, we
consider a dense part of these networks (by choosing a big community) with a density of about 0.1 to test and perform
data deletion scenarios. Therefore, we applied this approach to two real datasets: A Twitter dataset during October
2010 with a network of 6642 links between followers and time sequence of retweeting between 2144 activity of users
Hodas and Lerman|[2014]]. Also, a Memestracker dataset with 4828 memes propagation between websites during April
2009 with a 41404 graph connection Leskovec et al.[[2009].

6.2 Evaluation Metrics

To evaluate the results of DiffStru, we compared its performance from structural and diffusion points of view. The
observed G and C are the training sets, and we treat them as known data, while the missing parts of G\G and C\C
are testing sets, and no knowledge about these sets is used in learning our model. If the output of models is represented
with G and C, then we evaluate the reconstruction of estimated matrices and accuracy of different aspects with the
following metrics:

SRE: With Signal Reconstruction Error (SRE) [Iordache et al.| [2011f], we can evaluate the success rate in re-
constructing the ground-truth matrix - the higher this metric, the lower the recovery noise ratio to the original

"https://github.com/AryanAhadinia/REFINE
*https://github.com/AryanAhadinia/TWNMF
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matrix. For the ground-truth matrix Z, if the estimated matrix is Z., SRE metric is approximated as lordache et al.[[2011]:

Z 2
SRE = LBQ (22)
7 - ZH
2

AUC: Since we face an unbiased binary classification in reconstructing the structural information (matrix G), the area
under the receiver operating characteristic curve is a useful metric for evaluation, which is independent of the threshold
setting. AUC measures the probability of randomly selecting linked and unlinked pairs of nodes and checking if the
probability of linked pairs is higher than unlinked pairs. The higher AUC value indicates the better performance of the
model in classifying the two classes.

. Z(a,b),(c,d)e(G\G) H(G(av b) - G(C7 d)) + 0.5(@(&, b) = G(C7 d)):| X ]I(G(av b) =1, G(Cv d) = O)

Z(a,b),(c,d)e(G\é) I(G(a,b) =1,G(c,d) = 0)

Precision, Recall, and F-measure: By applying a threshold on probabilities of matrix G, we can map the elements
to zero and one values. The precision and recall are defined below, and F-measure is the weighted harmonic mean of
recall and precision.

(23)

AUC

s ~

Precision:G:?AG:}AG:1,Recall:G:O/\G:}/\G: (24)
G=1NG=0 G=1NG=

Accuracy: Is a metric for measuring the portion of correctly classified pairs:

G=0AG=1AG=1+(G=0AG=0
acc =" - (’)“ ) (25)

MCC: The Matthews Correlation Coefficient metric Matthews| [[1975] is suitable for measuring the quality of binary
ill-balanced classification, which utilizes the ratios of true positives, true negatives, false positives, and false negatives.
When the value of this metric is near 1, the estimated value is closer to reality, while the value closer to 0 shows the
estimator prediction is close to random, and the —1 value indicates a complete disagreement.
MAPQ@K: The Mean Average Precision is utilized for measuring the performance of DeepDiffuse Islam et al.| [2018]].
If we have # A number of missing activities, the ground truth of these test samples has one value, while DeepDiffuse
outputs an ordered list of nodes. MAPQK means averaging overall prediction of # A samples based on the QK top
A

. BRSL R SIES)
first of the algorithm output list IZIT
RMSE: We measure the Root Mean Square Error (RSME) between C and C for the timestamp of observed training
data and test unobserved nodes. There is no fixed threshold limit for RMSE, and the lower value indicates a better fit.

6.3 Experiments Setting

The first step toward setting inputs of experiments is simulating the missing information in all datasets. Missing data
can occur at random events, which leads to an unbiased analysis. However, in some real cases, data missing may happen
because of sampling techniques or some limitations of APIs that are not random. For example, we cannot gather all
the connections of a high-degree node that directs us to the missing data. Since we do not have any assumption about
deletion in the proposed method, we ran different experiments for two types of missing data.

Random missing: We eliminate data with uniform distributions to simulate random missingness. For this purpose, we
first choose a remove rate 6 € [0, 1]. Then for each link of structure or activity in the diffusion, a random value 7 is
generated from a uniform distribution on [0, 1], and if (7 < 6), we remove that data.

Non-random missing: For a non-random scenario, we randomly remove the links between nodes whose outdegree is
higher than five. Besides, we calculate the activities of each node, and activity removal is done randomly over the set of
nodes with more than five participants. By default, runs were over 1000 iterations with burn-in of 900 and thinning of 1.
If there is a change in the setting of any scenario, we have listed the new settings.

6.4 Hyper-parameters Setting

The link prediction between any two nodes is correlated with the structural properties of nodes so that the more similar
structural relations of two nodes will lead to more likelihood of a link between them. Furthermore, the cascades that
have infected more similar nodes are more alike in their diffusion path. Suppose that @fg is a measure of the structural

similarity between two nodes ¢ and j in a network, then the larger value of @f](- indicates the lower distance between
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X.; and X.;. Therefore, for any pair of nodes, we look for the minimal value of the following equation:

N N D

N N D
SN ON X = Xyl = D0 D (OFXE - O XaXy) = > XE(CT - 0¥)Xa (26)
d=1

=1 j=1 1=1 j=1d=1

N
where £X = ((* — ©7¥) is a Laplacian matrix with ;¥ = Y- © is a diagonal matrix. This property of X is
j=1

equivalent to multivariate Gaussian distribution with zero mean and inverse covariance matrix W x ' = £¥. Similarly,
we can model U and Y. To initialize the covariance matrix of hyper-parameters, we can set it to an identity matrix
without modeling the correlation of nodes and cascades (independent priors) or considering the relation of these
components (correlated priors). For dependent priors, we use the similarity of nodes as the number of common
neighbors in the partially observed structure network for @ and ®U. In contrast, the similarity of cascades is defined
by the ij entry of ®Y, which is the number of common nodes in i-th and j-th cascades. Other hyper-parameters are set
as, in Equation (20) where 6 = 0.5 and é¢ in Equation (T9) is set as the mean value of all P elements. Moreover,
oc?=1,052=1,D=28,a; =0.2,and ay = 0.3. All the elements of matrix X, U, and Y have been initialized by
sampling from the Rectified Normal Distribution so that all elements are positive.

6.5 Model Analysis

In this section, we verify the impact of different parameters on the performance of DiffStru and focus on its ability
to solve problems in various situations. Some experiments on synthetic LFR networks are intended to answer the
following questions:

(1) What is the best size of the latent space (hyper-parameter D)?

Learning the latent factors of the model in the smaller dimension will reduce the complexity of inference calculations.
On the other hand, the model focuses on completing the structure and diffusion matrices simultaneously. While the
measurement metrics for completing these matrices differ, we scan for a lower dimension where the best results can be
achieved in both structure ad diffusion spaces. Because of random initialization, we ran the model multiple times and
reported the mean and standard deviation of metrics, as shown in Fig. (). Here, the different values of latent factors
are analyzed, and D = 8 is the best choice with a higher mean value and lower standard deviation in terms of AUC,
precision, and F-measure for mining missing links, as well as lower mean and standard deviation for RMSE in finding
missing activities.

92 52 60 80 107
g 50 0‘5) 50 = Ll 108
0 B @ 5] »
2 48 @ 40 B 60 ="
88 L £ [v4 [\
o 46 w30
1.03
86 40
2 4 6 8 10 12 2 4 6 8 10 12 2 4 6 8 10 12 2 4 6 8 10 12 2 4 6 8 10 12
Dimension Dimension Dimension Dimension Dimension

Figure 6: Comparing structural and diffusion metrics against different values of latent space in the LFR100 dataset.

(2) How does the density of the ground-truth network structure affects the inference of missing information?

We simulated four different LFR datasets with 50 nodes and 50 generated cascades with different mixing parameters to
have various densities. Then in each dataset, we randomly removed the activities in cascades with 0.3 rates and the
remaining 60% of links as observed data. The results are reported based on an average of five training sets and their
standard deviations. The sampling set had 2000 iterations, burn-in of 1500, and thinning of 5. Fig. shows the
ground-truth graph’s structural metrics against different densities. As illustrated, increasing the amount of information
improves the method’s performance. As shown in Fig. (7b), more links lead to better cascade estimation. Moreover, we
achieve acceptable results only by observing approximately half of the data in structure and diffusion layers.

(3) How is the performance of DiffStru even if there is no activity observation for a subset of users (e.g., users with
private accounts)?

In the LFR50 dataset, we used the same removal setting as the previous analysis mentioned in question (2). We increased
the amount of data deletion by removing the complete information of five rows of diffusion matrix to simulate the
private user profiles. In addition to accessing half of the user’s activities, we did not have any data about the activities of
five network nodes. Then, two settings of the proposed method (correlated and independent priors) were tested. Fig.
demonstrates the result of DiffStru when the hyper-parameter covariance matrix of the prior distribution is initialized
with correlated side information and when the priors are independent by utilizing an identity matrix. We found that the
dependent prior can increase the performance of DiffStru for both structure and diffusion information, especially when
there are empty rows in the cascade matrix.
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Figure 7: Impact of structure network density on LFR100 dataset. The horizontal axis of the plot represents the density
of the ground truth and observed network. The input to the models is the observed network, which is less dense due to
partially observed data (only 60% of links are observed).
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Figure 8: Effect of using correlated values for initializing the covariance matrix of prior distributions in LFR50 dataset.

(4) Can the learned latent factors be used for classification problems?

Each node and cascade can be represented with an embedded D x 1 vector. LFR100 and LFR400 datasets have
four and six ground-truth embedded community structures, respectively. We visualized the network nodes from the
learned matrix X and U with the color of their communities as shown in Fig. (9a), (9b), (9d), and (O€), by using the
PCA and t-SNE methods Maaten and Hinton| [2008]]. The figure illustrates that nodes’ embedded learned features are
separated in space according to their community labels. At the same time, we did not consider any assumptions about
the community structure in DiffStru. Despite node classification, we do not have any ground truth for comparing the
cascade classifications. Still, their embedded vectors based on the learned matrix Y are shown in Fig. and (91).
(5) What is the impact of the removal rate on the performance of DiffStru?

We investigated this issue on the LFR100 dataset. First, keeping the complete diffusion information, we examined the
effect of link removal on the output of link mining. In this scenario, there was no test for cascades. The infection times
estimator was tested in the training set of cascades. We randomly chose 203 samples of links from the structure network
for the test. Then in experiments, we decreased the number of observations to find out the impact of link observation on
the method’s performance, as shown in Fig. (T0). Second, we tested the different missing rates in the cascade data using
the full observed graph of nodes. We chose 1655 activities as a test and did the experiments on various observations.
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Figure 9: Visualization of learned latent feature matrices.
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Here, we evaluated cascade information, and there were no missing links for testing. In Fig. (IT)), the performance
of DiffStru on the two data splits is represented. RMSE on the training data is almost constant while decreasing by
increasing the number of observations in the test set.

0.30

n

© .28

0.26

Precisi

0.24

0.38

0.36

0.34

McC

0.32

N——

1300 1500
Observed Links

1100 1700

1100 1300 1500

Observed Links

1700

Recall

SRE

0.6

0.4

0.7

0.5

©0.36
3
2]
8034
20
[
0.32
1100 1300 1500 1700 1100 1300 1500 1700
Observed Links Observed Links
0.9975
£
© 0.9950
o
'_
L 0.9925
2
0.9900
o
0.9875
1100 1300 1500 1700 1100 1300 1500 1700

Observed Links

Observed Links

0.910
O 0.905
=)

< 0.900

0.895

0.140

RMSE Test
o
B

<
@
S

1100 1300 1500 1700
Observed Links
1100 1300 1500 1700

Observed Links

Figure 10: Impact of link removal rate on the link inferring and diffusion matrix results for LFR100 dataset.

6.6 Comparison

We tested DiffStru against related works on two synthetics and two real datasets. Based on the description in Section
(63), different missingness patterns were utilized for generating the test scenarios. The Gibbs sampler of DiffStru was
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Table 3: Comparison results for mining omitted activities of cascades in random and nonrandom deletion.

Dataset Metric DiffStru DeepDiff Reg-1 | Reg-2
RMSE 0.97 0.22 047 | 047

LFRI00 A p@10.50,100 - 7.90.10.20, 1060 | x >
RMSE 047 0.05 026 | 024

§| R0 yiap@ios0.000 | - TIL 160,190 | x | X
= — RMSE 011 0.18 0.16 | 0.16
& MAP@10,50,100 - 12,70, 1530, 1540 | x x
e RMSE 179 1.99 198 | 255
MAP@10,50,100 - 830, 10.04. 1070 | x X

RMSE 0.08 0.13 045 | 039

LFRI00 A p@10.50,100 - 110, 1320, 1350 | x =

§ LFRA400 RMSE 0.49 0.03 026 | 023
2 MAP@10,50,100 - 130, 1.80, 2.00 > %
= i RMSE 0.10 0.07 0.06 | 0.08
g MAP@10,50,100 - 5770, 6.80.7.30 > %
Z Mom RMSE 3.40 2.66 241 | 2.97
MAP@10,50,100 - 1020, 12,00, 1230 | x >

run with 5000 iterations, burn-in of 4500, and thinning of 5. The comparison over the structural network is reflected
in Table for non-random and random missing.. In both cases, DiffStru outperforms others in different metrics,
especially simultaneously in AUC and F-measure, which are essential performance metrics for imbalanced datasets.
The input for CN, FPMF, AA, RA, and LCPA is the observed network, while Netrate, DANI, and REFINE use the
observed cascades. DiffStru and JWNMF utilize both observed networks and cascades.

Analysis from the diffusion perceptive is reported in Table (3). Notably, the range of RMSE value does not have a
limited ceiling. The remarkable point is that DiffStru infers any missing cascade node with its infection time. Still,
DeepDiffuse outputs a unique infection time and sorts all network nodes according to the probability suggested for
the next infected node in the cascade sequence. While DiffStru exactly infers the missing node and its timestamp, one
should evaluate the precision of DeepDiffuse for discovering the node. Besides, the output of DiffStru is a single node
with a real-value time, while DeepDiffuse ranks the nodes. We also had to report the MAP@K metric for DeepDiffuse,
while this metric is not necessary for DiffStru.

For the structural network, the ratio of unlinked pairs against the linked nodes is too high; hence, we face the problem
of imbalanced data. AUC and F-measure are the popular metrics for comparing the imbalanced classification. In all
cases of random and non-random missing in four different synthetic and real datasets, DiffStru outperforms the other
methods in terms of AUC. AUC shows that the overall performance of DiffStru at all different thresholds is almost high.
For real-world data, to have better interpretability, we should compare methods in terms of F-measure by choosing
the best threshold for each classifier to explicitly assign samples to two different classes. DiffStru is better than all the
competing methods in terms of F-measure, except for the Twitter dataset, in which the CN method has a slightly better
F-measure. The same pattern occurs in the accuracy metric. However, accuracy is not a good metric for imbalanced
applications. Moreover, the higher SRE values indicate that the oracle adjacency matrix is recovered with less error. On
average, the performance of DiffStru is high for the SRE criteria. For the MCC metric, the probabilistic methods (first
DiffStru, and then FPMF) have the best performance compared to the classical methods. Finally, the precision-recall
curve for the competing methods is shown in Fig. (I2). The break-even points of DiffStru are near 0.54,0.53,0.94, and
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Figure 11: Impact of cascade removal rate on the infection time of diffusion matrix results for LFR100 dataset.
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Figure 12: Precision-Recall curve on four different datasets. DiffStru achieves more break-even point value than other
methods in completing the structural network.

0.79 for LFR100, LFR400, Twitter, and Memetracker datasets, respectively, which are all higher than the other methods.
In general, DiffStru performs better than the competing methods regarding different metrics of Section (6.2). Based
on the results, REFINE from the network inference category performed less well than other works because it is more
sensitive to missing data, a factor it does not consider.

For the diffusion network comparisons, due to the lack of similar work, we had to make unfair comparisons with
DeepDiffuse and Regression models for evaluating the RMSE of missing infection times. DeepDiffuse provides a
sorted list of nodes instead of suggesting a specific missed node. The RMSE of infection times for the test data and
MAP@XK for predicting the name of a node are listed in Table (3). Since the regression models cannot detect the node’s
identity, the corresponding table cells for MAP@K are filled with x, and just RMSE is reported for its two versions,
Reg-1 and Reg-2. On the other hand, DiffStru finds the missing node with its infection time, and its RSME is reported
in the table. Because of the exact inference of DiffStru, its MAP@K is always 100%, and hence we have reported
this fact by filling the corresponding cells in the table with —. It can be seen that despite the accurate identification
of the missing node with DiffStru, its RMSE for infection time is in the appropriate range. In the RMSE comparison,
it is important to note that the maximum value of RMSE is not limited to one. Fig. (13) illustrates the comparison
between our proposed method, NetFill, and JWNMF. The JWNMEF and NetFill algorithms attempt to determine the list
of missing nodes without inferring the time of infection. Due to the incompleteness of the network structure, NetFill
and JWNMF perform worse than DiffStru. A total number of 636 cascades participating nodes are missed in Twitter,
while Diffstru detects 539, NetFill detects 9, and JWNMEF detects 835. Among the 2954 cascades participating nodes
missing for LFR100, DiffStru, NetFill, and JWNMF inferred 2202, 705, and 7934.
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Table 4: Link prediction result for random and non-random deletion.

Non-random Missing Random Missing
Dataset Method ACC F1 AUC MCC SRE ACC F1 AUC MCC SRE
DiffStru  67.85 5635 9158 052 0095 90.54 57.68 91.64 054 098
JWNMF 87.46 4437 73.81 0.38 0.86 87.25 44.08 72.84 037 0.85
FPMF  89.18 54.84 89.46 0.50 0.86 89.17 55.65 9023 051 0.86
CN 8542 4935 86.10 046 0.64 8529 4922 86.77 045 0.63
AA 85.15 50.08 86.74 047 0.62 86.85 49.89 87.53 045 0.71

LFR100
RA 8590 49.80 86.96 046  0.65 86.98 50.11 87.87 046 0.71
LCPA 8132 32,60 67.02 024 0.74 79.37 32.02 6644 023  0.70
Netrate 89.98 56.83 7626 0.51 1.12 84.54 3930 67.03 0.31 0.73
DANI  81.03 4237 86.16 038 0.70 82.57 4342 86.65 039 0.73
REFINE 8551 4486 8398 039  0.80 86.29 4724 80.63 042 082
DiffStru  93.65 58.85 92.15 059 0.86 93.58 5894 9241 059 0.85
JWNMF 93.67 39.07 59.54 035 092 94.01 40.51 5838 037 095
FPMF 9355 5799 9208 057 0.86 9333 5544 9186 054 0.82
CN 93.08 5838 9191 059 0.79 93.08 5839 9214 059 0.79
LER400 AA 93.09 5838 9194 059 0.79 93.10 5839 92.16 059 0.79
RA 93.09 5840 9194 059 0.79 93.09 5840 9215 059 0.79
LCPA 9135 31.12 7248 027 0.84 9248 3243 70.72 028  0.85
Netrate  93.04 4589 7463 043  0.79 91.38 37.58 70.68 034 0.63
DANI 9271 51.80 9142 050 0.86 9299 52.10 91.73 050 0.88
REFINE 92.64 48.14 9029 045 0.86 93.85 41.88 5997 038 094
DiffStru  99.82 9875 99.84 0.99 40.45 99.50 9640 9876 096 14.34
JWNMF 9998 3.77 56.09 0.00 0.96 99.97 9.01 6850 0.06 0.68
FPMF  99.63 97.48 9879 097 19.93 99.29 95.00 96.52 094 10.19
CN 99.84 98.90 9948 098 4593 99.50 9643 9730 096 14.49
Twitter AA 99.84 98.88 9949 098 4593 99.50 9643 9730 096 1449
RA 99.39 96.78 9939 096 1594 99.21 9448 9720 094 9.16
LCPA 9996 872 61.13 0.09 0.64 99.97 14.11 63.76 0.15 0.79
Netrate ~ 7.27 13.62 50.00 0.00  0.08 96.95 3692 7267 036 0.62
DANI 9951 037 5474 0.01 0.16 99.80 054 5578 0.01 0.25
REFINE 9998 0.06 7129 0.00 1.00 9946 052 6194 0.01 0.15
DiffStru  70.25 80.99 98.33 0.80  2.65 9753 7942 9774 0.78 243
JWNMF 9251 4891 8759 045 0.89 9255 47.73 8697 044  0.89
FPMF 9343 51.85 9218 048 097 94.04 51.21 91.08 048 095
CN 9327 55.19 9458 053  0.88 91.00 54.03 9333 0.51 0.92
Memetracker AA 93.17 5575 9481 053  0.88 90.99 5450 9352 052 090
RA 94.08 58.03 9546 0.55 1.00 91.56 54.72 9395 052 0091
LCPA 8838 36.69 73.89 0.31 0.81 8747 3646 7416 0.31 0.78
Netrate  96.24 5440 68.68 0.60  1.60 95.68 43.84 64.04 0.52 1.39
DANI  97.17 6931 7651 0.71 1.45 97.07 67.81 7565 0.70 143

REFINE 88.06 34.67 7349 031 0.70 87.47 2633 68.78 021  0.69
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Figure 13: Detection of missing nodes in cascades without inferring the infection time.

7 Conclusion and Discussion

Although, in the past, researchers have worked on predicting the missing links of the network using existing links or
inferring the structure from the cascades, completing cascades and links with the concurrent incompleteness in both
of them has not been considered. In this paper, we presented a novel generative model called DiffStru by combing a
network’s partially observed structure and diffusion information to infer the missing data efficiently. We embedded
the observations in a low-dimensional latent space by fitting suitable distributions and estimating parameters with
Gibbs sampling. DiffStru learns the latent factors during inference and can be utilized to solve other related network
classification problems, such as community detection. We conducted several experiments on synthetic and real datasets
to measure the effectiveness of DiffStru. To extend the proposed method, we can use different prior distributions for
different link observer variables if we can obtain more network data, such as the profile and features of users. In future
work, instead of the inner product of latent matrices, a deep-learning approach can be utilized for model inference to
capture the complex relations of the data. In addition, our generative model can be extended to support more coupling
relations. Another future direction of this work is extending the model to a dynamic framework by using the diffusion
and structure of previous snapshots to forecast the next step of network evolution and predict the cascade sequences.
Therefore, the model can infer the addition and removal of links caused by users joining or leaving the network. The
creation time of links can also be estimated.
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