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ABSTRACT
Buildings are highly responsible for total energy consumption in
cities; therefore, accurate estimation of building energy consump-
tion is essential for developing energy-efficient strategies on an
urban scale. Data-driven urban building energy models can predict
energy use with high precision and low computational cost. In re-
cent years, machine learning, especially neural networks, emerged
as the prominent method for predicting energy load for buildings.
These models typically use different input features on building
form, occupancy and operation. However, they remain inadequate
in capturing the complex inter-dependencies (i.e., heat transfer)
between units in multi-zone buildings, as they do not have an ex-
plicit representation of the neighborhood relations between zones.
The precision of data-driven models can be improved using Graph
neural networks (GNN) that can capture the underlying relation-
ships and dependencies between different building elements. In this
paper we propose a novel GNN model that surpasses the current
state-of-art methods for the prediction of zone-level heating energy
use. We applied the methodology in a residential neighborhood
consisting of 5866 buildings and 64462 zones. We use zone-level
features regarding their geometry, material thermal characteristics,
internal loads as node features, inter-zone parameters as edge fea-
tures (total area and U value of the adjacent surfaces) and weather
parameters. The results showed that our proposed model provides
improvements over alternative approaches for precise prediction
of urban building energy consumption.
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1 INTRODUCTION
Cities consume about 75% of the world’s energy and cause more
than 70% of greenhouse gas emissions [31]. Reducing the energy
consumption of buildings therefore plays an important role in reduc-
ing global carbon emissions [30]. Accurate prediction of building
energy use at the urban level is essential for developing energy-
efficient strategies, and assessing the impact of climate change on
buildings to accelerate cities’ clean energy transition [16]. In this
context, urban building energy modelling (UBEM) is a viable ap-
proach to make informed decisions to reduce energy consumption
and CO2 emissions [11].

Urban building energy models can be physics-based and data-
driven models [8]. Physics-based models are based on fundamental
thermophysical mechanisms, providing reliable estimation of en-
ergy performance through simulations. However, the development
of energy models is time consuming especially in an urban context,
due to requirements of the large amount of data and high-level
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of modelling expertise [21]. Alternatively, data-driven UBEM ap-
proaches can learn from existing data without the need for physics-
based models and simulations [4]. Data-driven UBEMs, unlike
physics-based models, focus on capturing patterns in existing data.
They are also preferable due to their highly accurate performance
results at lower computational costs compared to physics-based
UBEMs [22].

Despite their advantages, data-driven models still have some lim-
itations. Most data-driven UBEMs capture target outcomes based
on building-level parameters, (i.e., thermal properties of building
elements, internal loads, occupant behaviours, energy systems),
assuming that buildings are independent [17]. However, building
energy consumption depends not only on building or zone charac-
teristics, but also on inter-dependencies between zones or buildings
[17].

In reality, buildings in close proximity affect each other in sev-
eral ways. Especially when the buildings are interconnected, the
interactions between adjacent surfaces have a significant impact on
energy consumption and indoor thermal conditions [15]. However,
there is a knowledge gap on how building interactions should be
handled in data-driven UBEM models. In order to fill this gap, this
paper proposes a novel graph neural network (GNN) model for the
prediction of urban-scale building energy consumption. We applied
the methodology in a residential neighbourhood consisting of 5866
buildings and 64462 zones. We present a comparative analysis of
the performance of our proposed model with different machine
learning (ML) models.

Contributions. The main contributions of this paper can be
summarised as follows:

• To be able to consider different types of zone inter-
dependencies, we extend a widely-used GNN model to con-
sider relations between zones while making predictions. To
be specific, we form a GNN that includes not only node
embeddings but also edge embeddings, and augment the
GraphSAGE [14] model by incorporating edge embeddings
while passing messages between nodes.

• We show on a large-scale urban setting that the proposed
approach performs better than an approach usingmulti-layer
perceptron or GNN models.

2 RELATEDWORK
2.1 Urban Building Energy Modelling (UBEM)
Data-driven UBEM have gained popularity since model develop-
ment requires less laborious processes and benefit from the use
of smart sensors and data mining approaches [17]. They provide
important insights into the energy consumption patterns of build-
ings in urban areas by analysing building stock and developing
strategies to reduce energy consumption. Data-driven UBEM can
be grouped as statistical models and machine learning (ML) models
[25]. Statistical models utilise explicit mathematical functions to
forecast building energy consumption based on input data [22]. ML
models, on the other hand, learn from existing data a mapping to
estimate building energy consumption [27]. random forest (RF),
support vector machines (SVMs) and artificial neural networks
(ANNs) are the most common ML algorithms. Many surveys (e.g.,

[4, 27, 35] and [18]) reviewed existing studies that use machine
learning models in prediction of building energy consumption.

2.2 Graph Neural Networks for UBEM
Nevertheless, the majority of data-driven UBEMs capture results
based on the building level features, assuming that buildings are
independent of one another. A prominent solution is to use graph
neural networks (GNNs), which are deep learning algorithms based
on graph representations that can model a set of objects and their
relationships [37]. GNNs can use node and edge features to describe
the relationships between buildings or zones. The representation
of each node in a graph network is automatically defined by its
attributes and the aggregate of the surrounding nodes because
GNNs use a message passing mechanism [37]. Edges can be used to
indicate the relationships between the interconnected buildings or
zones, while nodes can be used to represent the particular building
features, such as thermal characteristics, occupant behaviour, and
internal loads. GNN models may learn about a building’s energy
consumption based on its own characteristics and propagate the en-
ergy impact of nearby buildings via graph structure by information
propagation [17].

Hu et al. [17] proposed a spatio-temporal GNN model to predict
hourly energy consumption of buildings based on graph repre-
sentation. Their study considered solar-based inter-dependencies
between 26 buildings. They concluded that graph-based data-driven
models can greatly reduce building energy usage on an urban scale
by comparing the performance of the proposed model with other
time-series machine learning models. Lu et al. [21] developed a
GNN model to learn the energy load patterns of each basic block.
After applying their methodology on 800 buildings and compar-
ing different data-driven models (ANNs, support vector regression
(SVR), random forest (RF), and gradient boosting tree), their results
indicated that the proposed GNN showed the highest performance
accuracy. Chen et al. [9] developed a GNN-based cooling load pre-
diction method. They compared the results with onsite data, con-
cluding that the proposed GNN model is effective in cooling load
prediction.

2.3 Comparative Summary
As reviewed above, we note that recent studies [9, 17, 21], have
started exploring the use of GNN for UBEM, demonstrating the
promise of representing relations among entities for UBEM. Differ-
ently from these studies:

• Existing approaches consider zones in isolation, ignoring
the heat transfer between neighboring zones through shared
internal surfaces. Especially when the indoor conditions (in-
ternal loads, set points, schedules) of neighboring zones are
sufficiently different from one another, heat transfer between
zones can constitute a significant portion of the total heat
gains and losses.

• For more accurate estimation of energy use, we utilize GNNs
that incorporate zone-level inter-dependencies. To be able
to integrate zone-level inter-dependencies, our approach
extends a GNN by taking into account the inter-dependency
representations while making predictions.
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• Prior GNN-based studies considered only small-scale neigh-
borhoods with small number of zones such as 800 buildings
with 4 to 7 zones per building in (Lu et al. [21]) whereas we
validated our approach on an urban-scale with 5866 build-
ings with 64462 zones.

3 METHODOLOGY: GNN-BASED UBEM
(GUBEM)

Our approach first constructs a graph by analyzing the inter-
dependencies between zones (Section 3.1). For this, a region in
the city of Ankara is selected and energy consumption values are
obtained (Section 4). The graph constructed after the first step is
used in a GNN and trained for UBEM (Section 3.2). See Figure 1 for
an overview.

3.1 Zone Inter-dependency Analysis
Modeling zone inter-dependencies is an integral component of our
contribution and has an effect on capturing heat transfer between
neighboring zones. While representing relations between neighbor-
ing zones, we use the U value and the area of the wall connecting
the zones as well as the floor difference between the zones. Using
these parameters and features representing the zones, we model
each building as homogeneous bidirectional graphs. Each node
represents a zone and each bidirectional edge represents relations
between neighboring zones.

3.2 Zone-level Graph Neural Networks for
UBEM

3.2.1 Background on Graph Neural Networks. Common deep learn-
ing methods are applicable on Euclidean data. However, in the real
world, data can be quite irregular and non-Euclidean. A prominent
solution to this problem is to represent irregular structures in data
with graphs. GraphNeural Networks have been successfully applied
to different fields including such as Chemistry [12], Finance [33],
Natural Language Processing [29], etc. A commonly-used GNN
type is Message Passing GNNs that perform convolution operation
using neighbours of nodes [36]. A message passing GNN computes
new node representations by “passing messages” across each node’s
neighbours [37].

A GNN relies on a graph which consists of nodes connected with
edges. Let 𝐺 = (𝑉 , 𝐸) be a graph with 𝑉 the set of nodes and 𝐸 the
set of edges. Each node 𝑣 is represented by a feature vector ℎ𝑣 ∈ R𝑘 .
N(𝑣) is the set of direct neighbours of node 𝑣 ∈ 𝑉 . Then, message
passing can be formalised as follows for a layer 𝑙 [12]:

ℎ𝑙+1𝑢 = Φ
©­«ℎ𝑙𝑢 ,

⊕
𝑣∈N(𝑢 )

Ψ(ℎ𝑙𝑢 , ℎ𝑙𝑣)
ª®¬ , (1)

where Ψ(·, ·) is the message function which computes the first step
of pair-to-pair message between node𝑢 and its neighbour.

⊕
is the

permutation invariant aggregator function that transforms multiple
messages from distinct neighbours into a single vector. Finally,
Φ(·, ·) is the readout function that computes the node representation
using the same nodes feature vector and aggregate message vector.

3.2.2 Our Graph Neural Network. The conventional message-
passing mechanism in Section 3.2.1 is insufficient for our problem

because properties representing the edges are not included while
passing messages. To address those limitations, we propose a novel
message-passing GNN inspired by GraphSAGE [14].

Our main idea is to enrich node-level features with embeddings
that are computed using neighbour nodes and edges between them.
The graph𝐺 = (𝑉 , 𝐸) in our model is represented by a node feature
matrix 𝑉 ∈ R |𝑉 |×𝑘 as well as an edge feature matrix 𝐸 ∈ R |𝐸 |×𝑚
(Figure 2). The feature representation for a node is denoted by ℎ𝑙𝑣
for a node 𝑣 at layer 𝑙 , that of a directed edge between nodes 𝑣 and
𝑢 is 𝑒𝑣𝑢 .

One layer of our model can be formalised as:

ℎ𝑙+1𝑣 = 𝜎
©­«𝑊 ©­«ℎ𝑙𝑣,

⊕
𝑢∈N(𝑣)

𝛼𝑣𝑢Ψ(ℎ𝑙𝑢 , 𝑒𝑣𝑢 )
ª®¬ + 𝑏ª®¬ , (2)

where 𝜎 (·) is the non-linearity, 𝛼𝑣𝑢 is the attention weight, and 𝑏 is
the bias. With this setting, MLP message function Ψ(·, ·) can learn
more complex relations between nodes giving the model a higher
representative power. When using dynamic attention score 𝛼𝑣𝑢 as
in [6], each message is multiplied with the attention score between
the central node and respective neighbour nodes. This helps the
model to focus on important neighbours. After computing mes-
sages from every node in the neighbourhood, the model aggregates
them with a permutation invariant aggregator

⊕
such as mean or

sum functions. The result is the embedding of the one-step neigh-
bourhood. Then this embedding vector is concatenated with the
central node feature vector after that the resulting vector is fed to
a fully connected layer with an activation function 𝜎 (·). The result
is the next layer representation of the central node. As each layer is
applied, nodes will receive signals from more of their neighbours.

4 CASE STUDY
We demonstrate our methodology in Ankara’s Bahçelievler neigh-
bourhood, a residential area covering 0.57 km2. These buildings
are representative of a wide range of thermal characteristics due
to the different construction years, ranging from 1950 to 2022. The
study area is located in ASHRAE’s 4B climate zone, which is char-
acterised by cold winters and warm, dry summers. In order to
calculate energy consumption necessary to train the GNN model,
we developed an urban building energy model (UBEM) followed by
simulation-based data generation (heating energy consumption).
5866 buildings were modelled to the zone level (64462 zones), where
each apartment unit is assumed to be a thermal zone and is assigned
different semantic data, as explained below.

4.1 3D Model Development and Energy
Modelling

UBEM requires geometric data and semantic data for the buildings
in the neighbourhood. Geometric data includes physical charac-
teristics as floor height, number of floors, building footprint, ori-
entation, building dimensions, and local site conditions. Semantic
data includes building function, construction year, construction
material properties, internal loads, HVAC properties, setpoints and
occupancy patterns.

Geometric data was procured from different sources. Building
footprints were gathered from the Çankaya municipality. Data on
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Figure 1: An overview of the proposed methodology.
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Figure 2: A graph representation of zones in buildings.

the number of floors, units, and their functionalities were gathered
from the Ministry of Interior, General Directorate of Population
and Citizenship Affairs [32]. Semantic data, on the other hand, were
acquired from the Energy Performance Certificates (EPC) by the
Turkish Ministry of Urbanization and Climate Change [10], which
includes data on year of construction, and construction materials.

Each building and its residential units were simulated sequen-
tially in an automated process. In parallel, each zone’s attributes
(which will be mostly used for GNN model training) were recorded
in the UBEM dataset. During each simulation, the associated build-
ing semantic data was retrieved from the database. Subsequently,

simulation results were tagged with the building’s block and parcel
numbers and logged in the same dataset.

In preparation of the UBEM datasets for missing data and data
generation steps, two key density estimation techniques, namely
parametric (PDE) and non-parametric (NPDE), are employed. Para-
metric Density Estimation (PDE) assumes that the density is rep-
resented by a known parametric family of distributions (e.g., nor-
mal or uniform distribution) with unknown parameters, where the
missingness is equal to 100%, whereas Non-Parametric Distribu-
tion (NPDE) requires sampling from the associated distribution to
generate the density function; it can be applied to data sets with
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Table 1: Node Feature Statistics

Abbreviation Distribution Source Min Max

𝑢𝑛𝑖𝑡𝑤𝑤𝑟 (in 4 directions) NPDE [1] EPC 0 47
𝑈𝑤𝑎𝑙𝑙 NPDE EPC 0.15 1.9
𝑈𝑟𝑜𝑜𝑓 NPDE EPC 0.147 2.42
𝑈𝑔𝑟𝑜𝑢𝑛𝑑 NPDE EPC 0.145 2.1
𝑈𝑤𝑖𝑛𝑑𝑜𝑤 NPDE EPC 0.85 3.65
𝑄𝑝𝑒𝑜𝑝𝑙𝑒 NPDE TUIK [3] 0.002 0.09
𝑇ℎ𝑒𝑎𝑡𝑖𝑛𝑔 PDE [26] 19 25
𝑄𝑙𝑖𝑔ℎ𝑡𝑛𝑖𝑛𝑔 PDE [34] 2.5 12
𝑄𝑒𝑞𝑢𝑖𝑝𝑚𝑒𝑛𝑡 PDE [7] 1.75 8

𝑆𝐻𝐺𝐶 PDE [13] 0.301 0.849
𝐼𝑛𝑓 𝑖𝑙𝑡𝑟𝑎𝑡𝑖𝑜𝑛 PDE [2] 0.000286 0.0005
𝐶𝑂𝑃𝐵𝑜𝑖𝑙𝑒𝑟 PDE [28] 0.8 0.95

Table 2: Statistics of Simulation Results

Mean Min Max Std

𝑄𝐻 (𝑘𝑊ℎ/𝑚2) 79.02 1.591 371.769 49.02

0 < 𝑚𝑖𝑠𝑠𝑖𝑛𝑔𝑛𝑒𝑠𝑠 < 100%. When the missingness of the data is
greater than zero, we reproduced the missing data using EPCs with
non-parametric distribution and assigned them to the buildings
that have no data (data imputation). These data include UWall,
URoof, UGround, UWindow, WWR and Qpeople. In the study, data
on occupants (except for person density), SHGC, COPBoiler, and
infiltration rate were completely missing. For these data, we gen-
erated new data based on PDE using uniform distribution (data
generation). Table 1 shows the statistics of dataset based on data
imputation and generation.

4.2 Simulation-Based Data Generation
We made our simulations using EnergyPlus 9.2 with real data cali-
bration. Heating energy demand (𝑄𝐻 ) is calculated as a performance
objective as the heating load is predominate in Ankara. Figure 3
and Table 2 show the distribution and statistics of 𝑄𝐻 . The mean
of Heating End Use is calculated as 79.02 𝐾𝑤ℎ/𝑚2 and while stan-
dard deviation is calculated as 49.02. The Heating End Use ranges
between 1.591 and 371.769 𝐾𝑤ℎ/𝑚2.

0 50 100 150 200 250 300 350
heatingEndUse(kWh/m2)

heatingEndUse

Figure 3: Distribution of 𝑄𝐻 (kWh/m2)

5 EXPERIMENTS AND RESULTS
5.1 Implementation and Training Details
To predict heating demand for buildings, we used the final node
feature representations produced by GNN model as an input to

the MLP. In this setting, GNN acts as the “feature extractor” and
MLP makes predictions on the final representations of the node
features. MLP has four layers with ReLU [24] activation while GNN
has Leaky ReLU [23] activation functions. We use L2 normalisation
between every GCN layer and layer normalisation between every
GCN layer and every MLP layer[5].

To get the best results, we made an extensive hyperparameter
search for the number of GNN layers, the number of layers in the
message function (Ψ), the output shape of the message function
(embedding size), the aggregator type, the dynamic attention use,
learning rate and batch size. We trained our models with the ADAM
optimizer [19].

The dataset is split into three parts for training, validation and
testing. Each part consists of 70, 15 and 15 percent of the dataset
respectively.

We use the commonly-used R2 score and Root Mean Squared
Error (RMSE) as performance metrics.

5.2 Compared (Baseline) Models
We selected MLP, GraphSAGE [14], GCN [20] and GAT [6] as base-
line models. All these models use only node (zone) features and do
not consider inter-dependencies (edge features) between zones.

For a fair comparison, we trained the baseline models by per-
forming a hyperparameter search with parameters listed in Table 3.
For MLP, we used ReLU [24] non-linearity, as it performed better.
For GNN baselines, we used the final representations of the nodes
as input for their MLP predictors.

5.3 Energy Estimation: Quantitative Results
We predicted heating load using the setup from the previous section
and compared our model with the baseline models described in
Section 5.2. Note that the baseline models also work at the zone-
level but do not take into account features (discussed in Section 3.1)
between the neighboring zones.

The quantitative results of all methods are provided in Table
4. The R2 scores and RMSE values in the table suggest that our
approach (GUBEM) provides the best values compared to not only
MLP but also other GNN-based approaches. Considering that the
baseline GNN approaches are also zone-based, the performance
of GUBEM acknowledges the importance of capturing the inter-
dependence between zones with explicit features.

5.4 Energy Estimation: Qualitative Results
We also compared the performances of the methods by plotting the
predictions with respect to the ground truth values. The plots in
Figure 4 show that our model generalizes better than the baseline
models.We argue that our model’s ability to use inter-zone relations
with its message passing mechanism yields higher performance in
node-level prediction.

6 CONCLUSION
In this research, we introduced GNN-based UBEM (GUBEM), a
novel message passing GNN approach designed to predict building
energy consumption at an urban level, taking into account inter-
zone relationships. Our approach incorporates both node features
and edge features, capturing the connections between different
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Figure 4: Heating load estimation results on the test set.

zones. The significant contribution of our study lies in the explicit
consideration of inter-zone relationships when predicting building
energy consumption on an urban scale.

To evaluate our model, we conducted experiments on a dataset
comprising 5866 buildings, totaling 64462 zones. The results demon-
strated higher performance compared to multi-layer perceptrons
and other GNN frameworks in predicting building energy con-
sumption at this urban scale. The high performance of our model is
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Table 3: Hyperparameters tuned for baseline models.

Model Hyperparameters

MLP learning rate, hidden layer size, batch size

GraphSAGE &
GAT &GCN

learning rate, hidden layer size (MLP), batch size,
convolution layer number, hidden shape between
convolution layers, output shape of the last con-
volution layer

Table 4: Heating Load Estimation Metrics (R2 & RMSE)

Model Training Set Validation Set Test Set

MLP 0.9168 14.1106 0.9092 14.7020 0.9100 14.7111
GCN 0.7966 22.0621 0.7664 23.5834 0.7684 23.6100
GAT 0.8305 20.1381 0.8184 20.7930 0.8190 20.8731

GraphSAGE 0.9189 13.9312 0.9028 15.2116 0.9015 15.3952
GUBEM (Ours) 0.9336 12.6017 0.9217 13.6517 0.9202 13.8548

promising to generalise our model into a framework with different
tasks (edge level prediction, graph classification, etc.) and domains.

Despite its contributions, our study is limited in that it only
considers inter-zone relationships, overlooking potential valuable
information from inter-building relationships. Our work can be
extended to include both inter-zone and inter building relationships.
In addition, it is promising to apply our approach for estimating
cooling energy and indoor overheating degree, which we leave as
future work. Finally, using using our model with measured data
would bring more reliable results.
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