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ABSTRACT
In the contemporary information age, recommender systems (RSs)
play a critical role in influencing online behaviour: from social
media to e-commerce, from music streaming to news aggregators,
individuals are constantly targeted by personalized recommenda-
tions suggesting contents that may interest them. Despite such
diffusion, the extent to which recommendations influence users’ de-
cisions is still underexplored, given that independent audits on the
structure and functioning of RSs deployed on online platforms are
usually prevented by proprietary constraints. The nudging poten-
tial of RSs can represent a risk for vulnerable people: indeed, judicial
cases involving platforms’ responsibility for displaying recommen-
dations that may lead to political radicalization or endangerment of
minors have recently caught public attention. The Digital Services
Act of the European Union (DSA) is the first supranational regula-
tion that sets specific transparency and auditing requirements for
RSs implemented by online platforms with the aim of enhancing
users’ self-determination: in particular, it allows users to modify the
parameters on which recommendations rely so to let them choose
autonomously which kind of content theywant to see. This research
focuses on whether and how the enforcement of this regulation can
mitigate the unfair consequences of the power imbalance between
online platforms and users. To this aim, I discuss the harms arising
from digital nudging based on RSs and propose explanations as a
tool that can reduce the impact of those harms by increasing users’
awareness. Through a comparative analysis of relevant articles of
the DSA, the General Data Protection Regulation (GDPR) and the
AI Act, I outline how the provisions of the DSA fill some of the
gaps left by other relevant European regulations, while leaving
the so-called right to explanation substantially unaddressed. As a
result of this analysis, I argue that, in order for the implementation
of the DSA provisions on recommender systems to be effective,
policy-makers should: 1) enhance users’ awareness through clear
and easily accessible explanations on how the recommendation
process works and how they can be influenced by it; 2) grant users
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the possibility of intervening directly on the strategies through
which RSs target them on the platform’s interface.
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1 INTRODUCTION
In the contemporary information age, recommender systems (RSs)
play a crucial role in determining the way in which people interact
and obtain information online: from social media feeds to news ag-
gregators and e-commerce websites, users are constantly targeted
by personalized recommendations about contents or products they
may like. From a technical perspective, RSs can be defined as al-
gorithms aimed at estimating predictive ratings for some items
which a user has not seen yet (Adomavicius and Tuzhilin, 2005) [6]
in order to generate recommendations about content which may
interest them. The Digital Services Act of the European Union
(DSA) 1 [5], which is the first supranational regulation addressing
automated recommendations specifically, defines RS as “a fully or
partially automated system used by an online platform to suggest
in its online interface specific information to recipients of the ser-
vice or prioritize that information, including as a result of a search
initiated by the recipient of the service or otherwise determining
the relative order or prominence of information displayed” (DSA,
art. 3 (s)). This definition highlights the method (“fully or partially
automated”), aim (“to suggest”), content (“specific information”),
target (“recipients of the service”), input (“as a result of a search
initiated by the recipient”) and output (“determining the relative
order or prominence of information displayed”) of a recommenda-
tion process. As it can be observed, RSs concern the main aspects
1REGULATION (EU) 2022/2065 OF THE EUROPEAN PARLIAMENT AND OF THE
COUNCIL of 19 October 2022 on a Single Market For Digital Services and amending
Directive 2000/31/EC (Digital Services Act).
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of the user’s experience: this is why their influencing potential
should not be underestimated. In fact, whilst RSs should be aimed
at improving user experience, they can give rise to a variety of
ethical concerns related to privacy, autonomy and fairness [21], to
name but a few. Indeed, the political economy of platforms based on
profiling and recommendations has been notably addressed by [34]
with the concept of “surveillance capitalism”. However, indepen-
dent research and ethical auditing on the design and functioning
of the RSs implemented on online platforms is usually prevented
by proprietary constraints.

For these reasons, there is a normative discrepancy between
the widespread use of RSs in various domains and the methods
through which their ethical and societal impact can be evaluated.
Issues related to transparency and explainability have become in-
creasingly pressing, as the implementation of opaque models may
have problematic consequences on the users’ ability to retrieve
relevant information and define their online identity. As algorith-
mic recommendations often rely on implicit personal data, such as
browsing and click-through history, and their functioning is not
explained to users, their influence is not accountable. Although
explanations for RSs have been addressed by research in Explain-
able AI [31], their effects on the design of algorithms and on the
different stakeholders within the recommendation process have
not been assessed extensively. Moreover, even when explanations
are provided in real-world platforms, users are not able to interact
explicitly with them, apart from providing limited feedback. The
limitations regarding the transparency and accountability of au-
tomated recommendations are supposed to be addressed by the
provisions of the DSA, which would require very large online plat-
forms, including marketplaces and social media, to let users shape
the design of the RSs managing their online experience. However,
the effectiveness of the application of the regulatory provisions will
depend on the extent to which people understand how RSs work
and how they can shape their functioning: therefore, explanations
should have a prominent role in this context.

In this paper, I focus on whether and how the new European
regulatory context around RSs can address the risks and opportu-
nities stemming from this pervasive digital technology, especially
from the perspective of mitigating the unfair consequences of the
power imbalance between platforms and users. Firstly, I discuss
the possible harms arising from RSs as instances of digital nudging
and introduce explanations as a tool that can reduce the impact of
those harms by increasing users’ awareness. Secondly, I consider
the impact of the DSA provisions about RSs and online targeted
advertising within the regulatory context set by relevant articles
of the AI Act (AIA) and the General Data Protection Regulation
(GDPR) of the European Union. This comparative analysis outlines
how the provisions of the DSA fill some of the gaps left by other
European regulations, while substantially lacking measures to ef-
fectively enhance users’ autonomy. As a result of this analysis, I
argue that, in order for the aims of the DSA provisions about RSs
to be fulfilled, the principle of users’ self-determination needs to be
substantiated by: 1) easy accessibility of explanations on how the
recommendation process works and how users can be influenced
by it; 2) an extended possibility for users to intervene directly on
the strategies through which RSs target them on the platform’s
interface.

2 CONTEXT
2.1 From personalization to epistemic

fragmentation
[21] propose an initial taxonomy of the ethical challenges posed by
automated recommendations: among the social effects of RSs, they
identify a “lack of exposure to contrastive views”, giving rise to the
so-called filter-bubbles, which can be exploited by manipulative
agents in order to increase the frequency with which a content
is recommended within specific online communities. [8] put in
evidence, phenomena such as polarization on social media arise
because of a subtle manipulation of the contents delivered indi-
vidually but spread collectively by RSs: through strategic content
tagging and by exploiting the networked structure of platforms,
political campaigners may be able to redirect public attention on
controversial contents which appear on the social media feeds of
users. In this regard, [29] has famously pointed out the widespread
political implications of digital technologies, including RSs, which
have allowed people to “filter what they want to read, see, and hear”,
not coming “across topics and views that you have not sought out”.

In fact, the concept of recommendation is inherently related to
that of personalization, although the corresponding phenomena
are distinct. In fact, the latter represents the pre-condition for the
former. On the one hand, recommendations make sense only if they
can be personalized, because, if they were not personalized, they
would not be able to reduce the information overload on platforms,
which is their main utility for users and providers [14]. On the
other hand, personalization can be applied mainly through algo-
rithmic recommendations (in the form of targeted advertisements,
suggested contents, etc.): therefore, even if personalization as a
design concept makes sense independently of recommendations, its
application within the infosphere often relies on them. Therefore,
automated recommendations depend on personalization, whilst
personalization is embedded within recommendations from the
perspective of its application.

This distinction is required in order to understand how the socio-
technical structure of RSs is related to the epistemic fragmentation
of users [20], a prominent problem in online platforms. Epistemic
fragmentation can be defined as the phenomenon by which indi-
vidual users lose contact with their peers through online targeted
advertising. In particular, as each user is targeted individually by
automated recommendations, one cannot know which content an-
other person sees: in this sense, users’ knowledge about their com-
mon experience on the platform is fragmented, because what they
see is the result of personalization and cannot be shared among
different individuals. This aspect is even more relevant considering
that the effects of personalization do not necessarily imply that each
user sees a different array of contents. In fact, an analysis of news
recommendations on Google News by [23] found that “users with
different political leanings from different states were recommended
very similar news”.

Epistemic fragmentation is not only a result of the individu-
alization of recommended contents, but it also derives from the
opaqueness of the recommendation process, which prevents users
from becoming aware of the platform dynamics. This situation
can give rise to ethical concerns especially when personalisation
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is based on implicit user profiling, through which “the system de-
termines what the user is interested in” thanks to implicit data,
which include “web usage mining [. . . ], IP address, cookies” and
other metadata [7]. Indeed, if a user is profiled through implicit
data, the recommendations will be less transparent and explainable
compared to a situation in which “the user customizes the informa-
tion source himself” (ibidem) by providing explicitly data such as
personal interests, demographic information and ratings. In the con-
text of an epistemically fragmented user experience, the influence
of RSs relying on implicit profiling may hold negative aggregate
social implications. In fact, when users do not have control over
which kind of data is used for their profiling, the recommendations
are more likely to bring unwanted contents to their attention.

As a result, users may suffer, on a first dimension, from absolute
harms of inclusion or exclusion, which “originate in the nature of
the content that is either included or excluded fromwhat is shown to
an individual consumer” [20]: the former occur when genuinely bad
and offensive contents (i.e. false claims or racist stereotypes used
for promotional purposes) are displayed on the users’ profile, whilst
the latter occur when essential contents (i.e. important public heath
announcements) are omitted, without the user’s consent or control
on the process. On a second dimension, users can be affected by
contextual harms of inclusion or exclusion, which “do not stem from
the nature of the content per se, but depend on the context in which
the content is delivered” (ibidem): for example, a contextual harm
of inclusion may occur when unhealthy food is suggested to obese
people or children, whomay be more likely to buy them; conversely,
a contextual harm of exclusion can be recognised when a job-seeker
does not encounter advertisements for positions in their area. The
categories of harms produced by RSs do not arise only from implicit
profiling butmay also be a consequence of the data that users choose
to provide explicitly. For example, a user may want to provide
explicit data about personal unhealthy habits, such as gambling,
because they are interested in finding products or offers in the
related domain, regardless of their impact on wellbeing. In the
same way, some users may give a high rating to recommendations
about contents featuring stereotypes that other people may find
offensive or unethical: if the latter share interests with the former,
they may see such unwanted recommendations due to collaborative
filtering algorithms. These cases show that even personalization
based on explicit profiling may originate unexpected harms, which
cannot be evaluated just from the point of view of the single user
but need to be interpreted within the context of both the platform
environment and the socio-technical structure of RSs. Therefore, the
harms generated by personalized recommendations do not depend
only on the individual case of application, but also on the policy
informing the system.

2.2 Digital nudging and recommendation
policies

The origin of harms caused by RSs lies in their potential to influence
users’ choices. In particular, since algorithmic recommendations
“influence which information is easily accessible to us and thus
affect our decision-making processes though the automated selec-
tion and ranking of the presented content”, they can be interpreted
“as digital nudges, because they determine different aspects of the

choice architecture for users” [17]. According to the original def-
inition in behavioural economics proposed by [30], nudges are
the features of a choice architecture “that have an influence on
which decisions people make” [17]. Nudging “should be aimed at
helping people make better decisions than they probably would if
the nudge would not be there” (ibidem) without forcing them to
adopt a specific choice. The nudging potential of RSs depends on
the effectiveness of the recommendation policies implemented in
the algorithmic design, which usually rely on the exploitation or
exploration of the space of choices.

An exploitative policy aims “to recommend an item that has
the highest expected probability of satisfying the user’s prefer-
ences” [22], whilst an explorative policy is focused on recommend-
ing “content with uncertain predicted user engagement for the
purpose of gathering more information” about users’ interests [19].
When RSs rely exclusively on exploitative policies, users can be led
into feedback loops that may reinforce their current preferences,
resulting in bad consumer choices in the long run. For example,
a user that usually buys unhealthy food through a delivery app
based on exploitative RSs may receive recommendations about the
same kind of food every time they want to make an order and
therefore their health could be impacted negatively. In this case, an
explorative policy could instead propose different kinds of products
that do not correspond to the preferences previously expressed by
the user, eventually inducing them to find healthier food they like.

Since the aim of RSs is to recommend items which users may
purchase or consume, it is relevant to knowwhether and how expla-
nations, which stem mainly from explicit profiling, can impact on
the users’ perception of the recommendation and their subsequent
behaviour. This issue relates to the harms of inclusion and exclusion
described above: indeed, if the system manages to change users’
interests through explanations, they will end up seeing different
contents from the ones they were originally aiming for. Nonetheless,
this may make them perceive to have been assigned to categories
which they think they have willingly chosen to belong to, given that
the recommendation is seemingly transparent because of explana-
tions. The risks coming from the manipulation of users’ preferences
are intrinsic to RS-powered digital nudging, but [17] report find-
ing no paper about whether “users felt manipulated or coerced by
the proposed nudge”. In this context, understanding the extent to
which users are influenced by recommendations, on the one side,
and their explanations, on the other, is crucial for the assessment
of the impact that the current and upcoming regulations will have
as regards transparency and self-determination.

The default integration of information about the content within
the recommendation could be beneficial for users’ awareness of
their own preferences. Following the same example as above, a
food recommendation might be designed so that the nutritional
values of a product that a user has (exploitative policy) or has not
(explorative policy) bought before are displayed to them before
they can proceed to the order: in this way, the user could be in-
formed about the characteristics of their dietary choices. Moreover,
providing explanations would make users aware of the extent to
which their preferences have been taken into account by the policy
informing the recommendation. Although their impact on users’
decision-making is still underexplored, explanations for RSs can
be considered a kind of pro-ethical informational nudging [11], as
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they improve user-system interaction in direction of transparency
and trustworthiness just through the provision of information. In
fact, [17] classify explanations as nudging mechanisms within the
Decision Information category based on making information visi-
ble.

3 REGULATORY FRAMEWORKS
3.1 From platform to court
The classification of harms presented above covers different cases in
which automated recommendations would have a negative impact
on users’ wellbeing. The wide-ranging implications of harms caused
by RSs go beyond the individual, acquiring a societal relevance. A
case of absolute harm of inclusion covered by the international
press concerns the “blackout challenge” on TikTok, which encour-
ages users to film themselves as they choke themselves to the point
of fainting and then regain consciousness on camera: various cases
emerged in which minors died while trying the challenge. After the
most recent cases, which happened in the USA [10] and UK [28],
some American families decided to sue the platform as it let the
challenge spread and target children through its recommendation
algorithm [18]. While this may at first seem a problem of content
moderation, it is, at a deeper level, a consequence of the use of RSs
in social media platforms, where their main aim is to increase users’
engagement. As RSs are often based on uninterpretable machine
learning models, it might be difficult to attribute the liability for
the harm to the platform. In fact, the platform could argue that
contents are displayed to users according to recommendation poli-
cies that take their preferences into account, so, if the user liked
or kept consuming a harmful content which is later reproposed to
them, the system should not be blamed. Moreover, as access to the
platform by individuals under a certain age should be supervised
by parents, it is the parents’ duty to control the online activity of
their children. To challenge this argument, one should prove that it
is the recommendation policy itself to be biased towards contents
aimed at maximizing engagement regardless of the vulnerability
of the user: according to this perspective, the platform would be
liable for designing RSs that influence users’ behaviour to fulfil the
interests of the system (DSA, art. 35).

A related argument about platforms’ responsibility for the con-
tent suggested by their RSs is embraced by petitioners in the Gon-
zalez vs Google case, which deals with “whether Section 230 [of
the US Communication Decency Act] shields Google from liabil-
ity for allegedly recommending ISIS content posted to YouTube to
other YouTube users” [9]. This lawsuit emerged as a result of the
deaths caused by the 2015 terrorist attacks in Paris, France, which
were carried out by people recruited by ISIS after being exposed
to social media content disseminated by the organization through
YouTube RSs. In particular, the question posed to the US Supreme
Court concerns whether “section 230(c)(l) immunize[s] interactive
computer services when they make targeted recommendations of
information provided by another information content provider, or
only limit the liability of interactive computer services when they
engage in traditional editorial functions (such as deciding whether
to display or withdraw) with regard to such information” [24]. Pe-
titioners argue that “Section 230(c)(1), which shields intermediaries
from liability for “publishing” third-party content, applies only to

claims based on the “display” of content, not the “recommendation”
of content” (ibidem). In May 2023, the Supreme Court dismissed
the case on the ground that it could not by addressed by antiter-
rorism law, as the “plaintiffs’ complaint seems to fail under [. . . ]
our decision in Twitter” vs Taamneh, which concerned the same
issue of Gonzalez vs Google [25]. If the Supreme Court’s ruling had
excluded targeted recommendations from the protection provided
by Section 230, implying that “the “recommendation” of content is
different from the display of content”, platforms would have been
forced to change their moderation and recommendation processes
and users might have lost their “rights to like and promote content
in forums where they act as community moderators and effectively
boost some content over other content” [27]. As the old debate be-
tween freedom of expression and (online) safety eventually focuses
on the impact of the influence of RSs, it is crucial for users to un-
derstand how algorithmic recommendations function and to shape
their design. In fact, the prerequisite for users’ self-determination
is the knowledge of the sociotechnical systems with which they
interact.

3.2 Digital Services Act (DSA): filling the gap
left by the AI Act

The DSA addresses this issue with a specific article, according to
which “Providers of online platforms that use recommender systems
shall set out in their terms and conditions, in plain and intelligible
language, the main parameters used in their recommender systems,
as well as any options for the recipients of the service to modify or
influence those main parameters” (DSA, art.27 (1)). The aim of this
provision is to “explain why certain information is suggested to the
recipient of the service”: therefore, the parameters need to include,
at least, “the criteria which are most significant in determining the
information suggested to the recipient of the service” (i.e., content)
and the reasons for its “relative importance” (i.e., ranking) (DSA,
art. 27 (2)). Additionally, when options to modify or influence the
main parameters are stated in the terms and conditions, “providers
of online platforms shall also make available a functionality that
allows the recipient of the service to select and to modify at any
time their preferred option” (DSA, art. 27 (3)). In order to make
this requirement work in practice, “That functionality shall be di-
rectly and easily accessible from the specific section of the online
platform’s online interface where the information is being priori-
tised” (ibidem). Moreover, “providers of very large online platforms
[VLOPs] and of very large online search engines [VLOSEs] that use
recommender systems shall provide at least one option for each
of their recommender systems which is not based on profiling”2
(DSA, art. 38). It is worth noticing that, while the provisions of
Article 27 apply to all online platforms, the application of Article
38 is limited to VLOPs and VLOSEs, which therefore represent the
only environments in which users will always have the option to
choose between at least two types of recommendations3.

The provisions of Article 27 aim to address four of the aspects of
the definition of RS provided by Article 3(s): method, target, input
and output. In particular, as a result of the enforcement of the DSA,
2Profiling is defined here according to Article 4 (4) of the GDPR.
3It is plausible to state that all the VLOPs and VLOSEs identified by the European
Commission (https://digital-strategy.ec.europa.eu/en/policies/dsa-vlops) use profiling
for automated recommendations, so the provision of Article 38 applies to all of them.
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the traditionally passive role of the target might be reversed, as
the recipient could determine the method (through the choice of
parameters) and, indirectly, also the input (the type of data to be pro-
cessed through the parameters) that the RS would use to produce its
output. This opportunity to enhance transparency and users’ self-
determination has not been welcomed by a prominent digital com-
pany like Meta, which has stated that “the breadth of some of the
auditing obligations under the DSA should be clarified/improved as
these could become a barrier for growth in the sector” [2]. However,
online platforms that are not VLOPs or VLOSEs using RSs based on
profiling will not be obliged to provide options for users to modify
or influence the parameters if this possibility is not specified in the
terms and conditions, and platforms arguably have no interest in
providing this possibility voluntarily. Therefore, Article 27 formally
grants users the right to influence the recommendation process
but only in some limited cases which may not be likely to happen,
as [15] point out. Moreover, the practical impact of these provisions
will probably depend on users’ ability to understand the type and
the policy of recommendations.

The rationale of the norms on RSs transparency, introduced in
Recital 70, outlines a wider regulatory scope than the one of Article
27: indeed, the statement that “online platforms should consistently
ensure that recipients of their service are appropriately informed
about how recommender systems impact the way information is
displayed, and can influence how information is presented to them”
(DSA, recital 70) does not seem to be reflected in the actual provi-
sions of Article 27, at least to the extent that the adverb “consis-
tently” would entail4. Nonetheless, online platforms “should clearly
present the main parameters for such recommender systems in an
easily comprehensible manner to ensure that the recipients under-
stand how information is prioritised for them” (ibidem). A right
to explanation for RSs could be identified in this formulation: in
fact, the “easily comprehensible manner” of presenting the parame-
ters of RSs so that “the recipients understand how information is
prioritised for them” can come to effect only if RSs are explainable.

Relatedly, the DSAwill also require VLOPs that display advertise-
ments to “compile and make publicly available in a specific section
of their online interface, through a searchable and reliable tool that
allows multicriteria queries and through application programming
interfaces, a repository” (DSA, art. 39 (1)) featuring the following
information: “(a) the content of the advertisement, including the
name of the product, service or brand and the subject matter of the
advertisement; (b) the natural or legal person on whose behalf the
advertisement is presented; (c) the natural or legal person who paid
for the advertisement, if that person is different from the person
referred to in point (b); (d) the period during which the advertise-
ment was presented; (e) whether the advertisement was intended
to be presented specifically to one or more particular groups of
recipients of the service and if so, the main parameters used for that
purpose including where applicable the main parameters used to
exclude one or more of such particular groups; (f) the commercial
communications published on the very large online platforms [. . . ];
(g) the total number of recipients of the service reached and, where
applicable, aggregate numbers broken down by Member State for

4The right to information outlined here is mirrored by Article 13-15 of the GDPR,
which will be considered later.

the group or groups of recipients that the advertisement specifi-
cally targeted.” (DSA, art. 39 (2)). The first four points of the cited
paragraph concern the metadata of the advertisement: its content,
who paid for it, the duration of its permanence on the platform.
According to point (e), the platform is required to indicate whether
the advertisement was targeted and, if so, the main parameters used
for including or excluding categories of users from the targeted.
Point (g) would allow to understand indirectly the correspondence
between specific clusters of users and the advertisement by which
they have been targeted in each EU country. The enforcement of
this article has the potential to address the epistemic fragmentation
of users due to online targeted advertising considered by [20]. In-
deed, if users can access a public repository with information about
the parameters used by platforms to segment them into groups
for targeting purposes, they can have an idea of how many other
people see a particular advertisement and why they see it. The
access to this information can reduce the individualization and frag-
mentation of online experience, as users could eventually become
aware of collective platform dynamics, although probably not at a
very granular level.

The provisions outlined above are part of a wider regulatory
scope. In particular, the DSA aims to address the systemic risks
and harms that may emerge from the implementation of RSs in
VLOPs and VLOSEs so to avoid violation of fundamental rights and
the endangerment of vulnerable people like minors. According to
Article 34, “Providers of very large online platforms and of very
large online search engines shall diligently identify, analyse and
assess any systemic risks in the Union stemming from the design or
functioning of their service and its related systems, including algo-
rithmic systems, or from the use made of their services”, including:
“(a) the dissemination of illegal content through their services”; “(b)
any actual or foreseeable negative effects for the exercise of the fun-
damental rights [. . . ] to human dignity”, “to respect for private and
family life”, “to the protection of personal data”, “to freedom of ex-
pression and information”, “to non-discrimination”, “to respect for
the rights of the child” and “to a high level of consumer protection”;
(c) “any actual or foreseeable negative effects on civic discourse
and electoral processes, and public security”; (d) “any actual or
foreseeable negative effects in relation to gender-based violence,
the protection of public health and minors and serious negative
consequences to the person’s physical and mental well-being”. The
risks assessments operated by very large online platforms should
take into account, among other aspect, “the design of their recom-
mender systems and any other relevant algorithmic system” (DSA,
art. 34(2), which will need to be adapted following risk mitigation
measures (DSA, art. 35(1)).

Following the unprecedented regulatory scope of the DSA, the
European Commission has founded the European Centre for Al-
gorithmic Transparency (ECAT), whose mission is to contribute
with “scientific and technical expertise to the Commission’s exclu-
sive supervisory and enforcement role of the systemic obligations
on Very Large Online Platforms (VLOPs) and Very Large Online
Search Engines (VLOSEs) provided for under the DSA” [1]. The
area of competence of the ECAT features “recommender systems,
information retrieval and search engines”, which will be the subject
of research aimed at uncovering their “ethical, economic, legal and
social impact” and at developing risk assessment and mitigation
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measures for the protection of fundamental rights (ibidem). Such
research effort would provide an evidence base for the implemen-
tation of the DSA, whose high-level provisions regarding RSs are
not currently backed by standards that can bridge the gap between
regulatory principles and market practices. The ECAT will also
include an inspections team which “will actively help assessing
whether very large online platforms and search engines comply
with their obligations under the Digital Services Act” by "analysing
the design, functioning and impact of advanced algorithms, like
recommender systems, in their production environments" through
"formal investigations" including "on-site inspections at platforms’
premises" (ibidem).

The provisions of the DSA fill the gaps of the EU Artificial Intelli-
gence Act (AIA) [3] concerning RSs. Before the latest amendments
approved by the European Parliament in June 2023, references to au-
tomated recommendations could be found in only two paragraphs
of the AIA proposal: the first occurrence is the definition of AI
system as “software that can, for a given set of human-defined ob-
jectives, generate outputs such as content, predictions, recommen-
dations, or decisions influencing the environments they interact
with” (AIA, art. 3(1)); the second occurrence is the explanation of
“automation bias” as the tendency of “automatically relying or over-
relying on the output produced by [. . . ] AI systems used to provide
information or recommendations for decisions to be taken by natu-
ral persons” (AIA. art. 14(4b)). In both the occurrences, “automated
recommendations are considered from the perspective of the out-
come and not of the process: therefore, they are merely regarded
as outputs of an AI system that can have an impact on human
decision-making, whilst a specific focus on the design principles of
RSs and the risks posed by their biases is completely lacking” [11].
This choice may appear inconsistent with the widespread impact
that algorithmic recommendations have on users, which can also
include serious harms, as the case mentioned above underlines.

In the compromise text that includes the amendments voted
in June 20235 [26], RSs are mentioned in two instances. Firstly,
Recital 40b outlines how and to which extent the AIA addresses
RSs, by specifying that “recommender systems are subject to this
Regulation so as to ensure that” they “comply with the require-
ments laid down under this Regulation, including the technical
requirements on data governance, technical documentation and
traceability, transparency, human oversight, accuracy and robust-
ness”. Only RSs implemented by VLOPs, and especially social media,
are considered by the AIA, which complements the DSA by enabling
“such very large online platforms to comply with their broader risk
assessment and risk-mitigation obligations in Article 34 and 35” of
that regulation. Secondly, and most importantly, the AI component
of RSs becomes part of the high-risk AI applications listed in Annex
III (1(8(ab))) as “AI systems intended to be used by social media
platforms that have been designated as very large online platforms
[. . . ] in their recommender systems to recommend to the recipient
of the service user-generated content available on the platform”.

While the AIA refers to the DSA for the identification of VLOPs
and the enforcement of the norms concerning RSs, the fact that the

5The complete list of amendments can be found at:https://www.europarl.europa.eu/
doceo/document/TA-9-2023-0236_EN.html

AI technologies enabling automated recommendations are even-
tually included in this regulation testifies a welcomed change of
paradigm from the previous versions. The reasons for which RSs
have not been considered a high-risk AI technology in the early
drafts of the AIA maybe concern the fact that recommendations
impact indirectly rather than directly on individuals. A comparative
example might be helpful: automated credit risk assessment, which
has been included in Annex III since the beginning, is supposed
to output a score that helps human decision-makers determine
whether a client is suitable to receive a loan. In this case, the system
is devoted to performing a content-specific task that supports hu-
man decision making (although human decisions often tend to be
determined rather than supported by it). Algorithmic recommenda-
tions, instead, are not content- but context-specific: the content of
their output can vary widely depending on the user, but they are di-
rected by a defined aim within a particular context, i.e. maximizing
user engagement in a social media platform.

For this reason, the recommendation does not raise ethical con-
cerns per se, but as regards its domain of application: this may be
the reason for which RSs have been initially excluded from the
scope of the AIA, which regulates the risks of AI technologies per
se, but included in the DSA, which instead addresses specific al-
gorithmic systems as enablers of the services provided by online
platforms. The inclusion of the AI systems enabling RSs imple-
mented by VLOPs in Annex III underlines regulators’ awareness
of the risks stemming from the influence of automated recommen-
dations. Given that the AIA has not been enforced yet, I would
like to switch this analysis to another relevant regulation currently
in force, i.e. the GDPR, to evaluate its potential impact on RSs
transparency.

3.3 General Data Protection Regulation (GDPR)
and the right to explanation

Article 22 of the GDPR [4] addresses “automated individual deci-
sion making, including profiling” stating that “the data subject shall
have the right not to be subject to a decision based solely on auto-
mated processing, including profiling, which produces legal effects
concerning him or her or similarly significantly affects him or her”
(art. 22(1)). RSs are based on profiling, so they can be considered
within the regulatory scope of this article. However, there are three
exceptions to the provision reported above, which “shall not apply
if the decision: (a) is necessary for entering into, or performance
of, a contract between the data subject and a data controller; (b) is
authorised by Union or Member State law to which the controller
is subject and which also lays down suitable measures to safeguard
the data subject’s rights and freedoms and legitimate interests; or
(c) is based on the data subject’s explicit consent” (art. 22(2)). When
exceptions (a) and (c) apply, “the data controller shall implement
suitable measures to safeguard the data subject’s rights and free-
doms and legitimate interests, at least the right to obtain human
intervention on the part of the controller, to express his or her point
of view and to contest the decision” (art. 22(3)). Moreover, according
to the fourth paragraph of the article, sensitive data should never
be collected for profiling. However, it often happens that sensitive
data are inferred from non-sensitive data which act as proxies: for
instance, income level could be inferred from household address.
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Exception (a) could be claimed in all the cases in which users are
asked to accept the terms of service of a platform, which define the
contract between the data subject and the data controller. Exception
(c) applies when the user is asked for online consent, for example for
what concerns cookies. Therefore, it can be argued that automated
recommendations comply with the GDPR requirements, given that,
when accepting the terms of service, the user is often giving consent
to profiling and inferences. On the one side, Article 27 of the DSA
aligns with the rationale of GDPR by requiring that explanations of
RSs are presented in the terms and conditions, which are not often
read by users and therefore may not impact on their awareness of
their rights. On the other side, Article 38 of the DSA complements
the GDPR by requiring that very large online platforms keep a
repository of targeted advertisements, so that users can view the
outcome of legitimate profiling.

[13] point out that the nudging potential of automated decision-
making systems may, in some cases, lead humans to conform un-
critically to their assessments, thereby making the application of
Article 22 of the GDPR controversial. In fact, the safeguards against
decisions that do not involve humans in the loop are not clarified in
Article 22, which does not state how users can determine whether a
decision is completely automated. Instead, a hint in this direction is
provided by articles 13 and 14, on the right to information, and 15,
on the right to access, according to which the controller must give
information about the existence of automated decision-making,
including profiling, as referred to in Article 22, and, at least in such
cases, meaningful information about the logic used, as well as the
significance and the intended consequences of such processing for
the data subject [13]. This is complemented by Recital 71, which
suggests that profiling “should be subject to suitable safeguards,
which should include specific information to the data subject and
the right to obtain human intervention, to express his or her point
of view, to obtain an explanation of the decision reached after such
assessment and to challenge the decision”. The right to explanation
envisaged here is crucial to substantiate the safeguarding claims of
the cited articles, but it is not described in further detail.

This lack of precision has been criticized by [33], who identify
“several reasons to doubt both the legal existence and the feasibility
of such a right”: in fact, “the GDPR only mandates that data sub-
jects receive meaningful, but properly limited, information (Articles
13–15) about the logic involved, as well as the significance and the
envisaged consequences of automated decision-making systems”.
Moreover, “the ambiguity and limited scope of the ‘right not to
be subject to automated decision-making’ contained in Article 22
(from which the alleged ‘right to explanation’ stems) raises ques-
tions over the protection actually afforded to data subjects” (ibidem).
The DSA goes in the direction of implementing the right to expla-
nation outlined in the GDPR, but the effectiveness of explanations
in enhancing users’ autonomy is still debated. Future empirical
research should be aimed at establishing whether the presence
of explanations would substantially contribute to substantiate the
users’ rights envisioned by these regulations.

4 CONCLUSION
Automated recommendations determine not only what we see on
platforms, but also our potential interest for new or different cate-
gories of content. This influencing potential can be interpreted as
an instance of the “new emerging grey power” of tech companies,
which “is exercised about which questions can be asked, when and
where, how and by whom and hence what answers can be received
in principle” [12]. A platform like TikTok, which is mainly managed
through RSs, is a prominent example of this tendency: as the inter-
face is based on an endless flow of recommended content through
which the user scrolls, the contents that the user ends up seeing
more frequently are related to the single videos that he watches for
a longer time. This exploitative policy has already caused harm [10]
because, if a video on which a vulnerable person casually spends
a few seconds concerns a dangerous activity, then that individual
will see the same content more and more and may eventually be
influenced by it. In this sense, platforms control the questions that
users pose about their interests and, subsequently, the answers
that they get: in this way, digital companies end up informing a
substantial part of users’ online, and sometimes offline, experience.
Explanations may be a countermeasure to this harmful tendency of
automated recommendations, as they have the potential to make
users aware of some of the questions that platforms shape for them.
I argue that, in order for this potential to be realized, explanations
should be integrated as a readily available, standard feature of rec-
ommendations which people may choose to reviewwhen they want
to, or that appear as a pop-up on the interface of online platforms.
Thanks to such a policy, users could understand why they are tar-
geted by specific content and, subsequently, become aware of the
extent to which they are influenced by RSs.

The DSAwill require digital companies that use RSs and targeted
advertising to build mechanisms to grant transparency, in order to
enhance users’ self-determination and understanding of the systems
they use. However, if users are not interested in receiving expla-
nations, or if exposure to explanations does not influence users’
perspective on algorithmic recommendations, the provisions of the
DSA may not have the expected results. In fact, as [32] underline,
“the explanations affect a user’s mental model of the recommender
system, and in turn the way they interact with the explanations”.
The contemporary trends of RSs outline an increasing focus on
explorative policies, which are likely to shape the future ways of in-
teracting online. This may seem an evolution towards more ethical
platform environments, but this is not necessarily the case. Whilst
exploitative policies are considered the negative side of automated
recommendations because they may lead to filter bubbles, explo-
rative policies can also give rise to risks that should not be left
untouched by ethical concerns and regulatory attention. Indeed,
from the perspective of digital companies, exploration is mainly
a means to get to know users even better than they currently do,
by gathering data on unexplored fields of potential interests and
preferences. This can lead to an even deeper nudging, which is
realized through incremental exposure to contents that can provide
fine-grained information on how to induce users to like what they
do not know they like yet: for this reason, explorative recommenda-
tions could contribute significantly to the grey power that VLOPs
already have.
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I argue that an effective right to explanation is a preliminary
condition for users’ self-determination in the platform environment.
Explanations can be considered a means to mitigate the negative
consequences of the power imbalance between platforms and users.
Users cannot shape automated recommendations according to their
interests and needs without firstly knowing how and why they are
targeted and influenced by RSs: in fact, if someone doesn’t know
how a system works, they are unlikely to be able to make that sys-
tem work better. Digital nudging may lead to undesirable outcomes,
such as manipulation, if users’ perception of the recommendation
process is not informed by the knowledge of how it unfolds. In this
regard, my contribution points to a prominent policy problem: as
explanations are the building blocks of transparency, in order to
support self-determination through transparent recommendations
it is firstly necessary to educate users to understand not only “what
recommenders recommend” [16], but also why they recommend
what they recommend. If it is not properly met by regulators on
time, this sociotechnical requirement may constrain the positive
ethical and societal impact of the DSA provisions. In conclusion, I
think that, in order to reduce the power imbalance between plat-
forms and users and limit the influence that the former exert on
the latter, policy-makers should: 1) enforce explanations as a user-
friendly tool to foster awareness that users can experience on the
interface and not only read in the terms and conditions; 2) grant
users the possibility of intervening directly and substantially on
the strategies through which RSs target them on the platform’s
interface.
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