
Experience
Track

Lightwave Fabrics: At-Scale Optical Circuit
Switching for Datacenter and Machine

Learning Systems
Hong Liu, Ryohei Urata, Kevin Yasumura, Xiang Zhou, Roy Bannon, Jill Berger, Pedram Dashti,
Norm Jouppi, Cedric Lam, Sheng Li, Erji Mao, Daniel Nelson, George Papen, Mukarram Tariq,

Amin Vahdat
Google

lightwave-fabrics@google.com

ABSTRACT
We describe our experience developing what we believe to be the
world’s first large-scale production deployments of lightwave fab-
rics used for both datacenter networking and machine-learning
(ML) applications. Using optical circuit switches (OCSes) and optical
transceivers developed in-house, we employ hardware and software
codesign to integrate the fabrics into our network and computing
infrastructure. Key to our design is a high degree of multiplexing
enabled by new kinds of wavelength-division-multiplexing (WDM)
and optical circulators that support high-bandwidth bidirectional
traffic on a single strand of optical fiber. The development of the
requisite OCS and optical transceiver technologies leads to a syn-
chronous lightwave fabric that is reconfigurable, low latency, rate
agnostic, and highly available. These fabrics have provided sub-
stantial benefits for long-lived traffic patterns in our datacenter
networks and predictable traffic patterns in tightly-coupled ma-
chine learning clusters. We report results for a large-scale ML su-
perpod with 4096 tensor processing unit (TPU) V4 chips that has
more than one ExaFLOP of computing power. For this use case, the
deployment of a lightwave fabric provides up to 3× better system
availability and model-dependent performance improvements of
up to 3.3× compared to a static fabric, despite constituting less than
6% of the total system cost.

CCS CONCEPTS
•Networks→Network design principles; •Hardware→Net-
working hardware;
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1 INTRODUCTION
Datacenter and campus-scale networks have been a key enabler
for many advancements in large-scale computing over the last 20
years. Many ground-breaking infrastructure services ranging from
distributed storage systems [17], programming models for large-
scale data processing [11, 14], and machine learning (ML) [1] are at
their core enabled by a datacenter network that provides low latency
and abundant bandwidth among a large number of compute and
storage servers. Similar networking capabilities at campus, regional
and global scale have enabled increased-availability storage services
and deployment archetypes [6, 13] as well as larger computing pools
with superior efficiency and scaling properties.

During this period, the datacenter and regional network inter-
connects have been built around electrical packet switching (EPS),
much like the Internet and local area networks. While packets may
be transported optically, it is done along point-to-point paths over
a fixed network topology. The physical topology changes rarely,
primarily in response to network augments or upgrades. Since these
networks serve applications with a wide range of performance re-
quirements, they demand topologies that support a wide variety of
traffic patterns. A common approach has been to rely on variants of
Clos topologies [3, 24, 53] at datacenter and campus scale as shown
schematically in Fig. 1a). While incredibly flexible, these networks
are designed to admit worst-case permutation traffic patterns, and
incur substantial cost, power, and latency to do so at scale. Fortu-
nately, the journey to large-scale datacenters has included network
control and cluster resource scheduling systems that have a central
view of the applications and their communication needs [24].

A newer journey in supporting large-scale machine learning
applications is showing substantial performance benefits (greater
than 3× for some workloads) by shaping the configuration of the
compute topology to match the communication patterns of the
model (cf. §4.2.1).

For both of these pervasive use cases, we observe opportunities
to co-optimize the resource allocation and network topology for the
real-time communication patterns and achieve much higher perfor-
mance without the substantial costs associated with the traditional
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EPS-based network or for the case of ML, of using a static topology.
However, these optimizations are only possible if we move away
from the notion of a fixed topology as a cornerstone of networking.
In this paper, we share our design and production experience with
what we believe to be the first at-scale deployment of adaptive optical
circuit switching in both datacenter networks and ML clusters that
can dynamically adjust topologies in response to real-time workload
communication patterns.

We call these reconfigurable networks lightwave fabrics, which
are constructed using large-radix optical circuit switches and cus-
tom optical transceivers. Our large-scale deployment and substan-
tiated benefits are contrary to conventional wisdom that lightwave
fabrics cannot be built to the requisite levels of efficiency and relia-
bility when considering the hardware challenges facing transceiver
and OCS design, and the system challenges of deployment, avail-
ability, and cost efficiency.

Our production lightwave fabrics drive substantial gains for three
emerging use cases: (i) datacenter networks that must support flexi-
ble traffic matrices for various workloads as well as interoperability
among multiple generations of network technologies [47], (ii) ML
supercomputers (called superpods) that want to leverage the sim-
plicity, cost, and latency benefits of specialized topologies [25],
and (iii) campus networks that must support a range of cluster-
to-cluster communication patterns, shifting with the turnup and
turndown of services, often spanning multiple clusters at today’s
scale. These use cases come together to form a hierarchical hybrid
electrical/optical switching interconnect datacenter that benefits
many different applications; in this paper we quantify the benefits
in the context of large-scale ML training.

The rest of the paper is organized as follows. In §2, we motivate
the key requirements for lightwave fabrics by describing how we
use lightwave fabrics for scale-up and scale-out applications. §3
presents the design for the optical circuit switch (OCS) and optical
transceivers. We evaluate the performance of hardware in §4.1 and
the benefits of the lightwave fabric in §4.2, particularly focusing on
ML. We present related work in §5, future work and other potential
use cases for lightwave fabrics in §6, and conclude in §7.

This work does not raise any ethical issues.

2 THE OPTICAL DATACENTER
Our datacenters use lightwave fabrics for both general-purpose
network connectivity and high- performance networks designed
to support ML.

2.1 Datacenter Networks
The benefits of using a lightwave fabric to co-optimize the resource
allocation and network topology for a datacenter network (DCN)
have been well documented [8, 16, 31, 39, 40, 54, 56, 61, 62]. These
benefits include being data-rate and wavelength agnostic, low la-
tency, and extremely energy efficient.

Fig. 1 shows the evolution of a "spine-full" electrically packet
switched (EPS) network to a “spine-free” lightwave network.
Fig. 1a) illustrates a traditional datacenter network, with spine
blocks (SPs) connecting homogeneous aggregation blocks (ABs).
Fig. 1b) illustrates an evolved datacenter network incorporating a
directly-connected lightwave fabric [47]. Besides 30% reduction in

Figure 1: Evolution of Datacenter Networks. a) Traditional hier-
archical datacenter network using spine blocks to connect aggre-
gation blocks. b) Evolved heterogeneous datacenter network with
spine blocks replaced by OCSes.

capex and 41% reduction in power, the lightwave fabric provides
several other key benefits:

Topology Engineering: In this spine-free architecture,
application-specific network topologies can be constructed
via direct optical connections in addition to traditional switch-level
traffic engineering. For example, reconfiguration of the fabric
connectivity allows the optimization of inter-AB bandwidth
when there is an increase in long-lived traffic demand between a
particular set of ABs.
Fabric Expansion: With expansion capability, the size of the
network fabric can be augmented incrementally, allowing an initial
number of ABs to be deployed with additional ABs added to the
fabric as needed (“pay as you grow”).
Fabric Isolation: OCSes can create dynamic circuits to reconfigure
the network topology and isolate performance across jobs and/or
customers.
Rapid Technology Refresh: The expansion capability leads to
the ability to connect different-generation ABs running at different
data rates (and employing different EPSes and transceivers) to
the same OCS. Interoperability between heterogeneous ABs
is ensured through the compatibility of optical transceiver
specifications across multiple generations of data rates leading to
faster introduction of new technology.

2.2 Machine Learning Networks
To support the synchronous communication patterns and parame-
terizations used in large-scale ML models [1], the interconnection
fabric can be scaled in two complementary ways. The first is to use
an inter-chip-interconnection (ICI) fabric [27] to scale up tightly-
coupled compute nodes to create a superpod (cf. Appendix A and
§4.2). The second is to use the DCN network to scale out the capac-
ity. These two fabrics complement each other in balancing compute
and communication, scale and efficiency: the scale-up ICI within
a superpod provides 50–100× more bandwidth than the DCN at a
fraction of the cost; the scale-out DCN enables training extremely
large ML models.

2.2.1 Scaling-up within a superpod
Using a lightwave fabric within a superpod leads to significant cost
and power savings while adding new capabilities and flexibility
not possible with a traditional datacenter network or with a
directly-connected static ML topology:
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Figure 2: Scaling-out superpods using the DCN. a) A hybrid
ICI-DCNnetwork composed of four superpods connected by
the DCN, b) A collective communication patternwithin indi-
vidual superpods using a ring topology and the ICI network,
c) A collective communication between superpods using two
rings (shown as red and blue) and the DCN network.

Reconfigurability: The cluster-level job scheduling system uses
the lightwave fabric within a superpod to dynamically create
workload-sized compute “slices” and program the inter-chip-
interconnect network for the slice. This reconfigurability leads to
the unique ability to control the configuration or shape of the slice
to optimize performance (§4.2.1) and scheduling efficiency (§4.2.4).
Availability: The lightwave fabric provides significantly improved
availability and overall throughput (§4.2.2).
Modular deployment: The use of lightwave fabric for a superpod
enables increased deployment speed through modularity and the
ability to incrementally deploy computing resources (§4.2.3).

2.2.2 Scaling-out between superpods

The superpod ICI network and the datacenter DCN network
can be combined for ML training models that are too large to fit
in a single superpod [12]. For this case, the lightwave fabrics in
both the superpod ICI and the DCN are coordinated to create an
interconnection in a hybrid ICI-DCN network as shown in Fig. 2 a).
We optimize the workload end-to-end, starting from adapting the
collective operations for the difference in ICI vs. DCN bandwidth
per TPU, optimizing the topology within the pods, and coopti-
mizing job placement (TPU allocation) and reconfiguration of the
DCN level topology to achieve high performance. Example col-
lective communication patterns both within a pod using the ICI
network and between pods using the DCN network are shown in
Figs. 2 b) and c) respectively. While this optimization maximizes

the communication within the ICI network, the transfers over the
DCN network during c) are still on the critical path and delays
can substantially affect the model throughput [20, 41]. The use of
reconfigurable lightwave fabrics—both within a single superpod
and within the DCN network—leads to substantial performance,
capital and operational benefits for this kind of hybrid ICI-DCN
network.

2.3 Requirements for the lightwave fabric
Ideally we want a lightwave fabric that can dynamically adapt
its configuration to best suit the communication patterns of the
workload. The fabric also needs to be performant, fault tolerant,
and cost effective. These features lead to the following high-level
requirements for lightwave fabrics:

Switch radix: A large switch radix is required to scale out to
large deployments connecting hundreds of networking aggregation
blocks for DCN and thousands of compute nodes for ML.
Reconfiguration flexibility: The OCS must be rapidly reconfig-
urable and non-blocking to dynamically control the topology. This
includes the ability to keep certain connections undisturbed while
making changes elsewhere. This requirement provides job isolation.
Transceiver performance: The transceivers for both DCN and
ML applications must support a high-bandwidth bidirectional (bidi)
link per fiber to reduce the overall system cost. For ML systems,
the link must be low latency to support tight synchronization. For
DCN networks, the transceiver must be backward compatible (i.e.,
each new generation must inter-operate with previous generations
of transceivers).
Fabric Reliability: The fabric must be fault-tolerant at scale for
high availability and robust performance in the presence of hard-
ware and node failures.
Fabric cost effectiveness: The lightwave fabric must provide a
total-cost-of-ownership (TCO) benefit.

Developing optical technologies to meet these requirements is a
significant challenge—particularly at scale.

3 HARDWARE COMPONENTS
This section presents the in-house development of our optical
switch and custom bidirectional (bidi) optical transceivers that
enabled the wide variety of benefits of lightwave fabrics for DCN
and ML applications.

3.1 Hardware Overview
The optical hardware developed for our lightwave fabrics has some
common requirements for the DCN and ML use cases, as well as
different requirements driven by the unique needs of our applica-
tions. Figure 3 shows the optical data path for the DCN and the
ML use cases. Our current lightwave fabrics use bidirectional (bidi)
transceivers in an OSFP form factor [42] and the Palomar OCSes
within each OCS rack. This optical switch creates direct optical
connections between the end points (North port (N) to South port
(S) in figure). The OSFP module has two coarse WDM (CWDM4)
transmitter/receiver pairs, each supporting four wavelength chan-
nels. The module is connected to two optical fibers with each fiber
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Figure 3: Components for the lightwave fabric for a) datacenter
networking and b) ML superpod: bidi OSFP optical transceivers, du-
plex fiberwith each fiber strand supporting a bidirectional link, and
the Palomar OCS.

supporting a bidirectional (bidi) link. This means that each bidi
transceiver supports twice the bandwidth compared to a standard
duplex transceiver for which each fiber carries a single transmitted
WDM signal or a single received WDM signal. For the DCN use
case, two bidi links from each OSFP port may go to two different
OCS ports for maximum fanout. For ML, two bidirectional links
are bundled into a pair of fibers that connect to a duplex OCS port
(N/S pair).

3.2 Development of the OCS
The heart of the lightwave fabric shown in Fig. 3 is the optical
circuit switch. There are a wide variety of lightwave devices with
different physical switching mechanisms [7, 46, 51, 55, 64] that can
be used to construct an optical circuit switch. Appendix C compares
cost, performance, and reliability/availability of several OCS tech-
nologies. Early use cases for OCS technology [40, 48, 64] recognized
the utility of leveraging the CapEx development costs of OCS tech-
nology against the long-term value for OpEx in terms of network
and bandwidth management to minimize the TCO. An additional
benefit of OCS technology is that the required energy per switched
bit can be orders of magnitude lower than EPS technologies because
there is no per-packet processing.

3.2.1 Key Challenges
The choice of an appropriate OCS technology for a lightwave fabric
is driven by the requirements outlined in § 2.3 and is constrained
by the practical issues of cost, manufacturability, and reliability.
Accordingly, this choice must consider:

Port count: For the DCN use case, the radix of the OCS and the
network aggregation blocks determines the total number of aggre-
gation blocks that can be supported, and thus maximum scale of
the datacenter network. Similarly, for the ML use case, the radix of
the OCS, size of an elemental compute building block, and the size
of the routing table that can be supported determine the overall
size of the TPU Superpod.
Switching time: Most optical switches have much slower switch-
ing times compared to electrical packet switches. They are therefore

more suitable for topology engineering of persistent traffic [47],
and/or creating custom topologies for predictable machine-learning
workloads.
Optical performance: Optical link budget is a precious commod-
ity for lightwave fabrics, greatly affecting cost and performance of
the optical transceiver. The use of cost-effective, low-power optical
transceivers with moderate link budget requires driving down the
insertion loss through the OCS, ideally below 3dB. The requirement
for low return loss (i.e., signal reflections back along the link) stems
from the use of bidirectional links and is described in detail in § 3.3.
Low latency: The absence of per-packet processing within an OCS
means only a small amount of deterministic latency is added on
a per-hop basis, which is a key requirement for synchronous ML
workloads. In comparison, other kinds of network fabrics that do
not use direct connections can add hundreds of nanoseconds if not
microseconds of delay per hop [30, 32].

Among the technologies listed in Table C.1 in Appendix C, MEMS
OCS technology currently provides the best match for meeting
the system-level challenges and the practical constraints of scale
and economics for both the datacenter and ML use cases. The re-
quirements of other use cases may dictate the use of other optical
switching technologies and are discussed in § 6.

At the time when we first considered OCSes for datacenter ap-
plications, the demand for MEMS OCSes from traditional telecom-
munications applications was insufficient to support the volumes
and availability required at our datacenter scale. The difficulties
in maintaining reliability and quality of a vendor based OCS led
to the decision to develop the Palomar OCS. Palomar has high
availability, high reliability, is integrated into our networking con-
trol and monitoring infrastructure, and is used ubiquitously for the
datacenter and ML use cases.
3.2.2 Optical Switch Design
Figure 4 shows the high-level optical design and operation princi-
ples of the Palomar OCS. The input/output (bidirectional) optical

 

Figure 4: Illustration of the design and optical path of PalomarOCS
optical core.

signals enter the optical core through two-dimensional (2D) fiber
collimator arrays, which produce pencil-like beams that propagate
through the switch. Each collimator array consists of a 136×136
fiber array and a 2D lens array. The optical core consists of two
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Figure 5: Photograph of a Palomar MEMS mirror package. Inside
each ceramic package is a single large die with individually control-
lable micro-mirrors.

2D MEMS mirror arrays as shown in Fig. 5. To increase yield and
redundancy, 176 micro-mirrors were fabricated on each MEMS die
from which the best 136 mirrors were used for the switch with
additional qualified connections used as manufacturing spares.

Each optical signal to be switched traverses through a port in
each collimator array and the twoMEMSmirror arrays, as indicated
by the green line in Fig. 4. Mirrors on each array are actuated and
tilted to switch the input signal to a corresponding input/output
collimator fiber. The entire end-to-end optical path is broadband and
reciprocal, for data-rate agnostic and bidirectional communication
across the OCS. Figure 6 shows a photograph of the optical core
and corresponding key components.

 

 

Figure 6: Photograph of Palomar OCS optical core with fiber col-
limators, camera modules, packaged MEMS arrays, injection mod-
ules, and dichroic splitters and combiners.

From a systems perspective, this design yields a non-blocking,
136×136 OCS with bijective, any-to-any input (North) to output
(South) port connectivity. The non-blocking functionality provides
important scheduling flexibility for both of our use cases. As an ex-
ample, for the ML use case, slices for new model placements within
a superpod can be dynamically scheduled without interfering with
existing models running on a different slice. The benefits of this
feature are discussed further in § 4.2.4.

A novel design choice that enabled us to realize a low-cost, man-
ufacturable OCS was the use of two cameras, one per MEMS array

(Fig. 4) for closed-loop alignment. The monitoring channel (red
arrows, Fig. 4) for each camera is superposed with the signal path
to be switched. Each MEMS array is thus illuminated with a 850nm
monitoring beam. This monitor wavelength is different from the
data-carrying signal wavelength which is around 1300 nm. The
illuminated mirror arrays are then imaged onto the camera module
using optical dichroic splitters that separate the monitor wave-
length from the signal wavelength. The images from these cameras
are used to provide feedback to optimize the position of each mirror
for minimum loss. By implementing mirror controls based on image
processing, the control scheme is significantly simplified compared
to conventional approaches which can require individual per mirror
monitoring and/or photodetector hardware.

a) 
 

b) 
Figure 7: a) System-level diagram of the Palomar OCS showing the
front half with fiber management and the optical core and the back
chassiswith the primary systemboards. b) Rear viewof the Palomar
OCS back chassis showing the field replaceable units.

Several engineering principles guided the development of the
Palomar OCS to achieve the necessary manufacturability, service-
ability, and reliability needed for our systems. Fig. 7a) shows the
system-level diagram of the OCS chassis. The CPU receives port
connection commands from the control plane, which are then sent
to an FPGA connected to a set of high voltage (HV) driver boards
for mirror actuation. The front and back chassis architecture shown
in Fig. 7 allows the optical core and primary printed circuit boards
to be assembled and tested separately. This architecture enhances
testability, yield, and also enables field serviceability of key compo-
nents to increase availability. The power supplies and fan modules
are redundant and can be hot swapped while maintaining func-
tionality. Fig. 7b) shows a rear view of the OCS chassis. Although
the mirror state cannot be maintained when driver boards are hot
swapped, designing them to be field replaceable was critical as
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the HV drivers for the mirrors was one of the largest reliability
challenges for the switch.

We use the same software stack and base OS as our other data-
center networking devices (i.e., EPSes) for both control and in-situ
evaluation of the state of the OCS. The commonality inmanagement
plane interfaces provides seamless integration with our existing
infrastructure. We invested heavily in improving telemetry and
anomaly reporting to account for the complexity of the hardware
and the software interactions that manage it and the high reliabil-
ity requirements. The ability to deeply integrate the control and
monitoring software with the rest of our network infrastructure
was essential given that the switches had a large “blast radius”.

3.3 Development of Bidi Transceivers
For both our DCN and ML use cases, our studies indicated a large
benefit in using bidi optical links. Achieving the combined goals
of high bandwidth and bidi operation was a significant challenge—
particularly at scale because these functionalities did not exist or
were ahead of commercial standards-based transceivers and had
to be developed by leveraging the economies of scale of datacom
transceivers. The custom bidi WDM transceivers developed for our
ML use case are significantly different compared to the standards-
based point-to-point datacom transceivers [2] and are different
from the transceivers developed for our DCN use case [59]. These
differences result from supporting the high-bandwidth, low latency,
synchronous nature of ML workloads. For both sets of transceivers,
key components of the bidi transciever (laser, circulator, trans-
impedance amplifier (TIA), photodetector (PD), digital signal pro-
cessing (DSP) ASIC, etc.) were designed or selected to emphasize
module integration for low cost and manufacturability.

Figure 8: WDM interconnect for datacenter network.

Figure 8 shows theWDM interconnect products and roadmap for
our datacenter network. From 40Gb/s QSFP+ to the latest 800Gb/s
OSFP, the bandwidth of CWDM4 transceivers for DCN has grown
20× with continuous improvement in energy efficiency and lin-
ear density. Figure 9 shows the the latest generation bidi OSFP
transceiver modules for use in ML superpods.
3.3.1 Key challenges
Consideration of the entire lightwave fabric for both ML and DCN
use cases led to the following challenges for the bidi transceiver:

High bandwidth: As bandwidth requirements scaled in the dat-
acenter, adoption of WDM was critical for the reach needed and

Figure 9: OSFP bidirectional modules. Top: bidi 2x 400Gb/s
CWDM4 transceivers with 2 integrated circulators (cf. Appendix B).
Bottom: bidi 800Gb/s CWDM8 transceiver with 8 multiplexed wave-
length channels and a single integrated circulator.

efficient use of OCS technology. To enhance ML pod performance,
a high bandwidth per fiber is critical to scale the lightwave fab-
ric. Within the same spectral width (80nm) as a standard CWDM4
transceiver [2], we thus increased the number of wavelength lanes
from 4 to 8 using a tighter wavelength spacing of 10nm as opposed
to a standard 20nm spacing used for the CWDM4 bidi transceivers
for datacenter networking and initial ML use cases.
Fiber impairments:

The transceivers for both the DCN use case (4×20nm) and the
ML use case (8×10nm) operate over a 80 nm spectral range so that
chromatic dispersion is an issue for data rates above 100 Gb/s for
the link lengths used for our use cases. This impairment can be
mitigated by managing frequency variations (chirp) in the laser and
the modulator along with the use of nonlinear equalizers based on
maximum likelihood sequence estimation (MLSE).
Larger optical link budget: To support the higher loss budget due
to the OCS and circulators, low-loss optical components (thin-film-
basedwavelengthmux/demux) and integrated circulators were used
to minimize optical path loss. We use digital signal processing (DSP)
to mitigate the impairment of optical multi-path-interference (MPI)
and increase the overall link margin by using a novel concatenated
forward-error-correction (FEC) technique. These two methods are
discussed in § 3.3.2.
Bidirectional functionality: A key enabling technology which
permitted OCS deployment to be cost-effective at scale was the
development of optical circulator technology that permitted the
bidirectional operation of the links. This feature effectively doubled
the number of ports on the OCS.

When we started developing our transceivers, a few types of
optical circulators were commonly employed in relatively limited
quantities within telecommunications systems to increase the gain
generated from a single optical amplifier, but there was a lack of a
commercial high-volume ecosystem for this component. Similar to
the other hardware technologies discussed in this paper, the base-
line design of the circulators developed for telecommunications
applications had to be re-engineered to optimize its performance
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to meet our needs. These needs included operating in a different
wavelength range, and reducing return loss and crosstalk between
the ports. The crosstalk was particularly important as correspond-
ing stray light is effectively equivalent to having a reflection in
the link. Additional details on the operation and our use of optical
circulators is provided in Appendix B.
Backward compatibility: A critical requirement to support
smooth evolution for the DCN use case is backward compatibil-
ity of the optical transceiver technology. This requirement was
achieved by a combination of careful design of the wavelength grid
and analog front-ends (laser driver, TIA), developing programmable
modules and DSP blocks that can run at multiple line rates along
with the corresponding qualification testing for all supported rates.
As example, the latest generation OSFP transceiver (cf. Fig. 8) run-
ning at 100G PAM4 per lane must also support 50G PAM4 and 25G
NRZ operation. The mode of operation is software programmable,
enabling inter-operation with the existing, legacy network fabric
and the maximum rate when the system is upgraded.

3.3.2 Digital Signal Processing ASIC
State of the art digital signal processing (DSP) blocks [10] form

the engine of our bidi WDM optical transceivers. The DSP not
only provided a more robust, scalable solution by relaxing the
requirements on the optical and analog electrical components, it
also enabled new digital capabilities to mitigate optical impairments
and increase the optical link budget. There are two custom DSP
blocks implemented in our bidi transceivers: 1) Optical interference
mitigation (OIM) [66], and 2) Concatenated forward error correction
(FEC). The choice of these codes must balance more powerful (and
higher-latency) codes that can improve the link margin with the
requirement of low latency for ML workloads. The evaluation of
these methods is given in §4.1.2.

4 EVALUATION
Meeting the stringent requirements on the optical hardware de-
scribed in Section 3 yields a lightwave fabric with numerous
benefits. This section evaluates the key features of the OCS and
transceivers used to construct the lightwave fabrics and then eval-
uates the system-level benefits for our ML use case using a static
non-reconfigurable fabric as the baseline.

4.1 Hardware Evaluation
The combined use of bidirectional links and OCSes requires careful
evaluation of the optical components compared to a standard point-
to-point link because of the potential interactions between the
transceivers and the OCS.

4.1.1 Optical Switch Evaluation
Applying the design principles described in Section 3.2, tens of
thousands of Palomar OCS with 136×136 duplex ports (each with
eight spare ports) have been manufactured and deployed in our
infrastructure. The maximum power consumption of the entire
system is 108W, which is a fraction of the power of an EPS system
with the same switch capacity because the OCS does no per-packet
processing. Figure 10 shows some representative insertion loss and
return loss data for the Palomar OCS that is deployed for both
the DCN and ML use cases. Insertion losses are typically less than

Figure 10: a) Representative Palomar OCS insertion loss histogram
for 136×136 cross-connections. b) Return loss versus port number
for 136 input/output ports.

2dB for all 136×136 permutations of connectivity. The tail in the
distributions is nominally due to fiber splice and connector loss
variation. Return loss caused by reflections is typically −46dB, with
a nominal specification of less than −38dB. The major components
of optical reflection come from the fiber collimators, at the interfaces
between the fiber array and 2D lens array. This stringent return
loss requirement stems from the use of bidirectional links along
each optical path.

In terms of reliability and availability, the Palomar OCS passed
all reliability tests (largely based on telecommunications/telcordia
standards, i.e., damp heat, temperature cycle, shock and vibration,
high/low temperature storage, etc.) with ample margins. For our
production rack-mounted design, proper mechanical isolation of
the optical core is critical due to vibration sensitivity of the MEMS
mirrors and the need to maintain sub-micrometer level optical
alignment. On-going reliability tests, manufacturing screens, and
the ability to field replace failed sub-assemblies leads to the chassis
typically achieving greater than 99.98% availability in the field
today.

4.1.2 Optical Transceiver Evaluation
At the scale of millions of transceivers for all our applications,
guaranteeing transceiver performance is a significant challenge as
all corner cases in a high-dimensional parameter space including
manufacturing, link quality, and component variations must be
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effectively resolved.

Optical Interference Mitigation: Circulator-based bidirectional
links have several unique physical impairments such as multi-path-
interference (MPI) and in-band optical crosstalk. These impair-
ments are caused by the reflections from optical devices within the
path [15, 58, 60]. To mitigate MPI, a novel digital signal processing
(DSP) based algorithm [66] has been developed. For this algorithm,
the dominant carrier to carrier (interfering) beating noise, which
exhibits a unique narrow-band spectral characteristic, is recon-
structed in the digital domain and then removed from the received
signal through a notch filter-based method. The center frequency
of the notch filter is determined by monitoring the frequency offset
between the source and the interfering carrier, also in the digital
domain.
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Figure 11: a) Simulated and b) measured receiver sensitivity in
terms of bit error ratio for 50 Gb/s PAM4 for a single wavelength
channel of a four channel (200 Gb/s) link.

This algorithm was first evaluated by modeling the optical link
with and without the digital compensation. The link modeling in-
corporated all of the critical component parameters (bandwidth,
noise, transmit power/receiver responsivity, insertion/return losses,

extinction ratios, etc.). Figure 11a) shows the modeled effect on the
bit error ratio (BER) for the link for several values of the MPI with
and without optical interference mitigation (OIM) as shown by the
dashed curves and solid curves, respectively. For example, for an
MPI value of −32dB, and a bit error rate of 2 × 10−4, which is the
threshold for a standard KP4 error correcting code [22], the algo-
rithm improves the receiver sensitivity by more than 1dB, which is
significant for the total optical link budget.

In addition, the curves show the sensitivity of the BER to the MPI.
This sensitivity clearly demonstrates the need for tight specification
of components making up the lightwave fabric including the return
loss of optical interfaces in the OCS and the circulators. Figure 11b)
shows the corresponding measured data, which matches well with
the modeling results and demonstrates the effectiveness of the OIM
algorithm in mitigating multipath interference.

Concatenated Error Correction Coding: The DSP capability
was also used to support a new ultra-low latency (<20ns for 200Gb/s)
soft decision FEC (SFEC) code to increase the optical link mar-
gin. This proprietary code was used as an inner code and concate-
nated with a standard KP4 outer code [22]. A variant of this code
has been adopted by the 200 Gb/s PAM4 IEEE Standards Group
(IEEE802.3dj)[44].

Figure 12: Optical receiver sensitivity improvement achieved by
using only the concatenated soft-decision FEC (without OIM com-
pensation) under two different MPI conditions.

Figure 12 shows the measured optical receiver sensitivity im-
provement achieved by concatenated SFEC under two different
multipath interference (MPI) conditions. Consider the MPI value of
−32dB with and without the new inner SFEC code as shown by the
solid blue and dashed blue curves, respectively. At the KP4 outer
code BER threshold of 2 × 10−4 (shown as the horizontal dashed
magenta line), a large 1.6dB (45%) receiver sensitivity improvement
can be achieved.

The most common metric to evaluate the system level perfor-
mance of optical transceivers is the bit error rate (BER). Figure 13
shows a sampled distribution of the per lane BER data from a TPU
V4 superpod in a span of days. The horizontal axis represents about
6144 (16 ports per cube face × 6 cube faces × 64 cubes) individual
receiving ports, each paired with 64 possible other port partners (64
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Figure 13: Bit-Error-Ratio (BER) (with OIM mitigation and SFEC)
for production ML links versus port number.

× 6144 different 2× CWDM4 links). All of the values meet the KP4
error-correcting code specification of 2×10−4 with approximately
two orders of magnitude of BER margin. This conservative BER
margin validates the robustness of our design and leads to individ-
ual module failures that “are in the noise” compared to other failure
modes that affect overall system availability.

4.2 ML Lightwave Fabric Evaluation
This section provides an evaluation of the system-level benefits
of lightwave fabrics. We summarize our previous evaluation of
the benefits of lightwave fabrics for DCN and provide a detailed
evaluation of the benefits for the ML use case.

A detailed evaluation of lightwave fabrics in the datacenter use
case was presented by Poutievski et al. [47]. That evaluation showed
that a spine-free DCN delivers 30% reducion in CapEx and 40%
reduction in OpEx compared to an spine-full Clos fabric that uses
electrical packet switches. The CapEx and OpEx savings come from
elimination of the spine layer and associated optical transceivers
used in the switches. The use of a reconfigurable direct-connect
lightwave fabric along with topology and traffic engineering also
provides a 10% improvement in flow completion time and 30%
increase in TCP throughput compared to a uniform mesh network.

The success of the DCN use case was the starting point for the
development of the lightwave fabric for the TPU V4 superpod. For
modularity, the TPU V4 superpod splits the intrapod interconnec-
tion fabric into an electrical part and an optical part as shown in
Fig. 14. Electrical interconnects connect 64 TPU V4 chips to form
an elemental cube with dimension 4 × 4 × 4 = 64. The cube fits
within a single rack and 64 cubes are then optically connected to the
OCSes of the lightwave fabric to form a 642 = 4096 TPU superpod
(see Appendix A for further details about the architecture of TPU
superpod).

The cluster-level job scheduling system uses the lightwave fabric
to dynamically connect one or more elemental cubes to create
compute “slices” and program the inter-chip-interconnect network
for the slice. Most slices have a 3D torus topology with wrap-around
links. The number of cubes connected per dimension of the torus
can be different, e.g., when the entire pod of 4096 nodes is used,

Figure 14: TPU V4 superpod. Each 4 × 4 × 4 cube is statically con-
nected using electrical interconnections and fits within a single
rack. Optical inter-cube connections (colored lines) are flexibly re-
configured with the OCS.

DCN Lightwave Fabric Static

Relative Cost 1.24𝑋 1.06𝑋 1𝑋
Relative Power 1.10𝑋 1.01𝑋 1𝑋

Table 1:Cost and power comparison for three different fabrics used
to connect 4096 TPU V4 chips, normalized to a static topology.

slice topologies ranging from 4 × 4 × 256 to 16 × 16 × 16 can be
configured with the minimum increment of four set by the size of
the elemental 4 × 4 × 4 cube. Multiple different-sized workloads
with differing communication patterns can be configured within a
single pod. The lightwave fabric enables each workload to run on a
different slice that is physically isolated from the other jobs.

Table 1 shows the relative cost and power of a reconfigurable
lightwave fabric compared to other networking fabrics that could
be used to support a TPU V4 Superpod. Our baseline for this com-
parison is a static topology that uses short-range, low-cost optical
interconnect to directly connect the 64 elemental cubes. Our inter-
nal studies indicate that the cost of a lightwave fabric is 6% more
expensive and uses 1% more power compared to the baseline static
fabric. For comparison, the same analysis shows that a superpod
with our EPS-based DCN fabric is 24% more expensive and uses
10% more power.

Using a symmetric static fabric as our baseline, we evaluate
four key benefits of a reconfigurable lightwave fabric for ML: 1)
Execution speedup, 2) Fabric availability, 3) Increased deployment
speed and flexibility and 4) Efficiency.
4.2.1 Speedup benefits of reconfigurability
The reconfigurability of the lightwave fabric enables the creation
of slices and provides significant performance optimization for
large-scale ML model training. In normal operation, the routing
is deterministic and set by the slice configuration. The transport
protocol is proprietary with the collective communication library
built into the XLA execution engine [49]. For a full-scale superpod
containing 4096 TPU V4 chips, the dynamic reconfigurablity of
the lightwave fabric enables changing the shape of the slice to any
configuration between a symmetric slice of 16× 16× 16 to a highly-
asymmetric slice of 4 × 4 × 256. This unique capability is especially
important for emerging transformer-based large language models
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(LLMs) [45, 57]. Performance optimization for these LLMs is critical,
because these LLMs are very expensive to train, using hundreds to
tens-of-thousands of computing elements including TPUs or GPUs
for months [12, 45]. Table 2 shows that the reconfigurability of the

Model Model Size Optimal Relative speedup
(# of Params) Configuration w.r.t. baseline

LLM0 35 Billion 8 × 16 × 32 1.54𝑋
LLM1 70 Billion 4 × 4 × 256 3.32𝑋
LLM2 150 Billion 16 × 16 × 16 1𝑋

Table 2: Optimal slice configuration and relative speedup (com-
pared to a static 16 × 16 × 16 baseline) on training throughput (sam-
ples processed per second) for several LLMs, theMLmodel category
usually with largest model size.

lightwave fabric unlocks more than a 3.3× performance uplift for
production-scale LLMs, using an optimally configured 4096 node
TPU V4 superpod compared to the static baseline 16×16×16 config-
uration. The symmetric 16×16×16 static configuration is chosen as
the baseline because it has the highest bisection bandwidth among
all possible static configurations of a 3D torus. The optimal light-
wave fabric configuration, together with the model-specific paral-
lelism configuration including model partitioning and pipelining, is
determined automatically by a reinforcement-learning-based and
hyperscale-hardware-optimized neural architecture search (NAS)
system without human intervention [33].

Another important observation from Table 2 is that there is no
“one-size-fits-all” optimal slice configuration for ML models. As can
be seen in Table 2, the symmetric 16 × 16 × 16 configuration of
the lightwave fabric is optimal for some LLMs, while asymmetric
configurations are optimal for others. When training on large-scale
ML systems, LLMs rely on state-of-the-art model parallelism (in-
cluding model pipelining) and data parallelism [52] to achieve good
training speed. The amount of inherent model and data parallelism
for an LLM determines the optimal slice configuration. In general,
model size determines the amount of inherent model parallelism,
while global batch size determines the amount of inherent data
parallelism.

Concretely, LLM2 has large model size and large global batch
size, which provides sufficient model and data parallelisms. There-
fore, LLM2 prefers the 16 × 16 × 16 cube slice configuration to
leverage the maximum bisection bandwidth. For LLM0 and LLM1,
they have much larger global batch size than their model size and
thus much higher amount of inherent data parallelism than model
parallelism. Therefore, both LLM0 and LLM1 prefer asymmetric
configurations to match the inherent imbalanced parallelism on
the model and the data dimensions, with LLM1 preferring a more
asymmetric configuration because of its inherent parallelism being
more skewed to data parallelism. When possible, our automated
model parallelization optimizer assigns the 1st dimension of the
TPU slice to the model parallelism and the 2nd and 3rd dimensions
to the data parallelism. Thus, our optimizer finds the optimal slices
for LLM0 and LLM1 as 8 × 16 × 32 and 4 × 4 × 256 with 1.54X and
3.32X speedup compared to the symmetric baseline of 16 × 16 × 16,
respectively. Our initial work in co-optimizing the model and the

slice configuration demonstrates the unique and profound capabil-
ity of lightwave fabrics in accelerating giant ML models at scale.
More in-depth exploration in this space is the topic of future work.

The diverse dependence of ML model performance on the inter-
connect configuration requires the size and topology of the slice
to be late binding after hardware is deployed. The lightwave fab-
ric thus not only achieves substantial performance gains for ML
models today but also offers a unique and powerful form of recon-
figurability for future ML models at scale.

4.2.2 Fabric Availability
The ability to reliably compose slices is critically dependent on
the availability of the lightwave fabric. As shown in Fig. 14, each
building block used in the lightwave fabric is arranged as a 4× 4× 4
cube with six faces with each face having 42 = 16 connections. Each
connection has 8 optical lanes, and Palomar OCS has a port count of
128×128. We would need 96 OCSes using standard CWDM4 duplex
modules, but only 48 OCSes are required with our custom CWDM4
bidi module. While the current generation of superpod uses 48
OCSes with CWDM4 bidi modules, only 24 OCSes would be needed
if we were to employ our custom CWDM8 bidi module. In all cases,
a single failure in the set of OCSes that provide full connectivity
between the elemental cubes will degrade the performance of any
slice composed of more than one elemental cube.

The impact of OCS availability on the superpod lightwave fabric
availability using three different kinds of optical transceivers is
shown in Fig. 15a). The reduction in the required number of OCSes
relaxes the availability requirement of a single OCS and improves
the fabric availability from 90% using standard CWDM4 duplex to
95% using CWDM4 bidi, and 98% using CWDM8 bidi (assuming
a single OCS availablity of 99.9%). Correspondingly, the overall
effective throughput (i.e., goodput) for larger slices significantly
improves compared to a static configuration over a wide range of
host/server availability conditions.

To quantify this improvement, we use a single OCS availability
of 99.9% and hold the overall system availability constant at 97%.
For a single elemental cube slice (64 TPUs), to achieve this target
availability requires holding back some elemental cubes within the
pod so that there are enough working cubes to achieve the target
system availability. The number of elemental cubes that are held
back is directly proportional to the failure rate of an individual
server. Larger failure rates decrease the goodput because more
cubes need to be held back to achieve the target system availability.
This can seen in Fig. 15b) for a single elemental cube slice (64 TPUs).
As the server availability increases from 99% to 99.9%, the goodput
increases because fewer elemental cubes need to be held back. For
a slice that is a single cube, no reconfiguration between cubes is
used and thus the goodput is the same for both the static and the
reconfigurable topologies.

For slice sizes larger than a single cube (64 TPUs), the total
number of cubes required for a reconfigurable lightwave fabric
to achieve the target system availability is much smaller than the
number of cubes required for a static fabric because the reconfig-
urable lightwave fabric can swap out a bad elemental cube whereas
a static configuration cannot. For slices of the same size that are
larger than 64 TPUs, this leads to the goodput for the static con-
figuration (shown as dashed lines) rapidly degrading compared to

508



Lightwave Fabrics ACM SIGCOMM ’23, September 10–14, 2023, New York, NY, USA

Figure 15: a) Impact of fabric availability on OCS availability for
different transceiver technologies. b) Impact of server availability
on the effective throughput of a superpod for a fixed overall system
availability of 97% for different slice sizes.

the goodput for the corresponding reconfigurable lightwave fabric
(solid lines). As an example, for a server availability of 99.9% (green
curves), the static configuration can only support a 1024 TPU slice
size with 25% goodput, whereas the reconfigurable superpod can
support 1024 slice size with 75% goodput.

Given the simplifying constraint that the slices are the same
size, as the slice size increases, the overall goodput is eventually
dominated by the availability of the slice size and not by the indi-
vidual server/host availability. At a slice size of 1024, this leads to
the convergence of the goodput for a server availability of 99.9%
(green curve) with the goodput for a server availability of 99.5%
(red curve). Accounting for the hold back, three 1024 slices can be
composed for either server availability leading to a goodput of 75%
for both server/host availabilities. In contrast, only two 1024 slices
with a goodput of 50% can be composed for the lower server avail-
ability of 99% (blue curve) because the hold back needed to achieve
a 97% system availability for this case exceeds 1024 TPUs. At a
slice size of 2048, which is half the pod size of 4096, only one slice

can be composed—leading to a goodput of 50%—regardless of the
server/host availability because some hold back is needed to achieve
the target system availability for any server/host availability less
than 100%. Accordingly, only one 2048 slice can be composed.

In practice, a distribution of slice sizes running different size
models is used. The non-blocking nature of the OCS permits the
scheduling of new slices of different sizes without interfering with
slices that are already scheduled and running (c.f. § 4.2.4).
4.2.3 Deployment Speed and Modularity
The use of lightwave fabric for TPU superpods enables increased de-
ployment speed throughmodularity and the ability to incrementally
deploy racks containing an elemental cube. Because the inter-chip
interconnect (ICI) for the 64 TPU chips is electrical and contained
within a single rack, the connectivity and performance of each cube
is verified when the chips and intrarack electrical interconnect is in-
stalled. The rack-level blocks can then be incrementally connected
and verified at the pod level using the lightwave fabric to form
larger slices up to the maximum of 64 blocks for a fully built-out
pod. This modular, incremental deployment strategy significantly
reduces the time to production and thus improves the cost effec-
tiveness of lightwave-connected superpods compared to previous
generations of superpods that did not use a lightwave fabric. For
comparison, a TPU V3 superpod could not be verified until all 1024
chips and connecting cables were installed and tested.

The use of bidirectional transceivers also reduces the deployment
time because only 48 OCSes (instead of 96 for standard CWDM4
transceivers) are needed. This saves 50% in the cost of the OCSes
and fiber. Similar to the DCN use case, the associated CapEx costs
can be amortized over the lifetime of the building (multi decade
versus multi year).
4.2.4 Efficiency benefits of reconfigurability
The combination of an elemental cube with only 64 TPU chips
and the reconfigurability enabled by the lightwave fabric leads to
simplified slice scheduling, which increases overall efficiency. In
the previous-generation TPU V3 superpod [26], scheduling a 256-
node slice required finding 256 contiguous nodes that were idle and
functional. For the TPU V4 superpod, the smaller 64-node block
size in combination with the use of a non-blocking lightwave fabric
means that there are many more potential solutions to configure
the lightwave fabric to a connect a set of four idle, not-necessarily-
contiguous 4 × 4 × 4 elemental cubes to form a directly connected
256-node slice. In addition, the scheduler is able to defragment the
podsmore effectively. A detailed evaluation of this benefit is difficult
to perform because it requires a large-scale controlled experiment
to clearly isolate the benefits of reconfigurability. Nevertheless, in
practice, we are able to run the TPU V4 fleet at a higher ( > 98%)
utilization than earlier-generation superpods despite the need to
support 4× larger slices. Details of the scheduling algorithm that
achieves this utilization are the subject of a future paper.

5 RELATEDWORK
The research community has proposed numerous lightwave dat-
acenter network designs [8, 18, 31, 40, 50, 54, 56, 61, 62] and im-
plemented technology demonstrators that incorporate OCSes into
network architectures [16, 19, 50, 54, 61, 62]. The concept of topol-
ogy engineering is prevalent through many of these works. The
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work presented in this paper is distinguished from this related work
by our development of the hardware and software that permits the
production deployment of lightwave fabrics at scale.

Earlier system-level work and small-scale demonstrations of
lightwave technology for HPC applications predate our work on
TPU superpods [5, 9, 29, 50]. More recent studies discuss the poten-
tial benefits of topology management for HPC [38, 39] and machine-
learning applications [31, 63]. Compared to this work, our use of
lightwave fabric provides greater scalability, higher overall system
availability, and greater performance by matching the configuration
of the slices to the ML workloads.

Related work in transceiver design is extensive with many stan-
dards and multi-source agreements (MSA) [2] in place to reduce
cost and allow interoperability between vendors. Our need to sup-
port bidirectional links and the loss through the OCS required us
to divert from this path and develop custom transceiver designs
for the DCN fabric and TPU superpod use cases. Related work on
using circulators for increasing OCS and other optical switch radix
has been proposed [54]. Our work advances this understanding by
developing cost-effective, practical circulators [15, 58, 60].

6 FUTURE WORK
There are several lessons from our experience in developing light-
wave fabrics that provide context for future work. Perhaps the most
important is that at scale, “low-hanging fruit” can provide substan-
tial benefits. The ability of lightwave fabrics to incrementally scale
the system in a data rate agnostic manner and be considered as part
of the building infrastructure provide sustained long-term benefits.
The other key lesson is lightwave fabrics are by no means “one
size fits all”. The requirements for the lightwave fabric for the ML
use case drove specific design choices that are distinct from the
datacenter network use case. As a specific example, we did not
know how the transceiver technology would evolve when we first
started using lightwave fabrics at 40 Gb/s. Nevertheless, we have
maintained interoperability across an order of magnitude difference
in data rates (400 Gb/s vs. 40 Gb/s).

An important practical lesson is that at larger scales “everything
breaks”. Because it is increasingly difficult to test all system-level
corner cases, this motivates the use of reconfigurable topologies
enabled by lightwave fabrics that can be adapted to deal with un-
foreseen circumstances or workloads.

Looking forward to future lightwave fabrics, free-space MEMS
OCS technology can be improved along all major performance
axes (scale, switching time, loss), as evidenced by existing litera-
ture and our current internal development efforts to manufacture
a larger 300×300 MEMS-based OCS with improved reliability and
enhanced features for link-quality monitoring. Other switching
technologies such as piezo-electric actuators [46] and silicon pho-
tonic MEMS [51] have fundamental advantages in faster switching
time and lower drive voltages that could be more suitable for some
applications.

One class of future use cases is based on long-lived or deter-
ministic traffic patterns that can be supported by the existing and
future OCS technologies. Each potential use case requires a specific
codesign for the OCS, transceiver technology and/or switch/TPU
chips. For datacenter networking, another potential use case is

campus-wide networks. For ML, a different use case is supporting
higher-dimensional topologies such as a 4D or 6D torus that has a
larger bisection bandwidth, lower latency and greater scalability
compared to a 3D torus.

A different class of future use cases are based on lightwave fabrics
that can support faster reconfiguration times. For ML, changing the
configuration of the slice during a training session to match com-
munication patterns of different computing phases has the potential
to improve performance [63]. Potential use cases for fast lightwave
fabrics must balance the benefits with the challenge of developing
transceivers with fast initialization times and sufficient link margin
along with a control plane that can operate on the requisite time
scale. Examples include technologies that focus on switching in
the optical domain on nanosecond [4, 40] and microsecond-order
timescales [37, 51].

The development of these new technologies can enable new use
cases for lightwave fabrics that build upon our existing work (cf.
§2.2.2) to create large-scale hierarchical hybrid electrical/optical
networks for future large-scale workloads such as ML model train-
ing. This kind of hierarchical hybrid network is a promising path
to support the demanding requirements of future large-scale work-
loads [12]. These networks will use electrical fabrics in concert
with a co-designed combination of a lightwave fabric developed
for slice management within a superpod and a different lightwave
fabric developed for topology engineering within the data center
network that connects the superpods.

7 CONCLUSION
This paper presented our experience in developing and deploy-
ing reconfigurable lightwave fabrics at scale. We note that while
this paper focused on our initial development and deployment of
free-space MEMS-based lightwave fabrics, our system-level archi-
tecture abstracts the underlying physical mechanisms of the OCS
technology. As more lightwave technologies for both OCSes and
optical transceivers mature and other use cases are developed, we
can readily insert these emerging lightwave technologies into our
existing system-level environments or develop new use cases based
on nascent technologies that are appropriate for our needs.

Our experience shows that using practical constraints, perfor-
mant, reliable and cost-effective production lightwave fabrics can be
built and deployed at scale. We firmly believe that the networks de-
scribed in this paper are just the first instance of a whole new class
of reconfigurable network fabrics that are enabled by the rigorous
co-design of optical circuit switching and transceiver technology.
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Appendices
Appendices are supporting material that has not been peer-
reviewed.

A TPU SUPERCOMPUTER
This appendix provides an overview of the architecture for the
TPU V4 chip and is adapted from [25]. As background, we have
developed several generations of TPU chips [28] and deployed
different supercomputer architectures [27] based on these chips
with the most recent version of the chip being TPU V4 [26]. When
considering the appropriate architecture for the TPU V4 chip, we
wanted to scale up the number of chips by 4× versus TPU V3 just
as TPU V3 was 4× TPU V2. Given the distance between TPU V3
racks, some wrap-around links required for the existing 2D torus
topology were so long that they had to be optical to meet the reach
requirement. Optical links are more than ten times more expensive
than electrical links. At 4× the scale, there would be even more
optical links. Moreover, there were concerns about the bisection
bandwidth of a large 2D torus and the availability of a larger scale
system due to host failure rates.

Based on our 4× scaling goal, and the concerns about bisection
bandwidth and availability of a large 2D torus, we choose to use
a 3D torus to increase the bisection bandwidth and use a directly-
connected lightwave fabric. This fabric dynamically connects a set
of smaller elemental building blocks with static electrical intercon-
nections within each block. Because a 3D cube provides the best
bisection bandwidth, this suggested an elemental block size of either
4×4×4 (64 chips) or 8×8×8 (512 chips). Because an elemental cube
of 512 chips would require static electrical interconnects spanning
multiple racks, a 4×4×4 (64 chip) building block was chosen with 4
TPU V4 processors per CPU host. Each CPU host has a datacenter
network (DCN) connection. The 16 CPUs and 64 TPU V4s are all
housed within one rack.

Figure A.1: Connectivity of a 4×4×4 cube (top) to 3 groups of
OCSes (bottom). The “+” and “−” connections for each index
and dimension are connected to the same OCS (from [25]).

Figure A.1 shows the links from the 6 “faces” of the basic 4×4×4
elemental cube used to configure the overall interconnect for the
TPU superpod. There are 16 optical links per face, totaling 96 optical
links per block that connect to OCSes. To provide the wraparound
links to complete the 3D torus, the links on the opposing sides of
a block are connected to the same OCS. Thus, each 4×4×4 block
connects to 6 × 16 ÷ 2 = 48 OCSes. The Palomar OCS (described in
§ 3.2) is 136×136 (128 ports plus 8 spares for link testing and repairs),
so 48 OCSes connect the 48 pairs of cables from 64 4×4×4 blocks,
with each block composed of 64 chips. This configuration provides
a total of 642 = 4096 TPU V4 chips that can be connected using a
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combination of an electrical interconnect within an elemental cube
and a dynamic lightwave fabric between the blocks.

B OPTICAL CIRCULATOR
An optical circulator [21] is a three-port device that has a cyclic
(non-reciprocal) connectivity. Referring to Figure B.1a), the required
functionality is as follows. The polarized output from the laser
transmitter (Tx) is the input into port 1 of the circulator and is
directed to port 2 which is connected to the optical fiber. Because
standard optical fiber does not maintain the polarization state [43],
the output lightwave signal for a bidirectional link from the fiber at
the input to port 2 (right side of the figure) has a randompolarization
state. This light is directed to port 3, which is the input to the
receiver (Rx).

Figure B.1b) shows a schematic representation of an integrated
form of an optical circular. This circulator manipulates two polar-
ization states (indicated as “s” and “p”) of the lightwave signal and
has three elements. The first element is a set of polarizing beam
splitters (PBS) shown as the four gray lines at 45𝑜 in Fig. B.1b).
These devices transmit one state of polarization (“p”) and reflect the
orthogonal state of polarization (“s”). The second device is a Fara-
day rotator (FR). This device is based on a magneto-optic material,
which for the device under consideration, has the property that
the polarization plane rotates by ±45𝑜 with the sign of the rotation
depending on the direction of light propagation through the rotator.
This is a non-reciprocal device. The third device is a birefringent
wave plate (HWP) that is used to rotate the polarization plane by
45𝑜 . This is a reciprocal device. When the polarized light (red arrow)
from the laser transmitter (Tx) enters the circulator from the right
side, the polarization plane rotates by −45𝑜 when passing through
the Faraday rotator and rotates by 45𝑜 when passing through the
wave plate. These two polarization rotations cancel so that the state
of polarization remains the same as indicated by the color of the
red arrow not changing when traversing from port 1 to port 2 of
the circulator.

Now consider the input into port 2 of the circulator. When the
unpolarized light (blue and red arrows) exiting the fiber enters port
2 of the circulator on the left, the two polarizations are separated by
the polarization beamsplitter. Each of two polarizations is rotated
by 45𝑜 when passing through the wave plate and then rotated
by an additional 45𝑜 when passing through the Faraday rotator
with the sign of the rotation changing because the lightwave is
propagating in the opposite direction through the (non-reciprocal)
rotator. The net result is that the polarization plane for each of
the two polarizations is rotated by 90𝑜 as indicated by the color of
the arrows in Fig. B.1b) changing from blue to red or red to blue.
Another polarization beamsplitter in the upper right corner of the
figure combines these two polarizations at the output of port 3,
which is the input to the optical receiver (Rx).

Because of the numerous non-standard requirements for the
transceivers, the initial implementations of the circulator were
external to the optical transceivers. Other versions of the transceiver
integrated the circulator into the transceiver module for further
performance, size, and cost reduction at the expense of the ability
to reuse across different generation transceivers. Fig. C.1 shows an

(a)

(b)

Figure B.1: a) The optical circulator is a three-port non-
reciprocal device that has a cyclic connectivity. Input into
port 1 is directed to port 2, input into port 2 is directed to
port 3. The circulator thus converts a traditional duplex op-
tical transceiver that uses two fiber strands into a bidirec-
tional one that uses one strand, saving 50% of the OCS ports
required for operation. b) Example integrated circulator im-
plementation. Lines indicate the directions of lightwave po-
larizationwith the blue lines showing s-polarization and red
lines indicate p-polarization. PBS - polarizing beam splitter,
FR - faraday rotator, HWP - half wave plate. Numbers indi-
cate corresponding port numbers matching those shown in
(a)

example implementation of circulator integration within a single
pluggable transceiver module.

C TRANSCEIVER AND OCS TECHNOLOGIES
This Appendix presents background material on transceiver and
optical switching technologies.

C.1 Transceiver Technology
The section provides background on the existing standards-based
transceiver technology roadmap and highlights the key differences
between this roadmap and the transceiver technology developed for
use in our lightwave fabrics. Figure 8 shows the WDM single mode
transceiver roadmap developed over the past decade [34–36]. The
initial development of the transceivers developed for the DCN and
ML lightwave fabric use cases diverged away from this roadmap in
three key areas, which are shown diagrammatically in Fig. C.1.

The use of an integrated circulator enabled the bidirectional
links. The use of externally modulated lasers (EMLs) was critical
for mitigating multi-path interference (MPI) effects enhanced by
bidirectional communication. The use of custom DSP blocks [10]
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Technology Relative Port Switching Insertion Driving Latching
Cost* Count Time Loss (dB)** Voltage (V)

MEMS [7, 48] Medium 320×320 milliseconds <3 ≈100 No
Robotic [23] Medium 1008×1008 minutes*** < 1 NA Yes
Piezo [46] High 576×576 milliseconds <2.5 ≈ 10 No
Guided Wave [55] Low 16×16 nanoseconds <6 ≈ 1 No
Wavelength[65] TBD 100×100 nanoseconds <6 0 Yes

* Based on the scale indicated ** Includes connector losses *** Per connection
Table C.1: Cost, scale, performance, and reliability/availability comparison of various OCS technologies. Latching refers to the
ability of the OCS to maintain its switch state after a power failure.

Figure C.1: Bidirectional CWDM4 optical transceiver show-
ing three key differences compared to standards-based
transceivers: the integrated circulator, the change from a di-
rectly modulated laser (DML) to an externally modulated
laser (EML), and the custom DSP blocks used to mitigate in-
terference and provide advanced error correction.

provided a more robust, scalable solution by relaxing the require-
ments on optical and analog electrical components. DSP blocks
were also developed to mitigate interference impairments inherent
in bidirectional links [15, 58, 60]. This also includes the develop-
ment of soft forward error correction (sFEC) techniques in order
to support the higher link budgets needed. We note that our work
in 100 GbE WDM transceivers eventually led to the creation of the
CWDM4 MSA [2]. A variant of the advanced FEC has been adopted
by the 200 Gb/s PAM4 IEEE Standards Group (IEEE802.3dj) [44].

C.2 OCS Technology
This section provides background material on optical circuit switch-
ing technologies. Table C.1 compares cost, scale, performance, and
reliability/availability of various OCS technologies that could be
used for large-scale applications. Systems employing piezo-electric
actuation, robotics to mechanically reconfigure a patch panel, and
MEMS are among those previously achieving some limited commer-
cial adoption. In terms of scaling to the large number of port counts
required for scale-out applications at acceptable costs, MEMS-based
systems had demonstrated the most promise, with the realization of
systems achieving greater than 1000×1000 interconnectivity [48].
The robotics configured OCS, although able to scale to larger port
counts while supporting any fiber type (single and multi mode
fibers), suffers from slow switching speeds that are further com-
pounded by the need to serialize switching of connections. Piezo-
based systems can have higher costs due to assembly complexity,
but can also scale to large port counts with commercial systems
available with 576 ports [46]. Guided wave switching, such as PLZT-
based switching, has limited scale with high losses, although offer-
ing the lowest costs and size due to integration.

Wavelength-switching-based schemes have been extensively
investigated by the research community, primarily for faster optical
switching (optical packet switching (OPS)/optical burst switching
(OBS)) within core telecommunication networks. These systems
use a combination of tunable lasers, array waveguide devices, and
tunable filters. However, even for slower switching applications,
wavelength switching lacks future proofing, as the channel spacing
and width of the arrayed waveguide grating (AWG) limits the link
speed and wavelength plan.
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