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1 INTRODUCTION

Deep learning (DL) as a promising technology has been widely used in a variety of challenging tasks,
such as image analysis [102] and pattern recognition [104]. However, the practitioners of DL struggle to
manually design deep models and find appropriate configurations by trial and error. An example is given
in Fig. 1, where domain knowledge is fed to DL in different stages like feature engineering (FE) [225],
model generation [257] and model deployment [29, 31]. Unfortunately, the difficulty in the acquisition of
expert knowledge makes DL undergo a great challenge in its development.

In contrast, the automatic design of deep neural networks (DNNs) tends to be prevalent in recent
decades [71, 257]. The main reason lies in the flexibility and computation efficiency of automated machine
learning (AutoML) in FE [225], parameter optimization (PO) [242], hyperparameter optimization (HPO)
[185], neural architecture search (NAS) [71, 230, 257], and model compression (MC) [78]. In this way,
AutoML without manual intervention has attracted great attention and much progress has been made.

Evolutionary Deep Learning
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Fig. 1. An overview of DL, driven by domain knowledge or evolutionary computation, where the life of DL gets through
problem, data collection, feature engineering, model generation and model deployment.

Evolutionary computation (EC) has been widely applied to automatic DL, owing to its flexibility and
automatically evolving mechanism. In EC, a population of individuals are driven by the environmental
selection to evolve towards the optimal solutions or front [88]. Nowadays, there are many automatic DL
methods driven by EC, termed as evolutionary deep learning (EDL) [52, 196, 246, 247]. For example,
a number of studies on EC have been carried out to the feature engineering [225], model generation
[230, 257], and model deployments [31], as shown in Fig. 1. Therefore, the integration of EC and DL
has become a hot research topic in both academic and industrial communities. Moreover, in Fig. 2, the
number of publications and citations referring to EC & DL by years from Web of Science gradually
increases until around 2012, whereas it sharply rises in the following decade. Hence, more and more
researchers work on the area of EDL.

In Table 1, we have listed recent surveys on automatic DL. A large number of surveies concentrate
on the optimization of DL models [71, 196, 225, 257], or NAS [116, 231]. Many others focus on specific
optimization paradigms such as reinforcement learning (RL) [85], EC [191] and gradient [171]. However,
very few of them have systematically analysed EDL and runs the gamut of FE, PO, HPO, NAS, and MC.
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Fig. 2. Total publications and citations referring to EC & DL by years from Web of Science until July 2022.

Table 1. Comparison between existing surveys and our work, where FE, PO, HPO, NAS, and MC indicate feature
engineering, parameter optimization, hyperparameter optimization, neural architecture search, and model compression,
respectively. “v"" and “-" indicate the content is included or not in the paper, respectively.

Survey Type FE PO HPO NAS MC
230] AutoML v/ - v v -
71] AutoML v/ - v v -
231] NAS - v v v -
164] NAS - - v v -
85) NAS - - v v -
171] NAS - - v v -
196] EDL - - - v -
116] EDL - v v v -
257] EDL - v v v -
225] EDL v - - - -
5] EDL v v - - -
243] EDL - v v v -
7] EDL v - v v -
137] EDL v v v v -
40] EDL - v v v -
60] EDL - v v v -

Ours EDL v v v v

To fill the gap, we aim to give a comprehensive review of EDL in detail. The main contributions of this
work are as follows.

e Existing work on EDL is reviewed from the perspective of DL and EC to facilitate the understanding
of readers from the communities of both ML and EC, and we also formulated EDL into an
optimization problem from the perspective of EC.

e The survey describes and discusses on EDL in terms of feature engineering, model generation,
and model deployment from a novel taxonomy, where the solution representation and the search
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paradigms are emphasized and systematically discussed. To the best of our knowledge, few survey
has investigated the evolutionary model deployment.

e On the basis of the comprehensive review of EDL approaches, a number of applications, open issues
and trends of EDL are discussed, which will guide the development of EDL.

The rest of this paper is organized as follows. Section 2 presents an overview of EDL. In Section 3,
EC-driven feature engineering is presented. EC-driven model generation is discussed in Section 4. Section
5 reviews EC-driven model compressions. After that, relevant applications, open issues and the trends of
EDL are discussed in Section 6. Finally, a conclusion of the paper is drawn in Section 7.

2 AN OVERVIEW OF EVOLUTIONARY DEEP LEARNING
2.1 Deep Learning

DL can be described as a triplet M = (D, T, P) [230], where D is the dataset used for the training of a
deep model (M), and T is the targeted task. P indicates the performance of M. The aim of DL is to boost
its performance over specific task T, which is measured by P on dataset D. In Fig. 1, we can see there are
three fundamental processes of DL, i.e., feature engineering, model generation and model deployment.

Feature engineering: It aims to find a high-quality D to improve the performance (P) of the deep
model (M) on specific tasks (T'). In practice, the feature space of D may include redundant and noisy
information, which harms the performance (P) of the model (M). On Prostate dataset, the size of feature
subset (65) selected in [199] is only 1% of the total size of features (10509).

Model generation: It targets at optimizing/generating a model (M) with desirable performance (P) for
specific task (T") on the given datasets (D) [71]. Model generation can be further divided into parameter
optimization, model architecture optimization, and joint optimization [257]. Parameter optimization is to
search the best parameters (e.g., weights) for a predefined model. Architecture optimization is dedicated
to finding the optimal network topology (e.g., number of layers and types of operations) of a deep model
(M) [126]. Joint optimization involves in the above two optimization issues by automatically searching
for a powerful model (M) on the datasets (D) [136].

Model deployment: This process aims to deploy a deep model (M) to solve a deployment task 7" with
acceptable performance (P) on input data (D) within limited computational budgets. The key issue of
model deployment is how to reduce the latency, storage, and energy consumption when the number of
parameters of a deep model is large, e.g., Transformer-XL Large has 257M parameters [47].

2.2 Evolutionary Computation

EC is a collection of stochastic population-based search methods inspired by evolution mechanisms such
as natural selection and genetics, which does not need gradient information and is able to handle a
black-box optimization problem without explicit mathematical formulations [128, 203]. Owing to the
above characteristics, EC has been widely employed to the automatic design of DL.

Updating
/v\ No
P q oo Yes
Start — Initialization — Evaluation — Termination —— End

Fig. 3. A general framework of EC.
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In principle, we can broadly divide EC methods into two categories: evolutionary algorithms (EA) and
swarm intelligence (SI) [257]. Our work doesn’t make an explicit distinction between EAs and SI since
they comply with a general framework, as shown in Fig. 3, which consists of three main components.

Initialization is performed to generate a population of individuals which are encoded according to the
decision space (or search space and variable space) of the optimization problem, such as the feature
set, model parameters and topological structure.

Evaluation aims to calculate the fitness of individuals. In fact, the evaluation of the individuals in
EDL is a computationally expensive task [135]. For example, the work [162] used 3000 GPU days
to find a desirable architecture.

Updating aims to generates a number of offspring solutions through various reproduction operations.
For example, a new soultion is generated via velocity and position formula in particle swarm
optimization (PSO) [199]. In terms of genetic algorithm (GA), some reproduction operators (e.g.,
crossover and mutation) are used to generate new individuals [202].

2.3 Evolutionary Deep Learning

2.3.1 EDL from two perspectives.

In contrast to traditional DL which heavily relies on expert or domain knowledge to build deep model,
EDL is to automatically design the deep model through an evolutionary process [164, 191, 231, 246].

From the perspective of DL: Traditional DL needs a lot of expert knowledge in inventing and analysing
a learning tool to a specific dataset or task. In contrast, EDL can be seen as a human-friendly learning
tool that can automatically find appropriate deep models on given datasets or tasks [230]. In other words,
EDL concentrates on how easy a learning tool can be used.

From the perspective of EC: The configurations of a model is represented as an individual, and the
performance as the objective to be optimized. EC plays an important role in the optimization driven by
evolutionary mechanisms. Namely, EDL can be seen as an evolutionary optimization process to find the
optimal configurations of the deep model with high performance.

From the above analysis, EDL not only aims to increase the adaptability of a deep model towards
learning tasks via the automatic construction approach (from the perspective of DL), but also tries to
achieve the optimal model under the designed objectives or constraints (from the perspective of EC).

2.3.2 Definition and Framework of EDL.
According to the above discussion in Subsection 2.3.1 and following [230], we can define EDL as follows.

Max  Learning tools’ performance,
config.
st { No assistance from humans (1)

Limited computational budgets.

where con fig. indicates the configurations which form the decision space of an optimization problem.
The problem is to maximize the objective (i.e., learning tools’ performance P) of tasks T on datasets D
under the constraints of no assistance from humans and limited computational resources. Accordingly,
three aspects are taken into account in the design of EDL.

Desirable generalization performance: EDL should have desirable generalization performance across
given datasets and tasks.

High search efficiency: EDL is able to find optimal or desirable configuration within a limited compu-
tational budges (e.g., hardware, latency, energy consumption) under different designed objectives
(e.g., high accuracy, small model size).
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Without human assistance: EDL is able to automatically configure without human intervention.
Following the EC framework described in Fig. 3, we present a general framework of EDL as follows.

Step 1 Initialization: A population of individuals are initialized according to the designed encoding
scheme.

Step 2 Evaluation: Each individual is evaluated according to the objectives (e.g., high accuracy, small
model size) or constraints (e.g., energy consumption).

Step 3 Updating: A required number of new solutions are generated from previous generation via
various updating operations.

Step 4 Termination condition: Go to Step 2 if the predefined termination condition is unsatisfied;
Otherwise, go to Step 5.

Step 5 Output: Output the solution with the best performance.

2.3.3 Taxonomy of EDL Approaches.
In this section, a novel taxonomy of EDL approaches is proposed according to “what to evolve/optimize”
and “how to evolve/optimize”, as shown in Fig. 4.

Evolutionary Deep Learning

Feature Engineering Model Generation Model Deployment
What to evolve/ | |
optimize I i . I i )
Feature Feature Feature Parameters Architecture Joint Model Others
Selection Construction Extraction Optimization Optimization Optimization Pruning
........................ W — — S e e T T
_—

Acceleration Strategy
» Surrogate model
» Population memory
» Weight inheritance
» Early stopping policy
» Hardware implementation

Solution Representation
» Linear encoding
» Tree-based encoding
» Graph-based encoding
» Fixed-length encoding
» Variable-length encoding

Search Paradigm
» Basic EC search paradigm
» Co-evolution search paradigm
» Multi-objective search paradigm
> Gradient-based EC search paradigm

How to evolve/
optimize

Fig. 4. A taxonomy of EDL approaches.

“What to evolve/optimize”: We may be concerned about “what EDL can do” or “what kinds of
problems EDL can tackle”. In feature engineering, there are three key issues to be resolved, including
the feature selection, feature construction and feature extraction [230]. In model generation, parameter
optimization, architecture optimization, and joint optimization become the critical issues [257], while
model deployment is involved with the issues of model pruning and other compression technologies.

“How to evolve/optimize”: The answer to the question is designing appropriate solution representation
and search paradigm for EC, and acceleration strategies for NAS. The representation schemes are
designed for the encoding of individuals, search paradigms for the achievement of optimal configurations,
acceleration strategies for the reduction of time or resources consumption.

According to the above taxonomy, we will elaborately introduce EDL in feature engineering, model
generation and model deployment in Sections 3, 4 and 5, respectively.

3 FEATURE ENGINEERING

Feature engineering is adopted to pre-process given raw data by filtering out the irrelevant features of the
data or creating the new features based on original features [225]. Various EC-based techniques have
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been proposed to reduce data dimensionality, speed up learning process, or improve model performance
[225]. The common techniques can be categorized into feature selection [146], feature construction [16]
and feature extraction [152].

3.1 Feature Selection

3.1.1 Problem Formulation.

Feature selection aims to automatically select a representative subset of features where there are
no irrelevant or redundant features. However, the search space grows exponentially with the increase
of features. If a dataset has n features, then there are 2" solutions in the search space. In addition,
the interactions between features may seriously impact the feature selection performance [225]. In the
followings, we will review existing work on solution representations and search paradigms in EC for
feature selection.

3.1.2 Solution Representations.

Generally, there are three different categories of solution representations.

Linear encoding: This encoding uses vectors or strings to store feature information. For example, in
[61], a fixed-length binary vector was used to express whether a feature is selected or not, where “1”
indicates a corresponding feature is selected, and “0” is the opposite. In [74], a binary index was used to
indicate the corresponding feature.

Tree-based encoding: In canonical genetic programming (GP), all leaf nodes/terminal nodes represent
the selected features and non-terminal nodes represent functions (e.g., arithmetic or logic operators) [100].
For automatic classification on high-dimensional data, Krawiec et al. [100] proposed a tree-based encoding
to select a subset of highly discriminative features, where each feature consisted of sibling leaf nodes
and their paternal function node. On the basis of the tree-based encoding, Muni et al. [140] proposed a
multi-tree GP mothed for online feature selection.

Graph-based encoding: In [147], the feature space of the high-dimensional data is represented by a
graph and each node of the graph represents a feature. A feature subset is composed of visited nodes of
the graph, i.e., the path of node composition or subgraph. Yu et al. [235] converted feature selection to
the optimal path problem in a directed graph, where the value of the node was “1” or “0” to indicate
whether the feature was selected or not.

3.1.3 Search Paradigms.

In feature selection, representative types of search paradigms are introduced as follows.

Basic EC search paradigm: In feature selection, typical evolutionary search methods have been widely
used, such as GA [36, 51], GP [100, 142], PSO [146, 204], ant colony optimization (ACO) [95, 130], and
artificial bee colony (ABC) [210]. Besides, some other studies [95] combined ACO with DE to seek optimal
feature subsets, where the solutions searched by the ACO were fed into the DE to further explore the
optimal solution. In [36], a family of feature selection methods based on different variants of GA were
developed to improve the accuracy of content-based image retrieval systems.

Co-evolution search paradigm: In co-evolution search paradigm for feature selection, at least two
populations are simultaneously evolved and interacted toward the optimal subset of features [159, 213].
For example, a divide-and-conquer strategy was developed in [213] to manage two subpopulations. One
subpopulation was to conduct an evolution process of classifier design, while the other one was to search
for an optimal subset of features.

Multi-objective search paradigm: This type of search paradigms are driven by two or more conflicting
objectives [28, 70, 224], such as the maximization of the accuracy of a classifier and minimization of the
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size of a feature subset. On the basis of the above two conflicting objectives, Xue et al. [224] designed a
multi-objective PSO algorithm for feature selection and obtained a set of Pareto non-dominated candidate
solutions for feature selection after the multi-objective search.

3.1.4 Summary.

GA and GP are widely applied to feature selection. GA early serves for low-dimensional (i.e., <1000)
datasets [76, 225]. Recently, many GA-based approaches have been proposed to solve high-dimensional
feature selection [28]. Nevertheless, GP is commonly applied to large-scale/high-dimensional feature
selection since it is flexible in feature representation [225]. Especially, GP outperforms GA on some small
but high-dimensional datasets, e.g., Brain Tumor-2 [23] with 10367 features but only 50 samples. In
addition, PSO has been proved with faster convergence rate to an optimal feature subset than GAs and
GP [250]. The graph representation of ACO outperforms GA and GP on flexibility, but the challenge of
ACO is how to design appropriate graph encoding for large-scale scenarios [196, 225].

3.2 Feature Construction

3.2.1 Problem Formulation.

Feature construction is to create new high-level features from the original features [201] via appropriate
function operators (e.g., conjunction and average) [144, 226], so that the high-level features are more easily
discriminative than the original ones. Feature construction is a complicated combinatorial optimization
problem, where search space increases exponentially along with the total number of original features and
the function operators. In the following subsections, we will describe the EC-based feature construction
methods in terms of both solution representations and search paradigms.

3.2.2 Solution Representations.

Existing EC-based approaches for feature construction can be categorized into three groups.

Linear encoding: The study [226] used n-bit (n is the total number of original features) binary vector
to represent each particle, where “0” indicated the corresponding feature not applied to build the new
high-level feature while “1” was in the opposite. On the basis of the encoding, a local search was performed
to select candidate operators from a predefined function set to construct a new high-level feature.

Tree-based encoding: Tree-based encoding is natural for feature construction, where leaf nodes represent
the feature information and internal nodes represent operators. Many studies [16, 201] have demonstrated
the effectiveness of tree encoding in feature construction. For example, Bhanu et al. [16] designed a
GP-based coevolutionary feature construction procedure to improve the discriminative ability of classifiers.
In [201], an individual in EC was represented by a multi-tree encoding with multiple high-level features.

Graph-based encoding: In this encoding, the nodes and edges represent features and operators (e.g.,
G ek e Iy respectively. Teller et al. [197] applied an arbitrary directed graph to represent all
features and operators, where each possible high-level feature can be represented as a subgraph of this
directed graph. For linear GP, features and operations form a many-to-many directed acyclic graph,
in which each feature is loaded into predefined registers and register’s value can be used in multiple
operators [57]. However, graph encoding becomes inefficient on high-dimensional feature sets since the
complexity of graph traversal exacerbates the difficulty of feature construction.

3.2.3 Search Paradigms.

There are four categories of search paradigms for feature construction in existing work .

Basic EC search paradigm: Existing studies include but are not limited to GA [202], and GP [145, 195,
201]. For example, the work [145] designed GP-based feature construction to reduce the feature (input)
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dimensions of a classifier. Especially, GP has been also widely used to construct new features, where each
individual following the form of a GP tree usually represents a constructed high-level feature [62].

Co-evolution search paradigm: It can be decomposed to feature construction subproblem and classifier
design subproblem, and each subproblem is solved with a standalone subpopulation by an EC-based
method [16, 165]. For example, the study [165] decomposed feature construction into two subproblems
(i.e., feature construction, and object detection), where the feature construction was solved by evolving a
population of pixel (i.e., feature) and the object detection was optimized using object detection algorithm
(ODA) [165].

Multi-features construction search paradigm: Unlike early methods [175, 200-202] only constructing
one high-level feature in a single search process, this sort of paradigms are able to create multiple high-level
features. For example, Ahmed et al. [3] employed Fisher criterion together with p-value measure as the
discriminant information between classes, based on which multiple features were constructed through
multiple GP trees.

Multi-objective evolutionary search paradigm: In this search paradigm, the number of features and
classification accuracy are commonly taken into account as the objective functions for multi-objective
evolutionary optimization [19, 68]. Especially, Hammami et al. [68] constructed a set of high-level features
by optimizing a multi-objective optimization problem (MOP) with three objectives (i.e., the number of
features, the mutual information, and classification accuracy) with Pareto dominance relationship.

3.24 Summary.

GP-based approaches are popular in feature construction due to the flexible representation of features
and operations. In addition, the hybrid of evolutionary algorithms also attracts much attention for feature
construction. However, there is still plenty of room for the improvement of efficiency in constructing
features in high-dimensional or large-scale scenarios, where a large number of computational resources are
needed [195, 200]. Notably, feature construction often requires more computational overhead than feature
selection, since feature construction commonly performs after the feature selection and the quality of the
selected features may influence the performance of feature construction.

3.3 Feature Extraction

3.3.1 Problem Formulation.

Feature extraction is to reduce the feature dimensions by altering the original features/data via some
transformation functions [71]. Traditional extractors include principal component analysis (PCA) [1] and
linear discriminant analysis (LDA) [84]. However, they cannot keep somewhat important information
after the transformation [1] and it is tedious to tune their hyperparameters (e.g., number of retained
features) to find the best extraction. Thus, automatically finding high-quality map functions by EC-based
approaches to achieve informative feature set tends to be popular.

3.3.2 Solution Representations.

There are two typical ways for solution representation in EC-driven feature extraction.

Linear encoding: In this encoding, map functions [6, 163] or function parameters [254] are encoded as a
linear format. For example, Wissam et al. [6] predefined three sets of track functions (i.e., trace functions,
diametric functions, and circus functions) for feature extraction, and the optimal combination between
the functions were obtained by an EC-based method. In [254], the hyperparameters of map functions
were encoded by some linear vectors which were constructed by a number of optimal projection basis
vectors obtained via EC.
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Tree-based encoding: In tree-based encoding, leaf nodes represent original features or constants, while
the non-leaf nodes are some operators for feature extraction including common arithmetic, logical
operators (i.e., “+7, “/”, “U”) or other transformation operators (e.g., uLBP, and SobelY). In EC-driven
feature extraction, an individual represents a feature extractor or map function [152, 252]. Especially, an
EC-based framework was developed in [252] to search for features and sequences of operations by use of
tree-based encoding.

3.3.3 Search Paradigms.

In this section, some common search paradigms for feature extraction are introduced.

Basic EC search paradigm: EC has been successfully utilized in various feature extraction tasks
[17, 236]. For example, Zhao et al. [256] introduced bagging concept to an evolutionary algorithm for
feature extraction. The work in [255] developed an evolutionary discriminant feature extraction (EDFE)
algorithm by combining GA with subspace analysis, which can reduce the complexity of the search space
and improve the classification performance.

Co-evolution search paradigm: In feature extraction, finding the optimal extractor is an optimization
problem, which can be decomposed into a series of subproblems [67, 97]. For example, Hajati et al. [67]
proposed a co-evolutionary method for feature extraction. Specifically, a subpopulation was evolved to
optimize the classifier-related subproblem (i.e., classifier construction), and the other subpopulation made
use of genetic information from the first population for the optimization of a feature-related subproblem
(i.e., feature extraction).

Multi-objective search paradigm: In multi-objective feature extraction, the model accuracy, computa-
tional time, complexity, and robustness are often taken into account as the objectives [18, 252]. Cano et al.
[18] proposed a Pareto-based multi-objective GP algorithm for feature extraction and data visualization,
where the objectives were to minimize the complexity of data transformation (i.e., tree size) and maximize
the recognition performance (i.e., accuracy).

3.3.4 Summary.

In existing studies, many efficient searching and balancing strategies, driven by EC approaches to
achieve satisfactory solutions at significantly-reduced computation overheads, have been developed in
recent years [18, 132, 176, 252]. However, the performance of extractors may be limited with existing
encoding methods and predefined operation sets. Therefore, it is essential to develop efficient algorithms,
operation control strategies and representation for high-dimensional feature extraction.

4 MODEL GENERATION

Model generation is to search for optimal models with desirable learning capability on given tasks
[71, 230]. In this section, we introduce corresponding evolutionary parameter optimization, architecture
optimization, and joint optimization from solution representation to search paradigms. Readers interested
in other model generation approaches (e.g., RL-based and gradient-based approaches) can refer to the
reviews [85, 164].

4.1 Model Parameter Optimization

4.1.1 Problem Formulation.

Model parameter optimization targets at searching for the best parameter set (i.e., weights W*) for
a predefined architecture (A4). The loss function L (e.g., the cross-entropy loss function) measures the
performance of the model with optimized parameters (i.e., W in Eq. 2) on given datasets. The general
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model parameter optimization can be formulated as
W*=argminL (VV, A) (2)
w

where W is usually large-scale (millions of model parameters) and highly non-convex.

4.1.2 Solution Representations.

There are two typical EC-based representation schemes for model parameter optimization, including
direct encoding and indirect encoding [71].

Direct encoding: The model parameters are directly represented via a vector or matrix, in which each
element represents a specific parameter [82, 93]. For example, a chromosome with 64 real numbers was
used to directly represent the network corresponding weights, where the first 63 real numbers were
used to encode three convolution masks of size 1 x 21. The last real number was the random seed of a
generator for the initialization of a fully connected network [82]. This encoding approach may require a
huge computational overhead to represent and optimize the large-scale weights.

Indirect encoding: This encoding approach represents only a subset of the model parameters via a
deterministic transformation [98, 109]. In [98], the weight information was encoded as a set of Fourier
coefficients in the frequency domain to reduce dimensionality of representation by ignoring high-frequency
coefficients. Although this method is able to speed up the search process, the loss of parameter the
information may occur due to the incomplete information representation, which maydegrades the model
performance.

4.1.3 Search Paradigms.
EC-based methods for model parameter optimization can be divided into two categories according to
whether or not method combines with the gradient approach, i.e., pure EC and gradient-based EC.
Pure EC paradigms optimize model parameters only via evolutionary search, including the basic EC
search paradigm and co-evolution search paradigm.

¢ Basic EC search paradigm: In addition to GA [93, 139], some heuristic algorithms like PSO [4],
ABC [92] and ACO [182] are also commonly utilized for model parameter optimization. For example,
Karaboga et al. [92] adopted ABC to find a set of weights for a feed-forward neural network (FNN)
on targeted tasks.

e Co-evolution search paradigm: Co-evolution search is conducted on the subproblems of the original
optimization problem (e.g., synapse-based and neuron-based problems [21, 22]). For example,
Chandra et al. [22] regarded a single hidden layer as a subcomponent in the initialization phase,
which will be merged with the individuals with the best fitness from different sub-populations to
constitute new neural networks during the co-evolution optimization process.

Evolutionary Gradient Best Gradient Evolutionary Best

Optimization Optimization Solution Optimization Optimization Solution Evolutionary Gradient Best
Optimizati Optimizati Solution
First Stage Second Stage First Stage Second Stage
a b
(a) (b) ()

Fig. 5. Three hybrid ways of gradient-based ECs.

Gradient-based EC combine basic EC with the gradient-based method to enhance the exploitation
ability in optimizing model parameters. According to the execution order, there are three hybrid ways.
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e The first hybridization approach is shown in Fig. (5a), where the EC is used to identify the optimal
parameters for model, then the parameters are further optimized using gradient-based method to
find the final optimal solution [24, 249]. For example, a genetic adaptive momentum estimation
algorithm (GADAM) was proposed in [242] by incorporating Adam and GA into a unified learning
scheme, where Adam was an adaptive moment estimation method with first-order gradient.

e The second hybridization approach is given in Fig. (5b), where the gradient-based method is used to
produce a set of parameters for the initialization of the population used in EC [216]. For example,
the study [94] firstly trained a RL agent through a gradient-based method, then the parameters
of the RL were used as the initial population to feed the EC. As a result, the parameters will be
further optimized by the EC.

e The third approach is presented in Fig. (5c), which iteratively applies EC and gradient-based
method during the optimization to find the optimal parameters. Following this framework, when
the method is used and which method is chosen are varying in different studies [35, 228].

4.1.4 Summary.

In model parameter optimization, direct encoding is straightforward and able to keep more information
than the indirect encoding. Compared to gradient-based methods easily trapped into local optima, EC
shows more powerful ability in global search. Here, several scenarios are introduced as follows, where EC
is applied to model parameter optimization.

Small-scale scenario: [139] shows that pure EC approaches outperform gradient-based methods in
search effectiveness on some small-scale problems, where the models are with small numbers of parameters
or simple architectures (e.g., FNN).

Large-scale scenario: The performance of pure EC approaches might not be promising in large-scale
learning models, while a better way is to utilize the hybridization of EC and gradient-based methods. Such
hybrid methods can alleviate the issue of getting trapped in local optima and increase the effectiveness of
subsequent exploitation [228].

In addition to above scenarios, EC-based method can be used to train the DNN, when the exact
gradient information of the loss function is difficult to be acquired [153]. For example, the rewards of policy
network are sparse or deceptive in deep reinforcement learning (DRL) so that the gradient information is
unattainable. The work [34] introduced the novelty search (NS) and the quality diversity (QD) to the
evolution strategies (ES) for the policy network.

4.2 Model Architecture Optimization

4.2.1 Problem Formulation.

Model architecture optimization, also termed as NAS, is to search promising network architectures
with good performance such as model accuracy on given tasks. The model architecture optimization can
be formulated as follows.

{A*:arg min L (W, A)

W, A (3)

st. Ae A

where A* indicates the architecture from the search space (A) with the best performance under the
parameters W, and L is used to measure the performance of architectures on given tasks. Thereby, this
optimization is a bi-level optimization problem [116, 257], where the model architecture optimization is
subject to the model parameter optimization [124]. Since the current NAS works are mainly focused on
CNN, we will discuss the solution representations, the search paradigms, and acceleration strategies of
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CNN. Due to the page limit, the design of the search space of NAS are not introduced here, but interested
readers can check these surveys [116, 164] which have details about search space design.

4.2.2 Solution Representations.

According to varying lengths of encodings, we can classify the encoding strategies into fixed-length and
variable-length encodings.

Fixed-length encoding: The length of each individual is fixed during the evolution. For example, a
fixed-length vector is designed to represent the model architecture of CNN [221], where a subset of
elements in the vector represents an architectural units (e.g., convolutional, pooling or fully-connected
layer) of a CNN. Such encoding may be easily adapted to evolutionary operations (e.g., crossover and
mutation) of EC [221], but it has to specify an appropriate maximal length, which is usually unknown in
advance and needs to predefine based on domain expertise.

Variable-length encoding: Different from the fixed-length approach, the variable-length encoding
strategy does not require a prior knowledge about the optimal depth of model architecture and actually
could be a way to reduce the complexity of the search space. The flexible design of this encoding may
encode more detailed information about the architecture into a solution vector, and the optimal length
of the solution is automatically found during the search process [116]. In [26], the entire variational
autoencoder (VAE) was divided into four blocks, including h-block, p-block, o-block and t-block, while the
variable-length chromosomes consisted of different quantities and types of layers. Notably, variable-length
encoding it is not straightforward to apply standard genetic operators (e.g., crossover).

Since the neural network architectures are composed of basic units and connections between them, so
that both of them are to be encoded, as suggested in [116].

1) Encoding hyperparameters of basic units. In CNNs, there are many hyperparameters to be specified
for each unit (e.g., layer, block or cell), such as feature map size, type of convolution layer, and filter size
[191]. In [188], DenseBlock only had to set two hyperparameters (e.g., block type and specific parameter
of internal unit) to configure the block can be seen as a microcosm of a complete CNN model. The
parameterization of a cell is more flexible than that of a block since it can be configured via a combination
of different primitive layers [189].

2) Encoding connections between units. In general, there are two kinds of model architectures according
to the connection patterns of basic units: linear topological architectures and non-linear topological
architectures [229]. The linear pattern of architecture consists of sequential basic units, and the non-linear
pattern allows for skip or loop connections in the architecture [116].

e Linear topological architecture: The linear topology widely appears in the construction of layer-wise
and block-wise search spaces. Due to the simplicity of linear topology, basic units can be stacked
one by one by a linear piecing method. In this way, the skeleton of an architecture can be built up
effectively [26, 188] regardless of the complexity of the internal of basic units.

e Non-linear topological architecture: Compared to the linear architecture, the non-linear topological
architecture receives much more attention due to its flexibility to construct well-performing architec-
tures [206, 208, 221], such as macro structures composed of basic units, and micro structures within
basic units. There are two typical encoding approaches for non-linear topological architectures. The
one is to use adjacent matrix to represent the connections in non-linear architectures, where “1” of
the matrix denotes the existence of the connection between two units and “0” goes the opposite.
In [122], skip connections are represented by a matrix where constraints can be set in place to
guarantee valid encoding and avoid recurrent edges while performing skip connections. Note that
adjacent matrix has a limitation that the number of basic units needs to be fixed in advance [96].
Another one is to utilize an ordered pair to represent a directed acyclic graph, and then encode the
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connections between unites. The ordered pair can be formulated as G = (V, E) where V is a set of
vertices and F is a directed edge in the acyclic graph, and it has been applied in [83] to encode the
connections.

4.2.3 Search Paradigms.

In this section, the commonly used EC-based search paradigms for NAS are introduced.

Basic EC search paradigm: Many basic EC algorithms have been widely applied in existing NAS
methods, such as GA [96] and PSO [190]. A general framework of EC is presented in Fig. 3.

Incremental search paradigm: A model architecture can be built in an incremental way where model
elements (e.g., layers and connections) are gradually added to the model during the evolutionary process
[110, 178, 207]. This way allows to find parts of architecture at different optimization stages, which
reduces the computational burden on acquiring a complete model at once [110]. For example, Wang et
al. [207] used an incremental approach to stack blocks for building architectures, which improved the
capacity of the final architecture via a progressive process.

Co-evolution search paradigm: An architecture optimization problem is decomposed into the optimiza-
tions of a blueprint and its components [149, 240]. Specifically, the blueprint plays a role in specifying
the topological connection patterns of its components, and an optimal architecture is acquired by co-
operatively optimizing the blueprint and its components. For example, O’Neill et al. [149] proposed a
co-evolution search paradigm for NAS, where the candidate blueprints and components were sampled
from two populations, and then combined to form new architectures.

Multi-objective search paradigm: This paradigm targets at searching for a set of Pareto optimal
architectures based on multiple criteria, and finding the final solutions according to some practical
considerations, such as computational environment [125, 143]. This paradigm becomes popular in practical
applications, since many objectives are required to be considered such as the accuracy, inference time,
model size, and energy consumption. In [143], NSGA-IT and RL were used to explore model architectures
with respect to the model accuracy, and model complexity (e.g., the number of model parameters and
multiply-adds operators).

4.2.4  Acceleration Strategies.

NAS is a high computational overhead task, mainly due to the large search space and highly time-
consuming evaluation [230]. To overcome this challenge, various acceleration strategies [12, 190] have
been developed to accelerate the optimization. In this section, we summarize the speed-up strategies from
the aspects of algorithm design to the hardware implementation, as shown in Fig. 6.

e e Iy -
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> Early stopping policy
> Reduced population > Reduced training set

Algorithm > Efficient search space e cginheriance
design » Surrogate model

> Population memory

Optimization
speed-up

Hardware > Parallel computation
implementation » Federated learning

Fig. 6. Overview of acceleration strategies.
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From the algorithm design point of view, we summarized a number of acceleration strategies from
population initialization to evaluations.

e Initialization:

— Reduced population: The simplest way of acceleration during the initialization stage is to set the
population with a small size. In other words, less evaluations are required with a smaller size of
population since the evaluation of a candidate architecture is time-consuming [230]. As a result,
some studies [11, 12] use small population with fixed size to speed up their evolution, like CARS
(size = 32) [229]. In contrast, some other studies use dynamic sizes of populations during the
optimization. In [55], the population size is dynamically changed to reach a balance between
algorithmic efficiency and population diversity.

— Efficient search space: Another way is to design efficient search space to speed up the search
process. For example, an architecture constructed on the basis of cell-wise search space [116] is
composed of many similar structures of cells and only representative cells need to be optimized,
which contributes to significant computational speed-up.

e Evaluations:

(1) Early stopping policy: A relatively small number of training epochs are used to reduce the training
cost (i.e., early stopping policy) since the training time is reduced [2, 190, 198].

(2) Reduced training set: Some methods are designed to reduce the size of the training set to improve
training efficiency at the expense of a little accuracy [113, 172]. Besides, low-resolution data (e.g.,
ImageNet 32) [32] is also commonly used as the training set to accelerate the search process for
the optimal architecture.

(3) Weight inheritance :

— Supernet-based inheritance: uses an over-parameterized and pre-trained supernet to encode all
candidate architectures (i.e., subnets). In other words, the subnets share weights of the identical
structures from the supernet, and they are directly evaluated on the validation dataset to obtain
their model accuracy [37, 49, 158, 172].

— Parent-based inheritance: inherits weights from previously-trained networks (i.e., parental
networks) instead of a supernet, since offspring individuals retain some identical parts of their
parental architectures [48, 103, 162, 261] [162]. As a result, offspring architectures can inherit
the weights of the identical parts and no longer need to be trained from scratch.

(4) Surrogate model: Since the evaluation of an architecture is time-consuming [116, 230], cheap surro-
gate models have been introduced in NAS as performance predictors to reduce the computational
time [124].

— Online performance predictors: They are trained online on the datasets sampled from past
several epochs [116], including a sequence of data pairs with different training epochs and
their corresponding performance of these epochs [124]. After that, they will be used for the
performance prediction on new architectures. To reduce the true evaluations of architectures,
some performance predictors directly predict whether a candidate architecture can be survived
into next iteration through a trained ranking or classification method, such as classification-wise
NAS [129].

— Offline performance predictors: They are essentially a sort of regression models mapping the
architectures to specific performance. End-to-end predictors can be trained in an offline manner,

'In [105, 167, 168], Rumelhart/Hinton/LeCun used the term "weight sharing" to mean that different network connections/links
share the same set of weights, and pointed out that "weight sharing" is the core of shared weight NNs/CNNs. More recent
[124, 220] use of this term refers to "weight/parameter replications" or "weight inheritance".
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so that they are able to predict the performance of architectures during the entire search process.
Consequently, they can significantly reduce the computational burden [110, 186, 187].

(5) Population memory: Population memory is used to store elite individuals from different generations
during the optimization [61, 191]. When a new individual is generated, it does not need to be
evaluated again if it is the same as an individual in the memory. In other words, the performance
of individuals sharing the same architectures are the same and can be acquired via the population
memory instead of training from scratch. This mechanism relies on the fact that similar or same
individuals may repeatedly appear in different generations.

According to the above introduction, we can conclude that many of them improve the search efficiency at
the expense of sub-optimiality. For example, a small population cannot well cover a multi-objective optimal
front. Parameter sharing may lead to the biased search due to much similarities among the individuals.
Highly accurate surrogates need a large number of training data, which are commonly time-consuming.
Population memory heavily relies on the random emergence of similar or same individuals.

Hardware implementation: Importantly, a powerful hardware platform can significantly speed up the
search process under the reasonable utilization of computing resources (e.g., cloud computing [30] and
volunteer computers [13]). Parallel computation is a powerful tool to decompose large search problems
into small sub-problems, which can be simultaneously optimized by several cheaper hardware[86, 87]. For
example, Lorenzo et al. [123] proposed a parallel PSO algorithm to search for optimal architecture of
CNN. The security of the computing device also becomes an important consideration. For this reason,
an emerging decentralized privacy-preserving framework is applied to NAS, which unites multiple local
clients to collaboratively learn a shared global model trained on the parameters or gradients of the local
models, instead of the raw data. For example, Zhu et al. [262] firstly proposed a real-time federated NAS
that can not only optimize the model architecture but also reduce the computational payload. Specifically,
the decentralized system is able to accelerate the algorithm efficiency of federated NAS. Besides, data
encryption is employed on the transmitted data (parameters or gradients of the local models) between
the clients and the server to ensure the privacy even though all of the training are performed in local.
Accordingly, federated NAS is highly efficient and secure, which may become a new hot research topic.

Table 2. Different acceleration strategies

Initialization | Reduced population [12],[55],[113],[229]
Early stopping policy [190],[2],[151],[59],[10],[12],[138]
Reduced training set [172],[113],[207]
Supernet-based sharing [172],[158],[37],[49]
Algorithm design | Evaluation | Weight inheritance |75 0 o oo g [48],[103],[261],[2],[59],[L73],[27]
Online performance predictors | [124],{110], [129], [118]
Surrogate model Offline performance predictors | [187],[111], [160]
Population memory [191],[135],[108],[33]
Hardware implementation [30],[87],[86],[262]

Table 2 lists the common acceleration strategies to improve the algorithm efficiency. It is noted that
multiple strategies can be utilized together to improve computational speed-up. For example, Lu et al.
[124] employed supernet and learning curve performance predictor in NAS, while Liu et al. [113] leveraged
a small populations size and a small dataset to reduce the time overhead of evaluation.

4.2.5 Summary.
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Most NAS methods are based on basic EC search paradigms on an entire-structured search space,
which are introduced above. However, there are also some other automatic search techniques such as
RL-based [85], Bayesian-based [214], and gradient-based [112] methods, for architecture search.

RL-based methods can be regarded as an incremental search, where a policy function is learned by
using a reward-prediction error to drive the generation of incremental architecture. Due to the large-scale
of state space and action space, RL-based methods require immense computational resources. In addition,
there are a large number of hyper-parameters (e.g., discount factor) in RL-based NAS. Besides, they
transform a multi-objective optimization problem into a single-objective problem via a priori or expert
knowledge, so they are unable to find a Pareto optimal set to the target tasks.

Bayesian-based methods are a common tool for hyperparametric optimization problems with low
dimensions. In comparison to EC-based methods, they are much more efficient on the condition that a
proper distance function has to be designed to evaluate the similarities between two subnets. However,
the computational cost of Gaussian process grows exponentially and its accuracy decreases, when the
dimensionality of the problem increases.

Gradient-based methods, taking a NAS problem as a continuous differentiable problem instead of a
discrete one, are able to efficiently search architectures with proper weight parameters. Unfortunately,
their GPU costs are usually very high due to a large number of parameters to be updated in gradient-based
algorithms [112].

In contrast, EC-based methods benefit from less hyperparameters to be optimized and no distance
functions to be designed. In addition, EC-based methods can be applied to NAS with multiple objectives
and constraints. Although there many acceleration strategies in EC-based methods, they still suffer from
high computational overheads.

4.3 Joint Optimization

4.3.1 Problem Formulation.

The independent optimization of architecture or parameters is difficult to achieve the optimal model on
give tasks. Hence, joint optimization methods have been developed to search for the optimal configuration
of architecture (A*), and parameters (W*, associated weights). The optimization problem can be defined
in Eq. 4.

W, A*)=argminL (W, A
(W=, A7) =arg minl (W 4) (4)
where L is the loss function.
In the followings, we will introduce the joint optimization regarding the solution representations and
search paradigms, and then discuss the pros and cons of EC-based methods in comparison to others.

4.3.2 Solution Representations.

There are three typical classes of encoding schemes used for joint optimization.

Linear encoding: This is a simple but effective encoding strategy, which has been widely used in many
studies to build architecture with high performance [8, 131]. In [131], a variable-length binary vector was
used to represent weights and structure of neural networks, where the weights utilize direct encoding.

Tree-based encoding: In this encoding, the topology and weights of an architecture can be represented
by a tree structure with a number of nodes and edges [64, 239]. In [241], the mechanism of Reverse
Encoding Tree (RET) was developed to ensure the robustness of a deep model, where the topological
information of an architecture was represented by a combination of nodes and the weight information
was recorded on the edges.
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Graph-based encoding: In this encoding, the nodes of a graph represent neurons or other network
units, and the edges are used to record the weight information [20, 69]. For example, a graph incidence
matrix was developed in [150] to encode a neural network. The size of the matrix was set to (NV; + Np,
+ N,) x (N; + N, + N,), where N;, N, and N, indicate the numbers of input, hidden, and output
nodes, respectively. In the graph incidence matrix, real numbers represented the weight and biases, and
“0” meant that there was no connection between two nodes.

4.3.3 Search Paradigms.

There are a number of effective search paradigms for joint optimization, and the EC-based search
paradigms are in the spotlight.

Basic EC search paradigm: Some basic EC search methods have been employed to handle joint
optimization problems [14, 15, 54, 150, 185]. In [150], an architecture and its corresponding weights were
simultaneously optimized by an EC-based method using linear and graph encodings. In neuro-evolution
of augmenting topologies (NEAT) [185], the architecture of a small network is evolved by an incremental
mechanism, while the weights are optimized by an EC-based method. NEAT is able to ensure the lowest
dimensional search space over all generations. Some representative studies on NEAT are presented in
[14, 15].

Multi-objective search paradigm: Multi-objective optimization on model design has been developed
in many studies (e.g., artificial neural network [166] and recurrent neural network [181]). For example,
Smith et al. [181] built a bi-objective optimization (i.e., the minimizations of the mean squared error
(MSE) on a training dataset and the number of connections in the network) to search for optimal weights
and connections of network architectures. The chromosome of an individual was composed of two parts,
where the one with Boolean type represented the structure of a network, and the other with real values
represented the weights.

4.3.4 Summary.

Direct encoding is used to be prevalent in the joint optimization of small-scale neural networks [150, 232].
However, with the increase of the scale of neural networks, direct coding of high-dimensional vector or
matrix of weights is not realistic. Therefore, recent studies are more on indirect encoding. For example, a
complex mapping with acceptable accuracy loss is designed in [39, 99] to construct weight vectors with
arbitrary size.

EC-based approaches with capability of searching the optimal solution have been developed to configure
a DL model for the specific task. However, they often encounter a prohibitive computational cost, which is
even higher than that of model architecture optimization. Hence, designing efficient EC-based approaches
for architecture and parameter search deserves much investigation.

5 MODEL DEPLOYMENT

The large-scale DNNs are not straightforward to be deployed into devices (e.g., smartphones) with limited
computation and storage resources (e.g., battery capacity and memory size). To solve this issue, various
model compression approaches have been proposed to reduce the model size and inference time, such as
pruning, model distillation, and quantization [31]. However, they need much expert knowledge and a lot
of efforts on the manual compression of neural network models. In contrast, EC-based approaches are
automation approaches and has been recently introduced to achieve automated model compression. We
have observed that most of them concentrate on the area of model pruning.
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5.1 Model Pruning

5.1.1 Problem Formulation.

DNN is commonly an over-parameterized model, which has redundant and non-informative components
(e.g., weights, channels and filters). To address this issue, researchers have designed various pruning
approaches (e.g., channel pruning [72]) to obtain a lightweight deep network model with high accuracy.
Model pruning can be formulated as

LossA; ~ Loss
s.t. Af=pruning (A, C) (5)
C

where C' represents redundant and non-informative units, A and As* represent original model and
lightweight model, respectively, Lossax and Loss represent loss of As* and A.

This study aims to introduce EC-based methods for model pruning, and readers interested in traditional
pruning methods such as weight-based pruning, neuron-based pruning, filter-based pruning, layer-based
pruning, and channel-based pruning may refer to the surveys [31] to get more details.

5.1.2 Solution Representations.

For model pruning, binary encoding is one of the most popular approaches among these solution
representations, where each element corresponds to the network component (e.g., channel). In [211], the
network pruning task was formulated as a binary programming problem, where a binary variable was
directly associated with each convolution filter to determine whether or not the filter took effect. Although
binary representation is straightforward, the length of the representation becomes large when the model
complexity (i.e., the number of units) improves, and the overhead of exploration will also increase.

To address the above issue, some efficient solution representations (i.e., indirect encoding) have been
developed. For example, Liu et al. [114] used N digits to record the number of compressed layers. The first
digit represented the number of compressed layers, and following digits recorded the selected compression
operator index of each layer. This way can significantly improve the search efficiency. In [117], encoding
vectors are used to represent the number of channels in each layer for original networks. Then a meta-
network is constructed to generate the weights according to network encoding vectors. By stochastically
fed with different structure encoding, the meta-network gradually learns to generate weights for various
pruned structures.

5.1.3 Search Paradigms.

The search paradigms in model pruning studies can be categorized into two main groups.

Basic EC search paradigm: A number of studies introduce single-objective EC search paradigm for
model pruning [194, 217]. For example, Wu et al. [217] first analysed the pruning sensitivity on weights
via differential evolution (DE), and then the model was compressed by iteratively performing the weight
pruning process according to the weight sensitivity. In addition, this method adopted a recovery strategy
to increase the pruned model performance during the fine-tuning phase.

Multi-objective search paradigm: Recently, this sort of search paradigm has been adopted to model
pruning, which is able to provide users with a set of Pareto lightweight models. For example, Zhou
et al. [258] considered two objectives (i.e., minimizing convolutional filters and maximizing the model
performance) for biomedical image segmentation. During the model pruning, a classical multi-objective
optimization algorithm (NSGA-II [41]) was used find the optimal set of non-dominated solutions, where
the optimization was based on a binary string encoding (each bit represents a filter).

In Table 3, we have summarized these two categories of search paradigms as well as their corresponding
ways of encoding.
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Table 3. Different search paradigms and solutions representations for model pruning

Direct encoding Indirect encoding
Basic EC search
D e [170],[90].[194],[217).[01].[259].[63].[237], (23], 156, [56]. [106].[177] 117
Multi-objective
search paradigm [258],[260],[218],[75],[223],[227],[244] [212],[253],[121]

5.2 Other EC-based Model Deployment Methods

Different from model pruning, there are several other EC-based model compression methods for model
deployment. In the followings, some typical methods are introduced, including knowledge distillation,
low-rank factorization, and EC for hybrid techniques.

5.2.1 Knowledge Distillation.

Knowledge distillation (KD) [65] aims to get a small light network but with good generalization
capability. The basic idea is to transfer the knowledge learned from a big cumbersome network (or teacher
network) with good generalization ability to a small but light network (or student network).

However, knowledge distillation may be seriously influenced when there is a big gap in the learning
capability between the teacher and student networks. In other words, if the difference is large, the student
network may not be able to learn knowledge from the teacher network. Recently, several EC-based
approaches have been proposed to mitigate the above issue of knowledge distillation. For example, Wu et
al. [219] proposed an evolutionary embedding learning (EEL) paradigm to learn a fast accurate student
network via massive knowledge distillation. Their experimental results show that the EEL is able to narrow
the performance between the teacher and student networks on given tasks. Zhang et al. [245] developed
an evolutionary knowledge distillation method to improve the effectiveness of knowledge transfer. In this
method, an evolutionary teacher was learned online and consistently transfers intermediate knowledge to
the student network to narrow the gap of the learning capability between them.

5.2.2 Low-rank Factorization.

DNNSs often involve in a huge number of weights, which may impact the inference speed and seriously
increase the storage overhead of the DNN. The weights can be viewed as a matrix W with m x n
dimensions. The low-rank approach is commonly applied to the weight matrix (W) after the DNN is
fully trained. For example, singular value decomposition [58] is a typical low-rank factorization method,
where W is decomposed as follows.

Ww=UsvT (6)

where U € R™*™ VT ¢ R"™ ™ are orthogonal matrices and S € R™*" is a diagonal matrix.

Notably, most of the existing low-rank factorization methods rely on domain expertise and experience
for the selection of hyperparameters (e.g., the rank and sparsity of weight matrix) to get an appropriate
compression results without serious performance degradation [77, 192, 215].

Accordingly, EC-based methods have been introduced to solve the above challenge [81, 211]. For
example, Huang et al. [81] presented a multi-objective evolution approach to automatically optimize
rank and sparsity for weight matrix without human intervention, where two objectives were taken into
account including the minimization of the model classification error rate and maximization of the model
compression rate. They therefore generated a set of approximately compressed models with different
compression rates to mitigate the expensive training process.

5.2.3 EC for Jointly Optimization.
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Many compression techniques (e.g., quantization) can be easily applied on top of other techniques (e.g.,
pruning and low-rank factorization). For example, pruning first and then quantification can obtain a
lightweight model with faster inference. Similarly, EC can optimize more than one model compression
method at the same time. In the followings, we will briefly review such works.

Phan et al. [154] designed an efficient 1-Bit CNNs, which combined quantization with a compact model.
Specifically, they firstly created a number of strong baseline binary networks (BNNs), which had abundant
random group combinations at each convolutional layer. Then, they adopted evolutionary search to seek
an optimal group convolution combination with accuracy above threshold. Finally, the obtained binary
models werr trained from scratch to achieve the final lightweight network. Different from [154], Polino
et al. [155] jointly utilized weight quantization and distillation to compress large networks (i.e., teacher
network) into small networks (i.e., student network), where the latency and model error were regarded as
the objectives during the optimization.

Recently, Zhou et al. [259] developed an evolutionary algorithm-based method for shallowing DNNs at
block levels (ESNB). In ESNB, a prior knowledge was extracted from the original model to guide the
population initialization. Then, an evolutionary multi-objective optimization mothed was performed to
minimize the number of blocks and the accuracy drop (i.e., loss). After that, knowledge distillation was
employed to compensate for the performance degradation via matching output of the pruned model with
the softened and hardened output of the original model.

5.2.4 Summary.

There is still a big room for the improvement on addressing the huge computational overhead of
evolutionary model deployment. Acceleration strategies may be able to alleviate the issue. Besides, there is
a high coupling between model deployment and model generation since the performance of the compressed
network is strongly dependent on the performance of the original network. The black-box nature of
model also hampers deployment in security-critical tasks (e.g., medicine and finance).Consequently,
it is promising and challenging to take the model compression, NAS, and interpretability as a single
optimization problem and handle it with acceptable time consumption.

6 APPLICATIONS, OPEN ISSUES, AND TRENDS
6.1 Applications

EDL algorithms have been widely used in various real-world applications. In practical, great development
has been achieved in computer vision (CV), natural language processing (NLP) and other practical
applications (e.g., crisis prediction and disease prediction).

6.1.1 Computer Vision.

CV is an important domain of computer science, playing an important role in identifying useful
information (e.g., objects and classifications) for specific tasks (e.g., image segmentation [258] and object
detection [251]) on images or videos. In the early days, manually designed models for computer vision
achieved good performance on public datasets at the expense of extensive time and labour. With the
development of EDL, many new structures have been developed by computer programming and they
show better performance than these manually designed models, especially on the widely used benchmark
datasets for image classification, such as CIFAR-10, CIFAR-100 [101], and ImageNet [43]. For example,
the state-of-the-art NAT-M4 [124] with a small model size achieves Top-1 accuracy of 80.5% on ImageNet.
Image-to-image processing [116] (e.g., super-resolution, image inpainting, and image restoration) also
received extensive attention from researchers [169, 183, 238]. Ho et al. [73] employed NAS techniques to
improve image denoising, inpainting, and super-resolution on the foundation of deep image prior [73]. In
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addition to the above applications, EDL also has great potential in other areas of CV, such as object
detection [42], video/picture understanding [131], and image segmentation [55].

6.1.2 Natural Language Processing.

Natural language processing (NLP) driven by computer science and computational linguistics, aims
to understand, analyze, and extract knowledge on text and speech recoginition [234]. Many effective
NLP models (e.g., GPT-2 [157] and BERT [44]) narrow the chasm between human communication and
computer understanding using sophisticated mechanisms. Recently, EC-inspired NLP models have been
proposed such as language model [141], entity recognition [180], text classification [9, 119, 120, 193], and
keyword spotting [133]. Satapathy et al. [184] introduced evolutionary multi-objective (i.e., inference time
and accuracy) optimization in an English translation system. Sikdar et al. [180] employed DE in feature
selection for named entity recognition (NER).

6.1.3 Other Applications.

In addition to CV and NLP, EDL also shows strong ability on handling other practical applications,
such as medical analysis [115, 263], financial prediction [194], signal processing [50, 80], and industrial
prediction [127, 134]. In particular, Zhu et al. [263] presented a Markov blanket-embedded genetic
algorithm for feature selection to improve gene selection. In [194], financial bankruptcy analysis was
handled by an evolutionary pruning neural network. The work in [50] designed a feature selection method
based on ACO to classify electromyography signals. For remote sensing imagery, a suitable model was
found by multi-objective neural evolution architecture search [127], where architecture complexity and
performance error of searched network were two conflicting objectives.

6.2 Open Issues

EDL is a hot research topic in both fields of machine learning and evolutionary computation. There are a
large number of publications on various top conferences and journals, such as ICCV, CVPR, GECCO,
TPAMI, TEVC, TCYB, and TNNLS (see the reference list). Yet some challenges remain to be resolved.

Acceleration strategies: Many EDL approaches suffer from low efficiency due to the expensive evalua-
tions. So various acceleration strategies, such as surrogate model [187], supernet [66], and early stop [190]
have been designed. However, the improvements of the accuracy are at the expense of sacrifice a bit of
model accuracy. Taking the supernet-based inheritance as an example [220], we cannot guarantee that
every subnet receives a reliable evaluation due to the catastrophic forgetting [248] and weight coupling
[79]. Therefore, how to balance the efficiency and accuracy needs further investigation.

Effectiveness: There is a debate on whether EDL has many advantages over other search paradigms (e.g.,
random search and RL). Some studies argue that many popular search paradigms (e.g., EC-based methods
and RL-based methods) have no big difference from the random search methods in their performance,
and some random search methods even outperform EC-based methods in some scenarios [174]. On the
contrary, EC-based approaches have also been proved to be more effective than random search methods
in many studies [66, 89, 161]. Thus, a unified platform is essential to measure the effectiveness of different
search models, under the consistent search space and hyperparameters configuration [222]. In addition,
elaborate experiments are required to justify the effects of different genetic operators (e.g., crossover
operator) to the evolutionary process of EDL.

Large-scale datasets: There is an issue for the studies of EDL on large-scale datasets. It is noted that
many studies of EDL are tested on small- and medium-scale datasets such as CIFAR-10 and CIFAR-100
(including 60000 32x32 images), and especially the accuracy on CIFAR-10 reaches up to 98% [124].
Although large-scale datasets are ubiquitous and essential in various domains like gene analysis [235] and
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TmageNet [43], computational costs are unaffordable for many researchers as pointed in some statistical
reports [71, 116]. Therefore, the sensitivity of the EDL methods to different scales of datasets is necessary
[257] and how to economically and efficiently verify EDL methods on large-scale datasets also deserves
much investigations.

End-to-end EDL: Originally, AutoML aims to simultaneously optimize feature engineering, model
generation and model deployment as a whole. However, there is a strong correlation between them where
the performance of next phase heavily relies on the results of the previous phase [114]. As a result, most
studies only focus on parts of the EDL pipeline (Fig. 1). For instance, TPOT [148] is designed on top of
Pytorch for building classification tasks, which however only supports a multi-layer perception machine
(i.e., model generation). There are many partially accomplished end-to-end for EDL, such as ModelArts
(model generation), Google’s Cloud (NAS), and Feature Labs (feature engineering) [230], to name but a
few. The main reason is that the optimization of the whole EDL pipeline may need huge computational
cost not only on the exploration of the large-scale search space but also on handling highly-coupled
relation between different parts of EDL. Consequently, finding an optimal solution of the complete EDL
pipeline is essential but challenging.

6.3 Challenges and Future Trends

Although remarkable progress has been made in EDL, there are still many promising lines of research.

Fair comparisons: Unfair comparisons of different EDL methods are easily encountered with the following
reasons. Firstly, uniform benchmarks are essential. In feature engineering, no uniform benchmark is for
the fair comparison of different algorithms due to different downstream prediction models and feature sets.
Secondly, there is no uniform criterion for different methods in handling NAS and model compression
by using different tricks (e.g., cutout [45] and ScheduledDropPath [264]), which may influence the
performance of the final architecture. Thirdly, a fair platform for EDL is essential. There are some fair
benchmarks but only for specific tasks, such as BenchENAS [222], NAS-Bench-101 [233], NAS-Bench-201
[46], NAS-Bench-301 [179], and HW-NAS-Bench [107].

Interpretability: EDL is known as a black-box optimization, and there is a lack of theoretical analysis
to explain its superiority [205]. For example, it is difficult to explain why EC-based method tends to
select features contribute to the performance of the classification model in feature engineering. As a
result, the development of EDL in some sensitive domains such as financial and medical fields is slow. To
overcome this issue, Evans et al. [53] used visualization to expound how the evolved convolution filter
served and indirectly explained the search process of the model. Nevertheless, some studies argue that
the explanation for these occurrences is usually post-hoc and lacks trustworthy mathematical deduction
[5, 116]. Thus, the interpretability of EDL is an interesting and promising research direction.

Exploring more scenarios: There is still plenty of room for the improvement of the performance of
EDL on both benchmarks and real-world applications. Although EDL methods outperform manually
designed models on various image benchmarks (CIFAR-10 and ImageNet), the state-of-the-art EDL
methods [209] lost their advantages on NLP in comparison with human-designed models (e.g., GPT-2
[157], Transformer-XL [38]). In comparison with the benchmarks, it is more difficult to handle real-
world tasks, which inevitably contain noise (e.g., mislabeling and inadequate or imbalance data) or may
have small-scale datasets (leading to overfitting). Hence, some techniques such as unsupervised and
self-supervised learning may be incorporated into EDL to mitigate these types of issues.
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7 CONCLUSIONS

With the development of machine leaning and evolutionary computation, many EDL approaches have
been proposed to automatically optimize the parameters or architectures of deep models following the EC
optimization framework. EDL approaches show competitive performance in robust and search capability,
in comparison with the manually designed approaches. Therefore, EDL has become a hot research topic.

In this survey, we first introduced EDL from the perspective of DL and EC to facilitate the understanding
of readers from the communities of ML and EC. Then we formulated EDL as a complex optimization
problem, and provided a comprehensive survey of EC techniques in solving EDL optimization problems in
terms of feature engineering, model generation to model deployment to form a new taxonomy (i.e., what,
where and how to evolve/optimize in EDL). Specifiically, we discussed the solution representations and
search paradigms of EDL at different stages of its pipeline in detail. Then the pros and cons of EC-based
approaches in comparison to non-EC based ones are discussed. Subsequently, various applications are
summarized to show the potential ability of EDL in handling real-world problems.

Although EDL approaches have achieved great progress in AutoML, there are still a number of
challenging issues to be resolved. For example, effective acceleration strategies are essential to reduce
the expensive optimization process. Another issue is to handle large-scale datasets and how to perform
fair comparisons between different EDL approaches or non-EC based methods. More investigations are
required to theoretically analyse or interpret the search ability of EDL. In addition, a lot of efforts are
required on the improving the performance of EDL on both benchmarks (e.g., large-scale and small-scale
data) and real-world applications. Lastly, the development of end-to-end EDL is challenging but deserves
much efforts.
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