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ABSTRACT  

Underwater automatic target recognition (UATR) has been a challenging research topic in ocean engineering. Although 
deep learning brings opportunities for target recognition on land and in the air, underwater target recognition techniques 
based on deep learning have lagged due to sensor performance and the size of trainable data. This letter proposed a 
framework for learning the visual representation of underwater acoustic imageries, which takes a transformer-based style 
transfer model as the main body. It could replace the low-level texture features of optical images with the visual features 
of underwater acoustic imageries while preserving their raw high-level semantic content. The proposed framework could 
fully use the rich optical image dataset to generate a pseudo-acoustic image dataset and use it as the initial sample to 
train the underwater acoustic target recognition model. The experiments select the dual-frequency identification sonar 
(DIDSON) as the underwater acoustic data source and also take fish, the most common marine creature, as the research 
subject. Experimental results show that the proposed method could generate high-quality and high-fidelity pseudo-
acoustic samples, achieve the purpose of acoustic data enhancement and provide support for the underwater acoustic-
optical images domain transfer research. 
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1. INTRODUCTION  
As the human exploration of the ocean continues, more and more sensors are being developed to acquire rich underwater 
data. Due to the absorption and refraction of light by the seawater medium, optical cameras are limited in their range of 
action. The cameras usually need to be equipped with high power-consuming external light source devices, which leads 
to their limited application space underwater. These limitations are significantly magnified in deep water environments. 
In contrast, sonar sensors have become the primary sensors in underwater detection tasks due to their long detection 
distance and freedom from turbid zone interference [1]. With the development of the electronics industry, imaging 
sonars with high resolution have been successfully developed, such as the dual frequency identification sonar (DIDSON) 
and adaptive resolution imaging sonar (ARIS), which belong to a class of forward-looking sonars that are similar to 
cameras due to their DIDSON devices are more flexible than side-scan sonar (SSS) and synthetic aperture sonar (SAS) 
and can significantly reduce the error caused by carrier platform motion, and also have better imaging results than 
mechanical scanning sonar. High-performance imaging sonar improves the cost-effectiveness of underwater acoustic 
vision applications. Further, it accelerates the expansion of acoustic image-based marine engineering applications while 
laying the foundation for introducing machine learning and deep learning methods. Currently, underwater acoustic 
images acquired by DIDSON devices are widely used in fisheries, underwater archaeology, pipeline maintenance, and 
personnel search and rescue [2-4]. 

Traditional underwater automatic target recognition tasks usually require three parts: pre-processing, feature extraction, 
and feature classification; however, most of the methods used in these three parts are developed for optical images and 
are not compelling enough when applied to underwater acoustic scenes. These traditional methods also rely heavily on 
researchers' a priori knowledge in parameter tuning. A good solution usually requires a lot of trial and error, which is not 
friendly enough for newcomers in underwater vision. With the rapid development of deep learning in computer vision, 
more and more target recognition tasks are performed using convolutional neural network (CNN) architectures. The 
recognition results have been widely validated [5-6]. These learning-based recognition algorithms adopt a data-driven 
approach. The model learns features and their underlying laws from a large number of labeled training samples and uses 
them for end-to-end classification and recognition, with the whole process approaching an end-to-end model without 
complex manual design. Also, deep learning-based tasks for underwater applications require less expert analysis and 



 
 

 
 

fine-tuning, and the knowledge and expertise required to process underwater acoustic images manually are replaced by 
the knowledge and expertise required to iterate using deep learning architectures [7], a process that has changed as 
shown in Figure 1, which is in line with the trend towards intelligent underwater applications. 

 

 
Figure 1. Development comparison schematic of underwater automatic target recognition (UATR) technique. 

However, while deep learning brings opportunities to underwater acoustic target recognition, it also poses significant 
challenges. CNN-based approaches require a large amount of labeled training data upfront, and the features obtained 
from deep neural network learning are based on a specific training dataset. In short, if there is a problem constructing the 
data set used for training, the network will become less effective in processing images outside the training data set. 
However, due to the complexity and unknown nature of the underwater environment, it is expensive and time-
consuming to collect large amounts of underwater acoustic data. 

In computer vision research, some researchers have suggested the concept of transfer learning [8], which entails fine-
tuning a model trained on high-volume non-target data with low-volume target samples to get superior prediction results 
finally. However, attempts at this idea tend to focus on the same domain, i.e., features where the training and target 
images have small heterogeneity and commonality, such as two optical imaging domains or two remote sensing imaging 
domains. Due to the different imaging methods used by optical cameras and imaging sonar in underwater situations, the 
final images obtained have a substantial domain offset problem [9], which makes transfer learning face a significant 
challenge in underwater acoustic target recognition tasks. Transfer learning requires a certain amount of initial target 
data, but it cannot be fully supported because the water environment to be explored is usually harsh and complex, and 
most underwater targets are zero samples or extremely scarce. For this extreme data scarcity, some researchers have 
proposed synthesizing pseudo-samples, essentially a kind of data enhancement. Style transfer is a deep enhancement 
technique instead of data enhancement techniques in the conventional sense, such as rotation, cropping, or adding noise. 
It is based on the fundamental idea of keeping the high-level semantic information, also known as content, in the image 
and then replacing low-level texture features, also known as styles [10]. Style transfer-based training data enhancement 
methods are very flexible, unlike image simulation software-based and GAN network-based methods [11-13], as these 
methods often require experience from pre-preparation. The pseudo-acoustic sample generation method based on style 
transfer is more suitable for scenarios where the initial sample is unknown, such as identifying unknown fish in unknown 
waters. When a specific size of training samples is generated, they could be used to train recognition and classification 
models for underwater acoustic images, which will be more in-depth and flexible than the transfer learning-based 
training model. 



 
 

 
 

Using style transfer methods to generate underwater pseudo-acoustic image datasets and thus complete the initial 
training sample accumulation is effective [14-15]. However, their study was conducted for underwater side-scan and 
multibeam sonar images. There is a restricted application space for the pseudo-acoustic datasets after style transfer since 
the images detected by these two sonar sensors are still visually distinct from the optical ones. Unlike them, this paper 
introduces a database of images detected by DIDSON devices, which are very close to optical images in terms of visual 
effects, i.e., it is assumed that only domain differences exist between the two. Relying on the progressive nature of 
underwater acoustic data, the research in this paper directly serves underwater fish identification applications, which has 
proven to be an urgent need in many studies [16-17]. In addition, the style transfer model used in this paper is 
implemented based on the transformer principle, a transfer model that introduces a global attention mechanism that has 
been shown to surpass CNN-based transfer models in a variety of ways [18]. 

This letter proposed an underwater acoustic image style transfer method to enhance acoustic training datasets. In 
particular, the sensor used in this study is the acoustic camera DIDSON because its visual imaging effect is most similar 
to that of an optical camera, and it demonstrates substantial practical value in current mainstream underwater acoustic 
vision research, serving the marine task of identifying unseen fish in uncharted waters, which is one of the most frequent 
and complex challenges. One of the core style transfer methods is based on transformer design, which has more evident 
advantages in global style feature transfer. After generating the pseudo-acoustic dataset is systematically evaluated and 
analyzed further to assess its value in real marine engineering applications. The overall research framework proposed in 
this paper is shown in Figure 2. 

 
Figure 2. The overall research framework proposed in this letter. 

To create underwater acoustic images with incredibly realistic effects, first input the existing optical image samples and 
the acoustic images of the underwater target scene. Then, using the transformer architecture, extract the high-level 
semantic content provided by the former and the acoustic imaging style provided by the latter. Finally, wait for their 
decoding and encoding operations to be finished. A rich pseudo-acoustic dataset can be generated by iterations and loops, 
which can then be optionally fused with the original optical image dataset for subsequent model training or used alone 
for model training. 

Since most of the current automatic sonar image recognition tasks are implemented on private datasets, few publicly 
available models are directly used for practical underwater applications, which is one of the motivations for writing this 
paper. In this paper, the proposed framework is validated using underwater acoustic images captured from natural, 
unknown marine environments, and the specific contributions are summarized below. 



 
 

 
 

 A transformer-based style transfer method is proposed to be introduced to underwater acoustic images and is 
optimally adapted. 

 Generating pseudo-acoustic image datasets using a style transfer-based pipeline and systematically evaluating and 
analyzing them. 

 The research is based on high-resolution DIDSON data for fish identification tasks in unknown waters. 

The remainder of this article is organized as follows. Section II describes the details of the proposed method. Section III 
illustrates the experimental setup and validation method. Section IV analyzes and evaluates the experimental results. 
Section V discusses the shortcomings of the experiments and gives an outlook. Conclusions are given in section VI. 

2. METHODOLOGY 
2.1 Style transfer model  

In order to improve the practical application value of this research in marine engineering, the design of the method in 
this paper is not limited to a specific link. However, it proposes a complete research framework, aiming to directly 
connect the resource-rich optical images with the sample-poor acoustic images through this framework, where the 
optical images provide high-level semantic information to exploit their imaging advantages effectively. In contrast, 
acoustic images only provide stylized textures to avoid their imaging limitations cleverly. Finally, the generated pseudo-
sample dataset is used to train downstream task models, such as underwater target recognition and segmentation models. 
In the traditional transfer methods, it is frequently necessary to continuously deepen the number of network layers to 
improve the transfer effect. However, this will result in a reduction in the image's resolution and the loss of feature 
details, which will produce an incomplete and inaccurate representation of the final migrated image content and prevent 
the style texture from being adequately embedded. For this problem, the approach of this paper mainly applies the latest 
research in the field of style transfer using transformer [18] to the field of sonar image generation and compares the gap 
with other methods. The model architecture developed in this paper has a better global feature transfer effect and more 
robust feature representation capability, which can minimize detail loss during the image transfer process while ensuring 
the structural integrity and higher quality of the generated pseudo-acoustic images. The basic idea of a transformer-based 
style transfer network adopts the vit approach, which is more widely used in computer vision, to improve the 
performance of the transformer on the style transfer task by proposing the spatially invariant positional encoding method 
content-aware positional encoding (CAPE), which avoids the sensitivity of transformer to scale changes while ensuring 
that transformer captures the long-range information of the image. 

The transformer used in this model is originally a robust structure in natural language processing. Its basic structure 
consists of an encoder and decoder, where the encoder converts the sentence and position encoding composed of the 
token into intermediate encoding through the attention mechanism. Then, the decoder converts the intermediate 
encoding into output results; thus, the sequence-to-sequence generation task is achieved. Both encoder and decoder have 
a self-attention mechanism to extract semantic information, and then the decoder's attention mechanism to translate. The 
transformer can also perform the image-to-image generation task by decomposing the image into several patches and 
then encoding the position. By introducing CAPE, the structural information of the content image is preserved. In 
contrast, the traditional sin position coding of the style image loses the structural information so that only the style 
texture information is preserved. Then the intermediate coding of the two parts is mixed and decoded by the 
transformer's decoder to form the image after style transfer. 

This letter applies the transformer-based style transfer method to pseudo-sonar image generation. Since the style transfer 
algorithm can only migrate style texture information, we perform image enhancement on the optical image prior to 
transfer to optimize it for the pseudo-sonar image generation task. The leading optimization considers that the sonar 
image is a single-channel colorized pseudo-color image, so the original optical image is grayed out to simulate a single-
channel acoustic image. Also, considering that the background of the sonar image is usually featureless seawater, while 
our optical image is an especially captured fish image, we perform foreground extraction for the optical image to 
simulate the effect of an actual sonar image without a background. Here, the foreground extraction is performed using 
the Image Matting method, and a manual assistance method is used to make the effect more accurate. In addition, the 
necessary image processing, such as Gaussian smoothing, is also used appropriately to make the result of optical image 
transfer closer to the actual sonar image. The overall image processing pipeline is shown in Figure 3. 



 
 

 
 

 
Figure 3. Schematic diagram of the overall image processing pipeline. 

3. EXPERIMENTAL SETTINGS 
This subsection describes the details of the experimental setup, the source of the training dataset, and the strategy for 
validating the experiments, and the overall architecture is shown in Figure 4.  

 
Figure 4. The flowchart of the overall experimental design. 

3.1 Content image dataset  

In the stage of training the style transfer model, this manuscript cites the marine fish dataset provided in the literature 
[19], which is rich in variety and contains variations in scale and orientation. It is initially used to train the image 



 
 

 
 

classifier and segmentation model. This manuscript uses this marine fish dataset to train a stylistic transfer model, 
mainly considering that the visual presentation of these samples is very close to the bird's eye view style presentation of 
sonar, which facilitates the rendering of optical images later using the transfer model. The model treats the marine fish 
dataset as image content for input, and the number of training samples collected is 9000, and some of the sample images 
are displayed as follows. 

 
Figure 5. Examples of marine fish samples. 

3.2 Style image dataset  

The style dataset of the input model is then sourced from the image gallery of SOUND METRICS [4]. To ensure the 
model's generalization ability, this manuscript does not classify the acoustic imaging styles because different ocean 
backgrounds will produce different acoustic image styles depending on the specific application scenario. This 
manuscript performs frame decomposition on the images in GIF format in the dataset and finally collects 3952 training 
samples, some of which represent image styles as shown in Figure 6. 

 
Figure 6. Examples of DIDSON imagery data. 

3.3 Verification method  

After completing the training of the style transfer model, this manuscript analyzes the transfer effects from qualitative 
and quantitative perspectives, in which DBCNN [20], NIQE [21], and BRISQUE [22] are introduced to evaluate the own 
quality of the generated pseudo-acoustic samples quantitatively. Cosine similarity [23] and Perceptual Hash [24] are 
used to quantitatively evaluate the similarity between the generated pseudo-acoustic samples and the authentic acoustic 
images. In addition, a comprehensive comparison between the method in this paper and the style transfer methods used 
in [10], [14], and [15] is also performed, and the comparison results are presented in schematic and tabular form. 



 
 

 
 

3.4 Testing environment  

All experiments were performed on a 64-bit PC with a Windows 10 operating system equipped with an Intel (R) Xeon 
(R) Gold 6226R 2.90 GHz processor, 128 GB of physical memory, and an NVIDIA Tesla T4 graphics card. Python 3.8 
was used to compile the program. 

4. EXPERIMENTAL RESULTS AND EVALUATION 
4.1 Comparison with other transfer methods  

In this subsection, the rendering effects of this paper are first compared with other typical transfer methods, and three 
pseudo-acoustic image samples are randomly selected for demonstration, considering the limitation of manuscript length. 
The comprehensive comparison results are shown in Figure 7 and Table 1, Table 2, and Table 3. 

 
Figure 7. The transferred effects diagram corresponding to different methods. 

Table 1. Quality assessment results of pseudo-acoustic sample A generated by different transfer methods. 

Metrics 

Methods 

DBCNN 

(higher - better) 

NIQE 

(lower - better) 

BRISQUE 

(lower - better) 

Gatys et al. [10] 29.3614 10.7025 91.2619 

Lee et al. [14] 24.8291 10.3499 75.1481 

Li et al. [15] 14.3595 7.3146 32.5592 

Ours 25.0076 7.1349 62.7893 



 
 

 
 

 
Table 2. Quality assessment results of pseudo-acoustic sample B generated by different transfer methods. 

Metrics 

Methods 

DBCNN 

(higher - better) 

NIQE 

(lower - better) 

BRISQUE 

(lower - better) 

Gatys et al. [10] 28.7913 10.5685 90.9425 

Lee et al. [14] 21.8231 9.8479 68.2902 

Li et al. [15] 17.4809 6.9175 40.8156 

Ours 22.9797 8.1695 62.7892 

 
Table 3. Quality assessment results of pseudo-acoustic sample C generated by different transfer methods. 

Metrics 

Methods 

DBCNN 

(higher - better) 

NIQE 

(lower - better) 

BRISQUE 

(lower - better) 

Gatys et al. [10] 25.4517 10.2652 83.1222 

Lee et al. [14] 20.8625 7.6013 48.9831 

Li et al. [15] 18.5751 7.2107 45.1564 

Ours 22.0630 8.1983 58.2721 

 

Figure 7 shows that the visual features of the pseudo-acoustic images generated by the transfer method in this paper are 
more apparent and more complete in structure, and the rendering effect is more in-depth. In contrast, other transfer 
methods will destroy the image details, and the rendering effect is unsatisfactory. From the statistical results in Table 1 
to Table 3, it could be analyzed that the quality of the pseudo-acoustic images generated by the method in this letter has 
apparent advantages, which will be beneficial to the later training of the downstream task model. 

4.2 Comparison of transfer effects in various acoustic scenes  

 
Figure 8. The effects of style transfer in various acoustic scenes. 



 
 

 
 

This subsection demonstrates the rendering effects of the transfer method proposed in this letter in different underwater 
acoustic scenes. As seen in Figure 8, the method we proposed could be well adapted to various acoustic scenes, and the 
style texture features provided by these scenes also could be well learned and embedded. In practical underwater 
engineering applications, the operator could choose the transfer mode according to the acoustic environment of the 
specific underwater tasks and finally achieve the purpose of high-precision image datasets generation. 

4.3 Comparison with real underwater acoustic images  

In this subsection, the style transfer model proposed is used to transfer practical fish imageries. The final generated 
pseudo-acoustic images are evaluated for similarity with the natural acoustic camera-captured images [25] to verify the 
method's effectiveness in this paper. The comparison schematic is shown in Figure 9, and the similarity evaluation 
results are shown in Table 4. 

 
Figure 9. Comparison of real acoustic images of marine fish and the pseudo-acoustic images generated by style transfer. 

Table 4. Similarity evaluation results between generated pseudo-acoustic images and real acoustic images. 

                        Fish    
Metrics 

Crucian carp Carp Barbel 

Cosine similarity 0.8290 0.6962 0.8388 

Perceptual Hash 0.7031 0.8282 0.7187 

Average similarity 0.7661 0.7622 0.7788 

 

The experimental findings demonstrate that the approach suggested in this study could produce pseudo-acoustic images 
that are highly comparable to natural underwater acoustic imaging and realistic. It is important to note that, as illustrated 
in Figure 9, the pseudo-acoustic image produced by the method described in this letter still retains the noisy features of 
the image, which are an essential aspect of underwater acoustic imaging. Additionally, this validates the model's 
functionality from the side. In subsequent work, we intend to train a marine fish recognizer using the generated pseudo-
acoustic pictures and further assess the effects of style transfer using the recognition's accuracy and error. 



 
 

 
 

5. DISCUSSIONS 
The purpose of acoustic-optical image style transfer is to make the feature distributions of the target and source domains 
closer, reduce the domain bias due to the difference in imaging mechanisms, and then transfer the knowledge 
information effectively between the two domains. From the experimental results, it can be seen that realistic underwater 
pseudo-acoustic samples can be generated using the transformer-based style transfer method. From a qualitative 
perspective, compared with other CNN-based methods, the visual effect of the pseudo-acoustic images generated using 
this paper is closer to the underwater acoustic detection effect, the image resolution is higher, and the details are better 
preserved. From the quantitative point of view, the generated pseudo-acoustic images have higher quality and higher 
similarity between them and authentic acoustic images, which can be directly used to train target recognition models. 
However, in the overall experimental process, the method proposed in this paper still has some shortcomings: (1) The 
style transfer method proposed in this paper can effectively retain image details and better affect the style transfer of 
acoustic images. However, when migrating the high-level semantic content of optical images, the transfer of feature 
details is too clear, resulting in the detail discrimination of the final generated pseudo-acoustic images exceeding the 
DIDSON device's discriminative ability. Later, we will add random noise to make the generated pseudo-acoustic images 
closer to the authentic captured underwater acoustic images. (2) The transformer-based style transfer method requires 
high computing resources. It does not have advantages in speed, which does not apply to portable computing devices at 
present, so the lightweight model will be one of our following research goals. (3) Due to the limitation of current 
experimental conditions, the sonar image dataset and optical image dataset selected in this paper are not strictly aligned 
in terms of semantic content. In the future, we will detect more acoustic-optical images of fish from natural ocean scenes 
and study the effect of unilateral domain transfer after aligning the semantic information of acoustic-optical images, 
which will open new horizons for matching and reconstruction tasks based on acoustic-optical images. 

6. CONCLUSIONS 
This paper presents a framework for generating underwater pseudo-acoustic sample datasets using a transformer-based 
style transfer method and it is tested on a natural marine fish dataset. The experimental results show that the quality of 
the pseudo-acoustic images generated by this model is better than the existing acoustic image transfer methods, and the 
average similarity between the pseudo-acoustic images generated by this model and the authentic marine acoustic 
images is close to 0.8. In the future, to validate the proposed framework in practical marine engineering applications, we 
will use this method to generate a sufficiently large dataset of underwater pseudo-acoustic images, and then, we will use 
this dataset to train an automated marine fish Class recognition model. In addition, we will simplify the framework to 
adapt it to the software equipment of AUVs to enhance the autonomous underwater operation capabilities of AUVs. 
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