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ABSTRACT
Limit order books are a fundamental and widespread market mech-
anism. This paper investigates the use of conditional generative
models for order book simulation. For developing a trading agent,
this approach has drawn recent attention as an alternative to tra-
ditional backtesting, due to its ability to react to the presence of
the trading agent. We explore the dependence of a state-of-the-art
conditional generative adversarial network (CGAN) upon its input
features, highlighting both strengths and weaknesses. To do this,
we use “adversarial attacks” on the model’s features and its mecha-
nism. We then show how these insights can be used to improve the
CGAN, both in terms of its realism and robustness. We finish by
laying out a roadmap for future work.
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1 INTRODUCTION
This paper deals with the construction of robust and realistic limit
order book (LOB) environments for the training and evaluation of
trading strategies. LOBs are a fundamental market mechanism [20],
which are used across a significant proportion of financial markets,
including all major stock and derivative exchanges. The benefits
of having robust and realistic simulators for these markets are
numerous. While the ultimate test of the profitability of a trading
strategy is to trade it live in a real market [36], this testing approach
is rarely feasible for academic researchers, and even for industry
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practitioners it is potentially expensive. Thus effective simulation-
based evaluation frameworks are highly desirable. They would
allow the study of markets under different assumptions and the
further investigation of AI techniques for training trading strategies,
including for market making [17, 26, 46] and optimal execution [33,
35].

The most prevalent choice for simulation is market replay (“back-
testing”), but simulators based on this approach have no reactiv-
ity [3]. In this paper we focus on conditional generative models,
which provide a solution to the issue of reactivity [10, 11, 27, 29, 32,
44].

In this paper, we motivate and study the problem of developing
realistic and robust conditional generative models for simulating
LOBs. Throughout the paper we use a specific conditional gener-
ator introduced in [10], which we refer to as LOBGAN, along with
high-fidelity historical order book data from LOBSTER [24]. We
here summarize our contributions:
•We extend prior work demonstrating the benefits of LOBGAN by
doing a price impact analysis for market and limit orders separately,
which reveal a new strength and weakness of LOBGAN.
• We provide a new technique for analysing the conditioning of gen-
erative LOB models. This technique helps both with explainability
and the design of better models.
• We develop and test trading strategies to study and stress test the
robustness of LOBGAN.
• Using our insights, we develop new LOBGAN models, which we
demonstrate are better in terms of both realism and robustness.
•We provide recommendations for how to use LOBGAN (or similar
generative models) in practice, and future research directions.
While our exploration uses this specific model family, our contribu-
tions can be applied more generally.
Remark: our adversarial attacks are not “market manipulation”.
Our goal in this paper is to understand and develop the methodol-
ogy for designing realistic and robust conditional generators. As
such, we design adversarial attacks to exploit and show weaknesses
of such models by manipulating the features and mechanism of
the models. The term “market manipulation” has a specific mean-
ing and refers to behaviour such as spoofing and quote stuffing,
whereby orders are placed, with no intention of them being ex-
ecuted, and with the goal of deceiving and manipulating other
market participants. In the interests of clarity, we note that none
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Figure 1: Limit Order Book (LOB)

of the strategies we present in this paper would be considered as
market manipulation, but we rather focus on adversarial attacks
on the deep neural network generative model [4, 34, 48].

2 PRELIMINARIES
Generative Adversarial Networks (GANs). GANs are deep gen-
erative models that generate samples by implicitly learning to gen-
erate data without the need for an explicit density function [18].
GANs employ two neural networks, 𝐺 and 𝐷 , and an adversar-
ial training procedure: a generator 𝐺 takes as input a vector z
from a distribution 𝑝𝑧 (typically a multi-dimensional Gaussian) and
outputs a sample 𝑥 with the goal of fooling the discriminator 𝐷 ,
which in turn tries to estimate whether 𝑥 is real (i.e., 𝑥 belongs to
the ground truth training set) or fake (i.e., 𝑥 was generated by𝐺).
LOBGAN is a Wasserstein Conditional GAN [21, 31] that conditions
on recent market data to generate the sample 𝑥 (i.e., the next order).
Limit Order Books (LOB). Figure 1 gives an example of the LOB
structure, which stores all the outstanding limit orders in the order
book. Unlike limit orders, market orders are not stored in the book
if they are not immediately matched on arrival. Buy limit orders
(bids) are shown as green bars and sell orders (asks) as red bars,
with the bid book (at lower price levels) on the left, and the ask book
(at higher price levels) on the right. New buy (sell) orders (market
or limit) are matched, if possible, against existing orders according
to a price-time priority – first matching against the lowest (high-
est) price and then matching orders at the best price according to
time priority (i.e., transacting first against limit orders that arrived
earlier). The light green bar represents a new limit order, which
has become the new best bid (with highest price). In a real market,
the key question would be what happens next? For a market re-
play environment, which lacks of reactivity, the answer is simply
whatever happened next in the historical data, even if the new limit
limit order came from an exogenous trading agent rather than the
historical data. I.e., market replay assumes that a trading agent
can place orders without affecting subsequent order flow, which
is unrealistic. In a LOBGAN-simulated environment, subsequent or-
der flow depends on the current state of the market, so that when
an exogenous agent interacts with the book and changes it, the
LOBGAN generates orders conditioned on the updated order book.
This reactivity is a primary advantage of the CGAN approach.
Realism in isolation and interactive realism. While reactiv-
ity in response to incoming orders from exogenous agents is a
strength of the CGAN approach, so far evaluation of CGAN LOB

models has focused primarily on the realism of the CGAN outputs
when the only inputs come from model itself. In this paper, we
extend the focus to include realism of outputs when at least one
additional trading agent is also in the system, introducing the fol-
lowing terminology: Realism in isolation is when no agents are
added to the simulation, and the desideratum is that the simulation
outputs should look realistic in terms of their statistical properties.
This is discussed in detail for LOBs in [50], and studied in existing
CGAN LOBmodels [10, 11, 29]; Interactive realism (i.e., realistic
reactivity) requires that the simulator reacts realistically when,
an external agent also places orders. While, market replay cannot
provide interactive realism by definition, a CGAN model can, by
conditioning on recent market action, which includes the actions
of external agents.
Realism metrics. In general, a single metric to measure the re-
alism of a synthetic LOB market does not exist; thus we evaluate
how well a range of statistical properties align with those of real
markets [6]. These statistical properties as often referred as stylized
facts [50]. These stylized facts are used to answer two fundamental
questions during the CGAN training process: a) at which training
epoch has the model stabilized? b) given two trained CGAN models,
which one is more realistic?. In fact, due to the adversarial training
procedure, the CGAN loss is by no means a perfect indicator of the
generator quality [19]. Instead, to create LOBGAN [10], at the end of
each epoch the CGAN was unrolled in closed-loop simulation to
generate multiple days of synthetic market data. Then a human-in-
the-loop (HITL) approach [5] was applied using visual comparisons
of the synthetic data and the real market data, in particular, for
the price series, volume at best bid and ask, and the spread. This
approach is based on the fact that humans can easily distinguish
between real stock price series and synthetic price series generated
by simple popular stock price models [30]. Finally, once a “best”
LOBGAN model was selected, it was tested against a wider range of
all the stylized facts [10].
Price Impact.Asmentioned in the previous paragraphs, the CGAN
simulator should ideally react realistically to exogenous agent or-
ders. One way to evaluate this realism is to measure its response
to exogenous agent orders through the price impact [6], which is
the effect that the order has on the price. In particular buy (sell)
orders tend to push the price of the asset up (down). We consider
the price impact defined as the (reaction) impact path [6], i.e., the
average price dislocation between the beginning and the end of a
metaorder execution (a collection of smaller orders in one direction):
Ireact.
𝑡+𝑙 (exec𝑡 | F𝑡 ) = E

[
𝑃mid
𝑡+𝑙

��� exec𝑡 , F𝑡 ] − E [𝑃mid
𝑡+𝑙

��� no exec𝑡 , F𝑡
]
.

In particular, we measure the price difference between a simulation
with and without the metaorder, and compare the resulting impact
paths against the form of these paths that have been found in the
empirical price impact literature (Figure 3). Note: this approach
cannot be implemented with market replay or in a real market as
the two situations (the metaorder arriving or not) are mutually
exclusive.

3 THE BENEFITS OF LOBGAN
In this section, we discuss and show the benefits of conditional
generators over traditional market replay simulators. Going beyond
what one typically finds in the literature, we investigate the price
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impact of market and limit orders on LOBGAN separately, which
extends the analysis in [10]. This allows us to better evaluate and
understand the benefits of LOBGAN over market-replay.
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Figure 2: The average price impact path of a TWAP market and
limit metaorder in the CGAN environment and in the market replay
environment. This TWAP execution constitutes an average of 70%
and 60% of the traded Percent of Volume (POV) over its 5 minute
execution window (shaded in grey), for market and limit orders
respectively. Error bars represent 5th-95th% confidence intervals.
Trajectories start at 30 equally-spaced times across two days for a
total of 60 trajectories.

Impact path of market orders. We first evaluate LOBGAN and
market-replay environments with a Time-Weighted Average Price
(TWAP) agent that splits a large order into small market orders
evenly executed over time (e.g., 5 minutes). Figure 2 shows the
average impact path when the TWAP agent is included in the
simulation environment. Notice that, although in the market-replay
environment the subsequent order flow does not react to the orders
of the the TWAP agent, it still exhibits a price impact for sufficiently
larger incoming market orders: a large buy (sell) order could take
out a large number of ask (bid) price levels in the LOB, and create
an arbitrarily large increase in the midprice. However, this increase
is an instantaneous spike, with the midprice reverting to its old
level when new historical asks arrive. By contrast, for LOBGAN the
new order flow does react to the TWAP agent, and the price impact
is larger, persistent, exhibits a slightly mean-reverting trend, and
is well-aligned with the expected impact from the literature (see
Figure 3).
Impact path of limit orders. Whilst the impact of market orders
has been much studied, the impact of limit orders has received
less attention. On average, relatively large limit orders do have
a significant market impact, pushing the price up for large bids
and down for large asks [22]. In Figure 2, we compare the price
impact of limit orders in a LOBGAN and market replay environment.
The market-replay simulation produces minimal market impact,
since non-aggressive limit orders (limit orders that do not enter the
spread) only affect the price by being filled instead of other limit
orders deeper in the book. And the future evolution of order flow is
not affected by their presence leading to the tiny market impact. In
contrast, these incoming limit orders can impact subsequent order
flow in LOBGAN, and this impact, as shown in Figure 2, has the same
characteristic shape in response to a meta-order as found in the
literature and shown in Figure 3. It is worth mentioning that LOBGAN
exhibits a greater price impact with limit orders than with market
orders. This phenomenon is partially related to the BookImbalance1
feature which is generally a strong predictor of the sign of future
price changes [6]. We show later that LOBGAN is over-reliant on

this feature and large limit buy orders alter the BookImbalance1 and
drive the price up. We investigate this effect in Section 4.2.

Time

Midprice
time T

Execution After execution

Figure 3: The impact of a buymetaorder from the literature (e.g., [6])
showing temporary price impact (until time T), permanent price
impact (the long-run level) and transient price impact (the difference
between price impact at the peak and the long-run level).

Additional benefits. Two important further benefits of the CGAN
approach are: Data shareability – generative models offer a way
for realistic data to be shared with academia; Data Variability –
generative models can generate a countless number of different
market scenarios, while backtesting is prone to “time-period bias”.

4 THE CONDITIONING OF LOBGAN
In this sectionwe explore how differentmarket state features impact
the order flow generated by LOBGAN.

4.1 Feature definitions
Since extracting features from raw data is difficult [45], LOBGAN
uses hand-crafted features that have been successfully used in other
parts of the market microstructure literature [6, 10].

Order book features. Denote the 𝑖𝑡ℎ best bid and ask prices by
𝑃𝑏
𝑖
(𝑡) and 𝑃𝑎

𝑖
(𝑡) respectively, and the corresponding volumes as

𝑉𝑏
𝑖
(𝑡) and 𝑉𝑎

𝑖
(𝑡). We define the following features at time 𝑡 :

• Total volume, top 𝑛 levels: TotalVol𝑛 (𝑡) =
∑𝑛
𝑖=1𝑉

𝑏
𝑖
(𝑡) +𝑉𝑎

𝑖
(𝑡).

• Book imbalance, top 𝑛 levels:

BookImbalance𝑛 (𝑡) =
∑𝑛
𝑖=1𝑉

𝑏
𝑖
(𝑡)∑𝑛

𝑖=1 (𝑉𝑏
𝑖
(𝑡) +𝑉𝑎

𝑖
(𝑡))

=

∑𝑛
𝑖=1𝑉

𝑏
𝑖
(𝑡)

TotalVol𝑛 (𝑡)
.

• Spread: Spread(𝑡) = 𝑃𝑎1 (𝑡) − 𝑃𝑏1 (𝑡).
• Midprice: 𝑃mid

𝑡 = 1
2 (𝑃

𝑏
1 (𝑡) + 𝑃𝑎1 (𝑡)).

• Return since time 𝑡 − Δ: PctReturnΔ (𝑡) = (𝑃mid
𝑡 − 𝑃mid

𝑡−Δ)/𝑃
mid
𝑡−Δ.

• Suppose that the order book events occur at times 𝑡𝑖 for 𝑖 ∈ N.
Then, the midprice at time 𝑡 is equal to the midprice at time 𝑡 𝑗∗ (𝑡 )
for 𝑗∗ (𝑡) = sup{ 𝑗 ∈ N : 𝑡 𝑗 ≤ 𝑡}. After the 𝑛𝑡ℎ order book event, we
may then also define the 𝑛-event percentage return at time 𝑡 :

EventPctReturn𝑛 (𝑡) =
𝑃mid
𝑡 𝑗∗ (𝑡 )

− 𝑃mid
𝑡 𝑗∗ (𝑡 )−𝑛

𝑃mid
𝑡 𝑗∗ (𝑡 )−𝑛

.

We use the touch to refer to the best bid and best ask price levels.
When we refer to quoting at a distance from the touch, this means
that we post a limit order at that distance away from the best price
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on the corresponding side of the order book. This is quoted in ticks
(the minimum price difference between two price levels in a LOB).
Trade features. Suppose that trades occur at times 𝑠𝑖 for 𝑖 ∈ N
and let 𝑉 trade

𝑠𝑖
be the signed volume of the trade; if the trade is

seller-initiated then it takes a positive sign, if it is buyer-initiated,
it takes a negative sign.1 Then, for 𝑡 ≥ Δ one can define the trade
volume imbalance of window size Δ at time 𝑡 by

TradeImbalanceΔ (𝑡) =

∑
𝑡−Δ≤𝑠𝑖≤𝑡 1𝑉 trade

𝑠𝑖
≥0𝑉

trade
𝑠𝑖∑

𝑡−Δ≤𝑠𝑖≤𝑡
���𝑉 trade
𝑠𝑖

��� .

LOBGAN features. LOBGAN conditions on: 1) order book imbalance
for 𝑛 = 1 and 𝑛 = 5 levels; 2) total volume at the first level and
at the top five levels of the book; 3) spread; 4) 𝑛-event midprice
percentage return for 𝑛 = 1 and 𝑛 = 50 order book events; 5) trade
volume imbalance over the last minute and over the last fiveminutes.
LOBGAN concatenates the feature values over the last 30 seconds.

4.2 LOBGAN features dependence
The conditional nature of LOBGAN is crucial for the stability of
CGAN training, but it also ensures reactivity when an exogenous
agent interacts with the order book. In this section, we investigate
how the order book dynamics depend upon the input feature vectors
and which features produce the largest changes in the trajectories
of the trained CGAN.

We note that analysing the effect of individual features is ex-
tremely difficult for a number of reasons: firstly, there are cross-
correlations between all of the input features (see Figure 4); second,
we do not only want to investigate the distributional properties of
a single output of the CGAN – but rather the order flow over time
when the CGAN repeatedly processes its previous generated orders,
which compounds any “errors” in the order flow; finally, there is
also a “mechanism effect” that comes directly from the order book
mechanism, which should ideally be separated from the effect of
the features.

To investigate the effect of various features on the generated
order flow, we first roll out 60 trajectories each lasting 20 minutes,
starting on a lattice of evenly spaced points across two trading days
in January 2021. These act as baseline trajectories. We then repeat
the process twice for each input feature of the CGAN, fixing its
values to be equal to the 5𝑡ℎ and 95𝑡ℎ percentiles of the empirical
training distribution. We allow all of the other features to update
as the order book updates. Notice that, here that we do not actually
change the past orderbook or trades that occur, but rather LOBGAN’s
perception of them. We then investigate the properties of the time
series for each of these trajectories, with the goal of measuring the
effect of fixing these features on certain key properties of the time
series data [50]. In particular, if the trajectory statistics for these
rollouts with extreme values for the conditioning appear much the
same as the baseline trajectories, then these features are candidates
for ablation; on the other hand, if there is a clear dependence of
any of the output “stylized facts” on the feature being perturbed,
then this knowledge provides partial explainability of the CGAN.
We will see later that it can also be used to construct "adversarial"
1A trade is seller-initiated if the sell order arrives at the market after the buy order,
and is buyer-initiated if the buy order arrives after the sell order.

strategies for the CGAN model. This approach requires that the
correlations between the input features not be too large, which is
indeed a reasonable assumption based on Figure 4.
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Figure 4: The hand-crafted features correlation matrix.

BookImbalance1. When the book imbalance at the touch is larger
– due to a larger volume of buy limit orders than sell limit orders
– the trajectories generated by LOBGAN noticeably trend upwards
more on average (see left chart in Figure 5). This effect has been
frequently observed in analyses of historical data, where book im-
balance is often a predictor of midprice moves [6, 55]. By inves-
tigating the properties of the individual orders outputted by the
CGAN during these trajectories, we can answer the question of
how this trend appears as follows: 1) the BookImbalance1 features
affects the direction of outputted market orders: when the imbal-
ance is lower, LOBGAN outputs a larger proportion of sell market
orders with a consequent drop in the price, and vice-versa; 2) if the
input BookImbalance1 is lower, there is an increase in the quantity
(cancellation volume − limit volume) on the sell side when com-
pared with the baseline trajectory, and vice-versa. Interestingly, in
both cases the difference on the bid side of the book is unaltered,
likely due to a simple bias in the training data.
Spread. The spread plays a key role in the dynamics of the trajecto-
ries generated by LOBGAN. In particular, it is highly mean-reverting.
This is essential for the stability of the outputted market dynam-
ics. This can be seen in the right chart of Figure 5 – when LOBGAN
perceives the spread to be small, it outputs orders that increase the
spread; when the spread is large, LOBGAN tries to close it. After a
careful investigation, we notice that LOBGAN does this primarily via
the distribution of order types: when the spread is large (i.e., 95𝑡ℎ
percentile), LOBGAN places more limit orders so that more liquidity
is provided to the market and the spread tightens. When the spread
is small (i.e., 5𝑡ℎ percentile), the order type distribution shifts in
favour of deletions and the spread increases significantly.
Other features. TradeImbalance1 and TradeImbalance5 both have
a large effect on midprice dynamics, with TradeImbalance1 playing
a particularly big role. The main cause of the resulting upward
(downward) prices movement are the larger proportion of buy (sell)
market orders. The rollouts when individually fixing the features
TotalVolume1, TotalVolume5, PctReturn1min and PctReturn5min in
turn, clearly show that none of them has a meaningful effect. There-
fore, they are candidates for ablation: we remove these features and
investigate how time to model convergence and model realism (see
Section 2) are affected. Without TotalVolume1 and TotalVolume5 the
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Figure 5: LOBGAN feature dependance for BookImbalance1 and spread.
Left: effect on price. Right: effect on spread.

model achieves comparable realism, meaning that it is able to un-
conditionally learn the average volume of the orders (we recall that
LOBGAN is trained against a discriminator that rejects unrealistic
volumes.) Without PctReturn1min and PctReturn5min we observe
substantially more training time, i.e., more unrealistic markets in
the early phases, yet comparable performance at the end of the
training procedure. As the returns are used also by the discrimina-
tor, we can conclude that they help more with rejecting unrealistic
markets during training than with conditioning the generation.

5 LOBGAN ADVERSARIAL ATTACKS
In this section, we show that certain simple trading strategies are
able to exploit the LOBGAN model, completing profitable round trip
meta-orders. This motivates the need for more robust simulation.
All of these strategies start with zero inventory and liquidate any
terminal inventory and so – whilst the profit and loss curves are
marked to market (MtM) – the terminal profit is a pure increase in
cash holdings of the agent between the start and end of the episode.
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Figure 6: Left: profit and loss for a family of market-making strate-
gies that symmetrically posts a (relatively) large volume at a fixed
number of levels (its depth) from a target. Right: the associated in-
ventories.

Market-making. Market makers (i.e., liquidity providers) are a
ubiquitous and crucial type of participant in high-frequency fi-
nancial markets. They usually post limit orders on both sides of
the book, offering to buy or sell, with the aim of earning the dif-
ference between the bid and the ask whenever they complete a
round trip trade. In this section, we introduce a naive symmetric
market-making strategy that posts a symmetric volume around the
midprice of the asset. These strategies update every 5 seconds –
maintaining a fixed volume on each side the book at a fixed depth.
They do so by cancelling existing orders that, after an orderbook
update, are no longer at the desired depth, replacing them with
orders at the desired depth. This simple liquidity provision strategy

ends up being consistently profitable in the trained LOBGAN-based
simulator (see left hand panel of Figure 6), and is robust across a
range of depths. While market making can be a highly profitable ac-
tivity in real markets, it is not realistic for such a simplistic strategy,
which uses a fixed distance from the touch on both sides at all times
(i.e., it never skews its spread), to be so consistently profitable. It is
worth noting that this strategy is not profitable if it posts exactly at
the touch, as the frequency at which the agent gets filled can cause
the agent to accumulate a overly large signed inventory that needs
to be liquidated at the terminal time (at a cost, through market
impact) to satisfy the condition of being a round-trip meta-order.2
The right panel of Figure 6 shows the mean inventory accumu-
lated by the strategy. The inventory mean-reverts, which maintains
the inventory risk of the strategy within reasonable bounds. In
the extended version of this work, we also train and study a very
simple but profitable market making agent using reinforcement
learning [9].

0 2 4 6 8 10
Time (mins)

0

20

40

60

80

100

Pr
of

it 
an

d 
Lo

ss
 ($

)

Profit and Loss for limit up market down

0 2 4 6 8 10
Time (mins)

11.80

11.85

11.90

11.95

M
id

pr
ice

 ($
)

0

200

400

600

800

1000

In
ve

nt
or

y

Midprice and Inventory for limit up market down
Midprice
Inventory

Figure 7: Left panel: profit and loss for a simple strategy that places
buy limit orders over 10 minutes and then liquidates with a market
order. Right panel: corresponding midprice and inventory.

Accumulating positive inventory using limit orders and then
liquidating. As shown in Section 4.2, LOBGAN is quite sensitive
to the order book imbalance. In this section, we show that a trad-
ing strategy can target this feature by continually placing a large
volume of limit orders on one side of the book. The strategy also
places a small volume of orders on the other side of the book. It
accumulates inventory from the larger orders, and after liquidation
at the end of the episode makes a profit from the overall round-trip
meta-order. A specific example is an agent that maintains a limit
order of size 200 at one tick away from the touch on the bid side
of the book and an order of size 20 one tick away from the touch
on the ask.3 As described in Section 4.2, by making BookImbalance1
larger, this strategy pushes the price up whilst accumulating in-
ventory as the price goes up. The strategy is then able to liquidate
at the terminal time for a cost that is less than the value it gained
by pushing the price up, completing a profitable round-trip meta-
order. Figure 7 shows the profit and loss of this strategy, along with
the effect that this strategy has on the midprice dynamics as well
as the strategy’s accumulated inventory. We recall that this is an
adversarial attack, like all of our strategies, created to highlight the
LOBGAN model weaknesses. Moreover, our strategy is not a form of
(illegal) market manipulation, like spoofing, since every limit order
we place has a good chance to be, and often is, executed.
2It seems highly likely that a more adaptive market-making strategy (e.g., [26]) could
avoid this problem by managing inventory risk better.
3The strategy works much less well without the ask side, as the agent accumulates a
very large inventory, which is expensive to liquidate at end.
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Figure 8: Illustration of a market-mechanism weakness. The agent places a small aggressive sell order near the original midprice (the agent’s
sell order then becomes the best ask) which puts downwards pressure on the midprice. This is because ask orders generated by LOBGAN – which
are assigned a price relative to the best ask – have a lower price than if the agent’s order was not present.

The weakness of the LOBGAN placing mechanism. The trained
CGAN outputs orders with relative prices called depths. For exam-
ple, if the CGAN outputs a bid limit order with depth 1, then it
is placed one tick away from the current touch on the bid side of
the book. This ensures that the order price distribution is station-
ary, improving the performance and convergence of the CGAN
compared to training the CGAN using absolute prices. However,
as we will show in this section, this rule for assigning prices to
orders can be exploited by an agent. A limit order that is placed at
a better price than the touch is called an aggressive limit order. The
arrival of aggressive limit orders, and the execution or cancellation
of orders at the touch, are the ways in which the midprice changes.
In particular, restricting to the bid side of the book for clarity, the
midprice decreases when sell market orders arrive and are executed,
or when the bid touch is fully cancelled; the midprice increases
when aggressive bid limit orders are placed. These same events
cause the spread to increase and decrease.

The adversarial strategy in this section is the following: maintain
a single limit order at the touch on the side of the book that the agent
wishes to move inwards. For example, we describe the strategy for
a case in which the agent wishes to move the price down. This
strategy is shown in Figure 8, where the bottom and top rows show
the market evolution with and without the strategy, respectively.
In this market, the best ask price is 101$ (first chart), thus the agent
can place a new ask limit order at 99$ being at the touch of the side
he wishes to move inwards (third left chart). This means that the
prices of all new incoming sell limit orders from LOBGAN (which
are priced relative to the best ask) are now relatively lower (fourth
chart) than they would have been had the aggressive order of the
agent not been added to the order book (second chart). In short, the
agent’s aggressive ask order means that the best ask is lower than
it would have been without and this modifies subsequent order
placement by LOBGAN. Then, the agent places an order of a larger
size (we chose 300) at a fixed depth away from the ask touch (to get
a better sale price) to accumulate a negative inventory and profit
as the price goes down further.

We recall that also in this case, our adversarial strategy is demon-
strating a weakness of the LOBGAN placing mechanism, which is
not representative of a real market. The resulting strategy is con-
sistently profitable across a variety of larger-order depths (see Fig-
ure 9).
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Figure 9: Profit and loss for market mechanism adversarial attack
(Section 5) for different depths and (main) volume 300.

6 IMPROVED LOBGAN MODELS
This section presents various solutions aimed at improving the ro-
bustness of LOBGAN and the simulators that are built upon it. Based
on the the strategies from the previous section, we identify four
possible limitations of the current LOBGAN-based simulator:
• Representativeness - by using a restricted set of hand-crafted
features the simulator has a limited view of the market which could
lead to unrealistic behaviour when it conditions on certain market
regimes. In particular, any predictive feature of the market that is
uncorrelated to the input features of LOBGAN will be invisible to it.
• Overimportance of certain features - by only including a
limited number of human-interpretable market features features
there is a high risk of the model becoming over-reliant upon them,
thereby facilitating unrealisticly profitable strategies.
• Interactiveness - independently from the chosen features, LOBGAN
is trained in a closed-loop: during the training the model learns
to generate orders from ground truth past states and novel states
induced by its previous orders. While this training alleviates com-
pounding errors (i.e., it reduces the possibility that previous subop-
timal decisions induce unseen states and failures), the inclusion of
an interactive trading agent during training will almost certainly
be able to create novel or adversarial states that are not seen in the
current training of LOBGAN.
• LOBGAN order placement - by placing orders relative to dynamic
market features (i.e., best bid/ask) LOBGAN enables a trading agent
to manipulate the next placed LOBGAN orders by altering these fea-
tures, as seen in Section 5. Thus, using the touch for relative order
placement is a limitation of LOBGAN.

We now propose three improved LOBGAN models by addressing
the representativeness and overimportance of features limitations. We
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discuss a solution to interactiveness and order placement in Section 8.
The LOBGANmodel uses a set of hand-crafted features introduced in
Section 4.1 to create its own representation of the financial market.
However, this representation can be limited and cause misleading
behaviour under certain market regimes. Learning the market dy-
namics from raw orderbook observations would be ideal, but it is
difficult and computationally expensive in general [52]. Instead,
here we show how to improve representativeness by introducing
a new LOBGAN model that augments the features detailed in Sec-
tion 4.1 with new features that allows the CGAN to have a more
detailed view of the current market state.
LOBGAN v1. The features that are added to this new version of
LOBGAN, which we refer to as LOBGAN v1 (with the original LOBGAN
being denoted by LOBGAN v0), are: 1) the order book imbalance for
𝑛 = 10 (i.e., for the top 10 levels of the book); 2) the total volume
at the top 10 levels of the book; 3) the midprice percentage return
over the last Δ ∈ {1, 5} minutes; 4) the trade volume imbalance over
the last 10 minutes; 5) the total execution volume over the last Δ ∈
{1, 5, 10} minutes. The total execution volume of window size Δmin-
utes at time 𝑡 is defined by TradeVolumeΔ (𝑡) =

∑
𝑡−Δ≤𝑠𝑖≤𝑡

���𝑉 trade
𝑠𝑖

��� ,
where 𝑠𝑖 is the time at which the trade occurs, and 𝑉 trade

𝑠𝑖
is the

signed volume of the trade. We also remove the two 𝑛-event mid-
price percentage return features to prevent the overlap with the new
time-based midprice returns.

LOBGAN v1 achieves similar realism for volume and spread time-
series, with a clear resemblance between the simulated and real time
series. Interestingly, the new model has slightly better price series:
they exhibit significant diversity and better symmetry. We believe
the new features, especially the time-based midprice percentage
return, are responsible for the increased realism (in isolation) of
prices. As well as improving realism in isolation, LOBGAN v1 is also
more robust to the adversarial strategies from Section 5. In Figure 10
we see that LOBGAN v1 makes improvements in terms of robustness
to both the BookImbalance1 strategy and market making strategy.
Both strategies are now less profitable: the first just about breaks
even on average; the second loses money.

The introduction of new hand-crafted features in the last sec-
tion partially solved the over-reliance on some features discussed
in Section 4.2. However, in general it is by no means guaranteed
that adding new features will preclude the model overly relying
on just few of them. We next further investigate strategies to miti-
gate over-reliance on certain features. For simplicity, we focus on
BookImbalance1 and the related adversarial strategy.
LOBGAN v2. We next investigate the effect of simply removing
BookImbalance1 from the feature set for LOBGAN v1. This model
is a first naïve attempt to show the advantages and disadvantages of
just removing relevant features. We start by considering the realism
of the resulting LOBGAN v2. The stylized facts show less realism for
both volume and spread w.r.t. the real data: volume accumulates
over time while spread has higher variance. Most importantly, the
proposed model shows price series with strong trends, moving more
than 20% relative to the market open. BookImbalance1 is a strong
indicator of market direction [6], and when it is included as a fea-
ture, the CGAN uses it to generate more realistic time-series than it
does without it. However, the goal of LOBGAN v2 was primarily to

improve the robustness of the CGAN to the adversarial attacks on
BookImbalance1. As we can see in Figure 10, this goal was clearly
achieved. In particular, the adversarial strategy loses its control
over the midprice dynamics. And furthermore, LOBGAN v2 is also
robust to our simplistic market-making strategies. They make a
slight loss and have a high variance, both undesirable from a risk
and reward perspective.
LOBGAN v3.We now introduce a more sophisticated attempt, namely
LOBGAN v3, to reduce the model dependency on BookImbalance1
via a randomized version of this feature. We remove the order
book imbalance for levels 1, 5, and 10, and we add the 𝜒-level
order book imbalance for a random variable 𝜒 . Here, we simply
take 𝜒 to be uniformly distributed on the set S = {1, 2, 3, 4, 5} so
that at each time period one of these levels is chosen uniformly at
random to define this feature. LOBGAN v3 shows an improvement in
realism for both volume and spread. LOBGAN v3 better captures the
stylized facts of real data, even though the generated price series still
have stronger trends, moving around 10% compared to the market
open. Moreover, as shown in Figures 10, we can see that LOBGAN v3
improves upon all of the previous versions of LOBGAN in terms of
robustness to both the BookImbalance1 adversarial strategy and the
market-making strategy. Both of these naïve trading strategies lose
a substantial amount of money on average and have high variance.
With improvements in realism and robustness over LOBGAN v2, this
new version is clearly better.
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Figure 10: Profit and loss trajectories for strategies from Section 5:
BookImbalance1 strategy (left); market making strategy (right).

To conclude this section, we highlight three practical recom-
mendations for how to use LOBGAN or similar models given our
insights:
Training LOBGAN with diverse feature sets.We recommend to
both explore further predictive features that are not highly corre-
lated with the features already used in versions v0-v3 of LOBGAN and
to train a variety of models using different subsets of features. The
overarching goal is to choose as many uncorrelated and predictive
features as possible. This will improve realism, as the model is able
to form a more nuanced view of the market, and robustness, as the
model should then not be over-reliant on just one or two features.
Using multiple models. By using multiple models, one can im-
prove the robustness of trading strategy evaluation, e.g., by using
each model independently, and then evaluating the distribution of
performance across the models. The evaluation could use a variety
of statistics of this distribution; e.g., a worst-case approach would
use the worst performance across models.
Use existing trading agents for calibration/model selection. If
the user has access to historical true trade data, e.g., from execution
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and market making agents, this data could be used to calibrate
LOBGAN to ensure that it gives similar profit as the test agents did
in historical live trading. While this will almost never by feasible
for an academic project, it would be very natural for a commercial
trading entity.

7 RELATEDWORK
Conditional generative models. CGANs were introduced in [31],
where they were demonstrated and evaluated using the MNIST
dataset of images of handwritten digits. While they have most
prominently been used in the context of image generation tasks,
they have also been explored for generating other types of data,
including tabular data [53] and time series data [15]. Important
early works on GANs include [1] (who introduced the Wasserstein
GAN used by Stock-GAN [29] and LOBGAN [10]) and [21], whomade
fundamental contributions to improving Wasserstain-GAN train-
ing such as gradient penalties (used by LOBGAN). Other generative
model approaches that have been applied to time series include
Conditional Variational Autoencoders [7], normalizing flows [42],
state-space layers and autoregressive models [56], and denoising
diffusion models [8, 23, 41]. It is an interesting direction to ex-
plore what these other approaches can offer for LOB simulation,
analysing, for example, recent work using auto-regressive mod-
els [25, 32]. Although we believe the feature exploitation demon-
strated in this paper could apply to any conditional model if explicit
care to avoid it is not taken.
Reinforcement Learning. In adversarial reinforcement learning,
training incorporates an adversarial agent, who is given (limited)
control over (e.g., the transitions of) the environment [37, 47]. This
is closely related to what we propose in Section 8, namely introduc-
ing trading agents during CGAN training. There are also existing
works that use RL in order to learn a simulator [43, 51]. However,
these works tend to look at settings where a downstream task
that the simulator will be used for, such as image classification,
provides a natural reward function, such as accuracy. The desider-
ata in our setting are complex and multi-faceted, and to apply RL
a key challenge would be design of the reward function for this
multi-objective problem.
Agent-based models (ABMs). For a long time, ABMs have offered
the promise of reactive financial market simulation. ABMs have
been useful for investigating structural properties of financial mar-
kets [14]. However, due to both the lack of agent-level historical
data, and the difficulty of calibrating ABMs, they are not currently a
viable option for realistic strategy evaluation (see, e.g., [2, 12, 28, 38,
39]). Future work may focus on adapting the recent tensorized and
differentiable ABMs [40] to financial market simulation, enabling a
fast calibration of a population of traders by using gradient-based
approaches; or on using novel GPU-Accelerated limit order book
simulators [16] to speed-up the calibration of existing models.

8 CONCLUSION AND FUTUREWORK
We explored the benefits and challenges of building conditional
generative models for LOBs. We distinguished between realism in
isolation and interactive realism, and explored the latter in depth

with the LOBGAN family of models. After analysing LOBGAN’s depen-
dence on features, and demonstrating weaknesses of it features
and mechanism via adversarial attacks, we designed better, more
realistic models. We finish by outlining directions for further work.
Using rawmarket features. Existing generative models for LOBs,
including LOBGAN, use hand-crafted features. It is an open chal-
lenge to effectively train a conditional model using raw market
features. One piece of work in this direction is [54] which uses
convolutional layers to extract features and create a representation
using raw order book snapshots. In preliminary experiments, we
found that the training approach used by LOBGAN does not work
immediately with raw features – new innovations may be needed.
For instance, (denoising) diffusion models [23, 41] could be a good
alternative generative model that may be good at processing raw
orderbook data, however, they are more computationaly expensive
than CGANs, which may be problematic [13]. Transformers are
also worth exploring [49].
Incorporating RL-based adversarial attacks in training.We
demonstrated how interactive realism and corresponding adversar-
ial attacks on the features and mechanism of LOBGAN could be used
to build better generative models. It is appealing to try and system-
atize this process, for example, by using reinforcement learning to
create adversarial agents during the CGAN training process. A chal-
lenge here is to effectively balance the CGAN’s training objective
between interactive realism and realism in isolation.
Metrics for model selection. Human assessment of realism, as
described in Section 2, currently brings an important sanity check
to the process. Moreover, there are so many aspects to realism that
aggregating them into a single realism score requires much more
research. Still, developing such metrics is an important direction to
pursue since it would open up many possibilities. For example, with
metrics for realism in isolation and interactive realism one could
explore whether there is a trade-off between these two types of
realism, and with a combined realism metric for model quality one
could do automated model selection within the training process.
Order placement mechanism. Our simple adversarial strategy
exploits the fact that the LOBGAN-based simulator creates orders
relative to touch. A more robust notion of price could fix this: new
orders would instead be placed relative to this robust price, which
should be designed to bemore resilient to temporary and exogenous
trading orders than the touch or midprice.
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