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ABSTRACT
Post-Earnings Announcement Drift (PEAD), a well-known anomaly

in financial markets, describes the tendency of cumulative stock

returns to drift in the direction of an earnings surprise for a pro-

longed period following an earnings announcement. Numerous

studies have used a supervised learning approach to predict PEAD,

using earnings, fundamental and technical factors. However, there

is a lack of study on how the context of the earnings call can be

used for the PEAD prediction task. This paper uses computational

linguistics techniques and large language models to examine the

effectiveness of incorporating textual and contextual features from

earnings calls for the PEAD prediction task. Our proposed super-

vised model includes four categories of features: 1) textual features,

2) contextual features, 3) earnings features, and 4) fundamental and

technical features. We study the proposed model using earnings

from 2010/01/01 to 2022/12/31 of all point-in-time S&P500 con-

stituents in the US stock market. Our results show that contextual

features provide information unexplained by earnings, fundamen-

tal and technical features, improving the average returns per trade

of a hypothetical long-short portfolio against baseline solution in

out-of-sample across all four different abnormal return calculations,

ranging from 53 to 354 basis points and 16.9% to 108.5% improve-

ment from baseline model, which uses only earnings, fundamental

and technical features.
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1 INTRODUCTION
The post-earnings announcement drift (PEAD), a well-known mar-

ket anomaly [3], is the tendency for a stock price to drift toward

an earnings surprise for a period after an earnings announcement.

Inconsistent with the Efficient Market Hypothesis [13] states, the

post-earnings announcement drift associated with earnings sur-

prise does not lead to an immediate adjustment of the stock price

but instead to a predictable drift of the stock price, which could last

60 trading days after the earnings announcement [16].

Previous studies have found that conference calls provide in-

formation to market participants in addition to the information in

the corresponding press release and company fillings [17]. How-

ever, previous studies related to post-earnings announcement drift

modeling do not fully make use of earnings call information, for ex-

ample, only to the extent of sentiment analysis of the entire corpus

using the sentiment lexicon [37] [43] [44].

This paper proposes a systematic approach to derive textual

and contextual features from earnings calls, including a text pre-

processing procedure, ChatGPT for abstractive summarization, and

a sentence-transformer-based contextual embedding extraction,

followed by modeling PEAD with machine learning models. The

main purpose of this paper is to examine the effectiveness of incor-

porating earnings calls into the PEAD prediction task.

Our primary contributions are the following:

(1) We propose the earnings call factor, which consists of textual

and contextual features derived from the earnings call, for

PEAD prediction.

(2) Our experiment shows that contextual features from earn-

ings calls provide information unexplained by earnings, fun-

damental and technical features, improving models’ ability

to predict PEAD.

2 RELATEDWORK
2.1 Modeling post-earnings announcement drift
PEAD is one of the most robust and well-studied anomalies in the

asset pricing literature. [22] shows evidence that transient institu-

tional investors actively trade and profit from the PEAD anomaly.

[23] propose adding a risk factor related to unexpected earnings sur-

prise in Fama and French’s three-factor risk model [14]. They show

that the earnings surprise risk factor provides an improvement in

explaining post-earnings announcement drift when included in

addition to the three factors of Fama and French. After adjusting

raw returns for the four risk factors, cumulative abnormal returns

over the 60 trading days after quarterly earnings announcements
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are economically and statistically insignificant [23]. [37] proposes

using the random forest to predict PEAD, using valuation ratios,

forecast errors, forecast uncertainty, and the sentiment of the earn-

ings call. Similarly, [43] [44] also demonstrate the promising result

by applying various machine learning models on traditional fac-

tors for the PEAD prediction task. Although their works consider

extracting the earnings call feature as the input, only the sentiment

feature is used.

2.2 Lexicon-based Sentiment analysis
Sentiment Analysis (SA) or Opinion Mining (OM) is the computa-

tional study of people’s opinions, attitudes, and emotions toward

an entity, individuals, issues, events, topics, and their attributes

[30]. A lexicon-based approach for sentiment analysis is to man-

ually select keywords to form a lexicon dictionary guided by a

pre-defined methodology. The Harvard Psychosociological Dictio-

nary, specifically the Harvard-IV-4 TagNeg (H4N) file
1
, is a list

of positive and negative words using the manual approach. Due

to polysemy, a domain-specific lexicon dictionary often performs

better in a specific domain, such as finance. [28] shows that in a

large sample of 10-K fillings from 1994 to 2008, almost three-fourths

of the words identified as negative by the widely used Harvard Dic-

tionary are words typically not considered negative in financial

contexts. They developed a dictionary that better reflects the tone

in financial context by linking word lists with 10-K filings returns,

trading volume, return volatility, fraud, material weakness, and

unexpected earnings [28].

2.3 Text readability
Assessing text readability has a long history and is particularly

useful for educational purposes, such as selecting literary passages

for different grades or grading student writing [8] [9]. As a result,

prior work on readability focuses mainly on labeling texts with the

appropriate school grade level. The Flesch Reading Ease (FRES) [24]

works by counting the number of words, syllables, and sentences in

the text. The Flesch-Kincaid grade level is widely used in education

and is similar to FRES but with different weighting factors. Gunning

fog index [19] uses the number of complex words (based on sylla-

bles), the total number of words and sentences. SMOG grade [27]

uses the total number of polysyllables relative to the total number

of sentences. The automatic readability index (ARI) [38] uses the

total number of characters, words, and sentences. The Coleman-

Liau index [7] uses the average number of letters per 100 words

and the average number of sentences per 100 words. Linsear Write

[25] uses the average total number of words with two syllables or

less per 100 words and the average total number of words with

three syllables or more per 100 words. Dale–Chall readability [10]

uses the number of complex words, the total number of words and

sentences.

2.4 Context analysis and contextual
embeddings

Communication in natural languages depends on the use of con-

textual information to elaborate what has been said literally, to

1
http://www.wjh.harvard.edu/~inquirer/

eliminate ambiguity, and to further specify the content [18]. While

how to represent the context and utilize contextual information

remains a challenging question, recent advancement in large lan-

guage models provides a new way to represent context from the

text as a form of numerical vector.

Semantic representation and measuring semantic similarity be-

tween text data is one of the important research problems in NLP [6].

Contextual embeddings provide vector representations of words

or sentences such that semantically similar words or sentences

are closed in vector space. Word2vec [31] is a neural network that

learns word associations from a large corpus of text. Word2vec

embeddings capture the semantic and syntactic qualities of words,

and, as a result, using cosine similarity can indicate the level of

semantic similarity between words. [1] proposes attention, a mech-

anism to learn and assign weights based on the relevance of words

while training a language model. Attention becomes the foundation

of transformers [41] and BERT [12] and fine-tuning has become

an essential technique to adopt the pre-trained language model to

another domain [12]. Although pre-trained BERT shows human-

level performance on a wide range of language understanding tasks

[21], it is not suitable for semantic textual similarity tasks. The

most commonly used approach is to pool BERT embedding as con-

textual representation, however, [35] provide evidence that BERT

embedding is worse than an average GloVe embedding [32] for the

semantic textual similarity task. Sentence-BERT [12] addresses the

issue by modifying the pre-trained BERT network with the struc-

ture of the siamese and triplet networks, allowing the model to

generate embeddings that can be compared using cosine similarity

or Euclidean distance.

While there is solid evidence that pre-trained language models

fine-tuned on large and diverse supervised datasets improve per-

formance on the out-of-domain task, a domain with a lack of clean

textual data and proper labels is challenging to the fine-tuning

task. [33] shows that fine-tuning the target task may not perform

better than simple feature extraction from a pre-trained model if

the pre-training and target tasks are very different domains. [36]

demonstrated that a feature extraction approach without adapta-

tions to the target domain performs very well and suppresses other

methods in a legal case entailment task. Given limited labeled data

in a particular domain, models with little or no adaptation to the tar-

get task can be more robust than fine-tuning models. In our study,

the model weights are frozen and the pre-trained representations

are used for downstream models.

3 METHODOLOGY
3.1 Post-earnings stock return and abnormal

return calculation
We propose using four different post-earnings stock return calcula-

tions to derive the target variable and for performance evaluation:

(1) Post-earnings buy-and-hold stock return (𝐵𝑛𝐻 )

(2) Post-earnings buy-and-hold stock return with index return

hedging (𝐵𝑛𝐻ℎ𝑒𝑑𝑔𝑒𝑑 )

(3) Post-earnings buy-and-hold abnormal return (𝐵𝑛𝐻𝑎𝑏𝑛𝑜𝑟𝑚𝑎𝑙 )

(4) Post-earnings cumulative abnormal return (𝐶𝐴𝑅)
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3.1.1 Post-earnings buy-and-hold stock return (𝐵𝑛𝐻 ). Since earn-
ings announcements are scheduled in pre-market open or after-

market close, the starting price after earnings differs for the two

cases to ensure no look-ahead bias in the study. In the first case, the

return is calculated from the open price of the earnings announce-

ment date, whereas in the latter case, the return is calculated start-

ing from the open price of the next trading day after an earnings

announcement. We assume that an investor opens a position and

holds the position for the next 60 trading days and closes at the

closing price at the 60-th trading days [16].

The return of stock 𝑖 following an earnings event starting on the

trading day 𝑡 with a holding period of 𝑇 days is defined as

𝑟𝑖,𝑡,𝑇 =
𝑝
close,𝑖,𝑡+𝑇−1
𝑝open,𝑖,𝑡

− 1, (1)

where 𝑝open,𝑖,𝑡 denotes the opening price of stock 𝑖 on day 𝑡 and

𝑝
close,𝑖,𝑡+𝑇−1 denotes the closing price of stock 𝑖 on day 𝑡 +𝑇 − 1.

Both prices are adjusted for dividends, stock splits, and any other

corporate actions. The post-earnings buy-and-hold stock return

(BnH) on trading day 𝑡 of stock 𝑖 with 60 days holding period is

thus

𝐵𝑛𝐻 = 𝑟𝑖,𝑡,60 . (2)

3.1.2 Post-earnings buy-and-hold stock return with index return
hedging (𝐵𝑛𝐻ℎ𝑒𝑑𝑔𝑒𝑑 ). In our study, the stocks we considered are

S&P500 index constituents. Therefore, the index used for hedging

is the S&P500 index.

The index return on trading day 𝑡 with a holding period of 𝑇

days is defined as

𝑅𝑡,𝑇 =
𝑃
close,𝑡+𝑇−1
𝑃open,𝑡

− 1, (3)

where 𝑃open, t denotes the opening price of the index on day 𝑡 and

𝑃
close, t+T-1

denotes the closing price of index on day 𝑡 +𝑇 − 1. The

post-earnings buy-and-hold stock return with index return hedging

on the trading day 𝑡 of stock 𝑖 with a 60-day holding period is

𝐵𝑛𝐻ℎ𝑒𝑑𝑔𝑒𝑑 = 𝑟𝑖,𝑡,60 − 𝛽𝑖 · 𝑅𝑡,60, (4)

where 𝛽𝑖 is the beta of the stock 𝑖 to the index, calculated based

on the historical return of the past 60 days.

3.1.3 Post-earnings buy-and-hold abnormal return. In line with

previous studies [29] [2] [4], the buy-and-hold abnormal return is

defined as the next 60 days’ stock return after an earning event,

minus the expected return during the same period.

𝐵𝑛𝐻𝑎𝑏𝑛𝑜𝑟𝑚𝑎𝑙 = 𝑟𝑖,𝑡,60 − 𝐸 (𝑟𝑖,𝑡,60) (5)

where 𝐸 (𝑟𝑖,𝑡,60) denotes the expected return of stock 𝑖 with a

60 days period after earnings. In our study, the stock return of

a size-matched controlled firm in the same sector from S&P500

constituents is used as an estimate of the expected return 𝐸 (𝑟𝑖,𝑡,60)
[29] [37].

3.1.4 Post-earnings cumulative abnormal return. A related, slightly

different version of the buy-and-hold abnormal returns is the cumu-

lative abnormal return (CAR) [29]. While the buy-and-hold abnor-

mal returns answer whether firms earned abnormal stock returns

over a particular analysis horizon, the CAR answers whether firms

persistently earn abnormal monthly returns [29]. The cumulative

abnormal return of the stock 𝑖 over the next 60 trading days is

defined as

𝐶𝐴𝑅 =

𝑡+59∑︁
𝑠=𝑡

(𝐷𝑅𝑖,𝑠 − 𝐷𝑅 𝑗,𝑠 ) (6)

where stock 𝑗 is the size-matched, same sector controlled firm

of stock 𝑖 and 𝐷𝑅𝑖,𝑠 , 𝐷𝑅 𝑗,𝑠 are the simple daily return of stock 𝑖 and

𝑗 from day 𝑠 open to day 𝑠 + 1 open, respectively.

3.2 Target variable
We consider a binary target derived from the post-earnings buy-

and-hold stock return (𝐵𝑛𝐻 ) as the classification model target. The

evaluation of the model is based on four post-earnings stock return

calculations, as discussed in the previous section.

Below are five possible scenarios for the stock 𝑖 following the

earnings announcement on day 𝑡 :

(1) Estimated earnings equal to actual earnings result;

(2) 𝐵𝑛𝐻 > 0 and beat earnings (estimated earnings is lower than

actual earnings result);

(3) 𝐵𝑛𝐻 ≤ 0 and beat earnings;

(4) 𝐵𝑛𝐻 ≥ 0 and miss earnings (estimated earnings is higher

than actual earnings result);

(5) 𝐵𝑛𝐻 < 0 and miss earnings.

Scenario (1) is a situation in which the market already digests

all available information and fully aligns with the actual result.

Therefore, this scenario is not of our interest and is filtered out in

our study. The study focuses on scenarios (2) to (5).

Scenario (2) and scenario (5) indicate that both the direction of

post-earnings stock returns and earnings surprises are the same.

We label these two scenarios with the target 𝑦 = 1 (Is PEAD). On

the contrary, scenarios (3) and (4) indicate that both the direction of

post-earnings stock returns and earnings surprises are the opposite.

We label these two scenarios with the target 𝑦 = 0 (not PEAD).

Based on this, we are interested in developing a classification

model 𝑓 based on the feature set 𝑋𝑖,𝑡 on day 𝑡 of the stock 𝑖 to

predict the probability of 𝑦 = 1 (Is PEAD):

𝑓 (𝑋𝑖,𝑡 ) = 𝑦 = ÎP(𝑦 = 1). (7)

3.3 Earnings call transcript pre-processing and
abstractive summarization

An earnings call transcript, denoted as𝑇 , is a text corpus recording

all conversations on a company earnings call. The transcript is

divided into the MD&A and Q&A sessions, denoted as 𝑇𝑎 and 𝑇𝑏 .

In some cases, the company may have decided not to hold the Q&A

session.

𝑇𝑎 and𝑇𝑏 can be further segmented by speakers. Denote the total

number of distinct executive speakers on MD&A as 𝑛. The text in
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MD&A session can be segmented and concatenated with the corre-

sponding speaker (CEO, CFO, CTO, etc.), denoted as {𝑇𝑎,1, . . . ,𝑇𝑎,𝑛}.
Similarly, denote the total number of distinct analysts asking ques-

tions as𝑚. The text in Q&A session can be further segmented and

concatenated with the corresponding analysts and the correspond-

ing answers from the company, denoted as {𝑇𝑏,1, . . . ,𝑇𝑏,𝑚}.
We propose using text summarization as a preprocessing step for

the corpus. Text summarization potentially benefits downstream

tasks in textual features and contextual embedding extraction. In

particular, reducing text length is important for the BERT model

due to the quadratic complexity corresponding to the sequence

length. There are two main approaches for text summarization:

extraction summarization and abstractive summarization [20]. Ex-

traction summarization concatenates salient text units from the

original corpus, whereas abstractive summarization generates novel

sentences that summarize information from the corpus. Our pro-

posed approach uses ChatGPT
2
for abstractive summarization.

ChatGPT is a Large Language Model developed recently by Ope-

nAI, trained on the OpenAI 175B parameter foundation model and

a large corpus of text data from the Internet via reinforcement and

supervised learning methods. Text summarization is performed

by adding “/n/nTl;dr” to the end of the original text. Below is an

example of summarization done by ChatGPT. It is worth noting

that ChatGPT summarization is non-deterministic, and the example

is just one possible summarization generated by ChatGPT.

Prompt:

Analyst: Hi, everyone. Thanks for taking my ques-

tion. So you recently adjusted prices, and that may

have put many of your competitors in the back foot. In

addition to that, capital markets have recently gotten

a lot tougher. So with those factors in mind, I’m curi-

ous how you see the current competitive landscape

changing over the next few years. And who do you

see as your chief competitors five years from now?

Elon Musk: Five years is a long time. As with the

Tesla order part, AI team, until late last night, and just

we’re asking [Inaudible], so who do we think is close

to Tesla with – a general solution for self-driving?

And we still don’t even know really who would even

be a distant second. So yes, it really seems like we’re –

I mean, right now, I don’t think you could see a second

place with a telescope, at least we can’t. So that won’t

last forever. So in five years, I don’t know, probably

somebody has figured it out. I don’t think it’s any of

the car companies that we’re aware of. But I’m just

guessing that someone might figure it out eventually.

So yes.

Tl;dr

Summarization by ChatGPT:.

Elon Musk doesn’t see any current competitors to

Tesla’s self-driving technology, and can’t predict who

their chief competitors will be in five years. He thinks

2
https://openai.com/blog/chatgpt

someone may eventually figure it out, but it’s not

currently any of the car companies they’re aware of.

Using 𝑇𝑎 and 𝑇𝑏 , the summarization generated by ChatGPT is

denoted as 𝑆𝑎 and 𝑆𝑏 respectively.

3.4 Feature extraction
Our proposed model includes four categories of features:

(1) Textual features;

(2) Contextual features;

(3) Earnings features;

(4) Fundamental and technical (FnT) features.

These features are used for the downstream supervised model to

predict the target we define in Section 3.2. All the features are listed

in Table 1. The median of the feature in the training set replaces

the corresponding feature with a missing value.

For textual features and contextual features, features can be

generated using 1) the original transcript 𝑇𝑎 , 𝑇𝑏 , {𝑇𝑎,1, . . . ,𝑇𝑎,𝑛},
{𝑇𝑏,1, . . . ,𝑇𝑏,𝑚} or 2) the summarized text generated by ChatGPT 𝑆𝑎
and 𝑆𝑏 . We denote the two different text preprocessing approaches

as 1) Original and 2) ChatGPT, respectively. Given that the pre-

trained language model has an input token length limit, any ex-

ceeding token would be discarded. If the input is a list of text, such

as {𝑇𝑎,1, . . . ,𝑇𝑎,𝑛}, the feature or the prediction is generated by

averaging all the questions and answer pairs.

3.4.1 Textual features. Textual features compute textual character-

istics and n-gram statistics from the earnings call transcript.

Sentiment features. Two lexicon-based dictionaries are used for

sentiment score extraction, namely Harvard IV-4 and Loughran

& McDonald’s sentiment dictionaries [28]. They are sentiment

dictionaries for general and financial corpus respectively. Similar

to [5], the aggregated sentiment score is obtained for each corpus.

Positive and negative word occurrences are obtained in the corpus

using the sentiment lexicon. The sum of positive and negative

sentiment scores (𝑠𝑝 , 𝑠𝑛) within that corpus and the total number of

positive and negative sentiment words (𝑐) are calculated. Polarity
[5] of the corpus is calculated as

𝑃𝑜𝑙𝑎𝑟𝑖𝑡𝑦 =
𝑠𝑝

𝑠𝑝 + 𝑠𝑛 (8)

and the subjectivity [5] of the corpus is calculated as

𝑆𝑢𝑏 𝑗𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑠𝑝 + 𝑠𝑛

𝑐
(9)

Readability features. The following readability metrics are used

for readability features:

• The Flesch Reading Ease [24]

• Flesch–Kincaid Grade Level [24]

• Gunning fog index [19]

• SMOG grade [27]

• Automated readability index [38]

• Coleman–Liau index [7]

• Linsear Write [25]

• Dale–Chall readability [10]
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Table 1: Overview of all features considered in this study.

Feature ID Feature type Feature sub-type Feature name and description Hyper-parameters
1

Textual Sentiment

Harvard IV-4 Sentiment -

2 Loughran & McDonald’s Sentiment -

3

Textual Readability

Flesch Reading Ease -

4 Flesch–Kincaid Grade Level -

5 Gunning Fog Index -

6 SMOG Grade -

7 Automated Readability Index -

8 Coleman–Liau Index -

9 Linsear Write -

10 Dale–Chall Readability -

11 Contextual - Sentence-BERT embeddings -

12

Earnings -

Earnings per share 𝐸𝑃𝑆 (𝑡) 𝑡 ∈ {0, 1, 2, 3, 4}
13 Consensus estimate earnings per share ˆ𝐸𝑃𝑆 (𝑡) 𝑡 ∈ {0, 1, 2, 3, 4}
14 Earnings surprise Δ𝐸𝑃𝑆 (𝑡) 𝑡 ∈ {0, 1, 2, 3, 4}
15 Post-earnings open gap on stock/excess return -

16

FnT Fundamental

Current Ratio - CR(𝑞)

𝑞 ∈ {0, 1, 2, 3, 4}

17 P/E Ratio - PE(𝑞)

18 P/B Ratio - PB(𝑞)

19 P/S Ratio - PS(𝑞)

20 Debt-to-Equity Ratio - DE(𝑞)

21 Free Cash Flow - FCF(𝑞)

22 Debt-to-Equity Ratio - DE(𝑞)

23 Dividend Yield Ratio - DY(𝑞)

24

FnT Technical

EWMA(𝜏) of historical stock/excess return 𝜏 ∈ {5, 10, 20, 40, 60}
25 Volatility(𝑡 ) of historical stock/excess return 𝑡 ∈ {20, 40, 60}

3.4.2 Contextual features. Unlike textual features, which are con-

textually independent, contextual features capture the meaning of

the entire corpus. Contextual embeddings assign corpus a numerical

vector based on its context. We use sentence-BERT, a modification

of BERT that uses siamese and triplet networks. These embeddings

are semantically meaningful and can be compared on the basis of

distance, making them suitable for use as a feature for downstream

supervised learning. The pre-trained language model we used is

all-mpnet-base-v2
3
, a sentence-transformers model fine-tuned

on a 1B sentence pairs dataset based on the MPNet model [39].

3.4.3 Earnings features.

Earnings surprises features. Wedefine the earnings surprise as the

difference between the earnings announcement and the consensus

earnings forecast, normalized by the share price, in line with prior

work [11] [26].

The consensus estimate earnings are the average of all analysts’

estimates, denoted as ˆ𝐸𝑃𝑆 . Based on ˆ𝐸𝑃𝑆 and the actual earnings

per share (𝐸𝑃𝑆), the earnings surprise (Δ𝐸𝑃𝑆) is calculated as

Δ𝐸𝑃𝑆 =
𝐸𝑃𝑆 − ˆ𝐸𝑃𝑆

𝑃open,𝑖,𝑡
. (10)

The earnings surprise feature includes a hyperparameter 𝑞 ≥ 0,

denoted as Δ𝐸𝑃𝑆 (𝑞), indicating the quarter lag of the earnings

3
https://huggingface.co/sentence-transformers/all-mpnet-base-v2

surprise. For example, Δ𝐸𝑃𝑆 (0) and Δ𝐸𝑃𝑆 (1) are the latest earnings
surprise and previous earnings surprise, respectively.

In addition, the opening gap on the first day after the earnings

announcement is used based on stock and excess returns. The excess

return is the stock return minus the index return during the same

period. The opening gap is the stock return from yesterday’s closing

price to today’s opening price.

The following are the earnings features we used:

• Earnings per share 𝐸𝑃𝑆 (𝑡)
• Consensus estimate earnings per share ˆ𝐸𝑃𝑆 (𝑡)
• Earnings surprise Δ𝐸𝑃𝑆 (𝑡)
• Post-earnings opening gap on stock/excess return

3.4.4 Fundamental and technical (FnT) features.

Fundamental features. Fundamental features are various finan-

cial ratios based on the financial report. The following are the

fundamental features that we used:

• Current Ratio (CR) is calculated as the total current assets

divided by the total current liabilities.

• P/E ratio (PE) is the ratio of the stock’s current price to

earnings per share.

• P/B ratio (PB) is the ratio of the stock’s current price to the

book value of equity.

• P/S ratio (PS) is the current price of the stock divided by the

company’s revenue per share.
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• Debt-to-Equity ratio (DE) is the ratio of the company’s debt

to the value of total shareholder equity.

• Dividend yield ratio (DY) is the dividend per share divided

by the price per share.

Similarly to the earnings features, all the fundamental features

are associated with the hyperparameter 𝑞 ≥ 0, indicating the quar-

ter lag of the generated feature, with 𝑞 = 0 representing numbers

extracted from the latest available company report.

Technical features. Technical features are various factors based
on the price and volume of the stock and index. The following are

the technical features that we used:

• Exponentially Weighted Moving Average (EWMA) with half-

life 𝜏 on both historical stock return and excess return.

• Volatility on both historical stock return and excess return.

The calculation is 𝜎 (𝑡) ·
√
𝑡 , where 𝑡 is the lookback window

and 𝜎 (𝑡) is the standard deviation of return on 𝑡 lookback

window.

3.5 Model
Our features consist of numerical features and embedding features,

and they are further classified into four different feature types:

earnings, FnT, textual, and contextual. Since our study aims to

understand whether a value is added to the prediction using textual

and contextual features, we propose using blending as an extra

step to generate four aggregated linear factors on the training data,

using the corresponding features grouped by feature type. Finally,

a logistics regression is fitted on the validation data using only the

four aggregated linear factors (blended features) based on the target

we defined in Section 3.2.

3.5.1 Blending. Stacked generalization is a general method of us-

ing a high-level model to combine lower-level models to achieve

greater prediction accuracy [42] [40]. The idea of stacking is to gen-

erate an out-of-sample prediction on the original data by partition-

ing the training data into 𝑁 partition. Each partition is considered

an out-of-sample for the rest of the𝑁−1 partition. A stacked feature

is the prediction on a single partition generated by a lower-level

model fitted on the rest of the 𝑁 − 1 partition. Finally, a high-level

model is fitted based on the stacked features and used as the final

prediction for the testing data. A similar method, called blending, is

typically used if the data have a time factor. The idea of blending is

to split the data into two partitions, usually in chronological order.

A low-level model fits the first partition data, and the prediction

on the second partition generated by the model is called a blended

feature. Like stacking, an additional high-level model is fitted to the

blended features and used as the final prediction for testing data.

We use blending where the training set is considered the first

partition, and the validation set is the second partition. Numerical

features, which refer to textual, earnings, and FnT features, are

fitted by catboost [34]. On the other hand, the embedding features,

which refer to contextual features, are fitted by Linear discriminant

analysis (LDA) [15]. The optimization task is classification with

logloss as the objective function, based on the target we defined

in Section 3.2. We used catboost for numerical feature because

gradient boosting trees is empirically robust under multicollinearity

and high dimensional data, and it is good at learning complex

nonlinear features. On the other hand, LDA is more suitable for

handling embeddings as it projects embedding features to a lower-

dimensional space, such that the projected classes are both far

away and have small within-group variances. The hyperparameters

of both models are found by cross-validation. Finally, a logistics

regression is fitted to the validation data using only the blended

features:

𝑓 (𝑋𝑖,𝑡 ) = 𝑏0 + 𝑏1𝑥𝑖,𝑡,1 + 𝑏2𝑥𝑖,𝑡,2 + 𝑏3𝑥𝑖,𝑡,3 + 𝑏4𝑥𝑖,𝑡,4, (11)

where 𝑥𝑖,𝑡,1, 𝑥𝑖,𝑡,2, 𝑥𝑖,𝑡,3 and 𝑥𝑖,𝑡,4 are blended features of earnings,

FnT, textual, contextual features of stock 𝑖 at time 𝑡 respectively, and

𝑏1, 𝑏2, 𝑏3 and 𝑏4 are the corresponding coefficients of the regression

model with an intercept 𝑏0.

4 EXPERIMENT RESULTS AND DISCUSSION
Our experiment is based on the earnings from 2010/01/01 to 2022/12/31

of the point-in-time S&P500 constituents in the US stock market.

Since the return is calculated post-earnings for 60 days, the data

ends at the beginning of April 2023 to calculate the target for earn-

ings in December 2022. Our training & validation, gap, and testing

data split is shown in Table 2. Only earnings with a difference be-

tween the consensus estimate and actual earnings are considered

in the study. The gap data split ensures that the training, validation,

and test data are completely separated. Missing value imputation

using its median only considers data from training data. All experi-

mental results are reported based on the testing set.

Table 2: Summary of train/valid/test split of data and total
number of earnings.

Data split Period (inclusive) # Earnings
Training 2010-01-01 to 2014-09-30 6275

Gap (Not Used) 2014-10-01 to 2014-12-31 -

Validation 2015-01-01 to 2019-09-30 7787

Gap (Not Used) 2019-10-01 to 2019-12-31 -

Testing 2020-01-01 to 2022-12-31 5657

4.1 Performance evaluation
We report two types of evaluations:

(1) Area Under The Curve (AUC)

(2) Long-Short portfolio returns

Our model is built based on a logistic regression using the binary

target derived from 𝐵𝑛𝐻 , as defined in Section 3.2. An AUC above

0.5 means the model is better than random guessing in classifying

the sign of post-earnings 60-day buy-and-hold stock return. We can

construct a hypothetical portfolio based on the model prediction

𝑦. The higher the prediction score 𝑦, the model expects a higher

likelihood that the stock return follows the earnings surprise di-

rection post-earnings announcement (PEAD), and vice versa. Thus,

we consider a unit dollar long or short investments based on four

scenarios:

(1) Long if the prediction score > 𝑐1 and beat earnings

(2) Long if the prediction score < 𝑐2 and miss earnings

(3) Short if the prediction score > 𝑐3 and miss earnings
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Table 3: Model performance evaluation in testing data. 𝑃𝑛𝐿1, 𝑃𝑛𝐿2, 𝑃𝑛𝐿3 and 𝑃𝑛𝐿4 show two information separated by row: 1)
portfolio returns with percentage as unit and 2) 𝑝-value of t-statistics in the bracket. Levels of significance: *𝑝 < 0.1, **𝑝 < 0.05,
***𝑝 < 0.025, ****𝑝 < 0.01.

Model Text preprocessing Selected features AUC 𝑷𝒏𝑳1 𝑷𝒏𝑳2 𝑷𝒏𝑳3 𝑷𝒏𝑳4

Baseline - Earnings + FnT (Baseline) 0.546

2.544

(0.269)

2.193

(0.265)

3.803

(0.179)

3.501

(0.186)

Proposed

Original

Baseline + Textual 0.529

0.965

(0.406)

0.797

(0.408)

2.561

(0.262)

2.231

(0.281)

Baseline + Contextual 0.550 4.698

(0.124)

2.919

(0.196)

4.444

(0.120)

5.244

(0.079
∗
)

Baseline + Textual + Contextual 0.534

4.930

(0.127)

4.368
(0.115)

5.125

(0.091
∗
)

4.900

(0.099
∗
)

ChatGPT

Baseline + Textual 0.545

2.377

(0.281)

1.926

(0.287)

2.590

(0.264)

2.135

(0.293)

Baseline + Contextual 0.549

4.597

(0.132)

2.725

(0.223)

6.727

(0.042
∗∗
)

6.271

(0.047
∗∗
)

Baseline + Textual + Contextual 0.548

5.303
(0.098∗)

3.652

(0.149)

7.340
(0.029∗∗)

6.720
(0.034∗∗)

Table 4: Model diagnosis of logistics regression models of 1)
baseline based on two blended features and intercept, and 2)
proposed model with different text preprocessing based on
four blended features and intercept. Levels of significance:
*𝑝 < 0.1, **𝑝 < 0.05, ***𝑝 < 0.025, ****𝑝 < 0.01.

Model
(Text
prepro-
cessing)

Variable Coeff. 𝒕-stats 𝒑-
value

VIF

Baseline

Constant 0.4038 13.841 0.000
∗∗∗∗

1.583

Earnings 0.1823 7.227 0.000
∗∗∗∗

1.009

FnT 0.1195 2.763 0.006
∗∗∗∗

1.009

Proposed

(Original)

Constant 0.3898 13.048 0.000
∗∗∗∗

1.667

Earnings 0.1750 6.904 0.000
∗∗∗∗

1.019

FnT 0.1081 2.484 0.013
∗∗∗

1.019

Textual 0.0958 2.265 0.024
∗∗∗

1.017

Contextual 0.0456 1.763 0.078
∗

1.026

Proposed

(ChatGPT)

Constant 0.3923 13.344 0.000
∗∗∗∗

1.610

Earnings 0.1771 7.001 0.000
∗∗∗∗

1.014

FnT 0.1017 2.334 0.020
∗∗∗

1.023

Textual 0.0104 0.255 0.799 1.004

Contextual 0.0811 3.545 0.000
∗∗∗∗

1.020

(4) Short if the prediction score < 𝑐4 and beat earnings

For the purpose of validating the prediction quality, the predic-

tion threshold 𝑐1, 𝑐2, 𝑐3, 𝑐4 is chosen such that the above scenarios

cover an equal number of cases (28), with 56 long and 56 short,

which represent in total 2% of all earnings in the testing data. The

choice is based on the fact that S&P500 companies are well covered

by analysts, a significant earnings surprise and PEAD is expected

to be rare.

Based on the long-short portfolio, using all return calculations

𝐵𝑛𝐻 , 𝐵𝑛𝐻ℎ𝑒𝑑𝑔𝑒𝑑 , 𝐵𝑛𝐻𝑎𝑏𝑛𝑜𝑟𝑚𝑎𝑙 and𝐶𝐴𝑅 defined in Section 3.1, the

portfolio return can be obtained, denoted as 𝑃𝑛𝐿1, 𝑃𝑛𝐿2, 𝑃𝑛𝐿3 and

𝑃𝑛𝐿4. We report the portfolio return and the 𝑡-test between the

long- and short-stock components. We use a one-side 𝑡-test based

on the corresponding return calculations:

𝐻0: Returns from long- and short-stocks are the same.

𝐻1: Returns from the long stocks are greater than the short stocks

4.2 Results and discussion
Table 3 shows the evaluation results of the baseline and proposed

models. Table 4 shows the model diagnosis of the logistics model

using the four blended features and an intercept. The baselinemodel

uses only earnings and FnT features. Our proposed model uses

either the original transcripts or a summarized transcript generated

by ChatGPT, followed by using 1) textual features, 2) contextual

features, or 3) both textual and contextual features, in addition to

the baseline model.

We found strong evidence that contextual features improve the

baseline. From Table 4, the contextual feature has a 𝑡-statistics

of 1.763 if we use the original transcript. The 𝑡 statistics improve

significantly to 3.545 if we use the ChatGPT summarized transcript.

There are two possible reasons: First, the original transcript has a

longer text than the sentence-BERT maximum token limit. Second,

the summarized content from ChatGPT provides normalization

across all the MD&A and Q&A text, improving the performance

of the downstream sentence-BERT and LDA models. The out-of-

sample evaluations in Table 3 show a consistent result with the

in-sample model diagnosis - all the best models across five metrics

have contextual features. Models with contextual features show an

improvement across all portfolio returns, ranging from 53 to 354

basis points and from 16.9% to 108.5% improvement from baseline.

Textual features, on the other hand, have mixed results. The

textual features generated from the original transcripts have high 𝑡

statistics (2.265), while the ChatGPT version gives very low 𝑡 statis-

tics (0.225). This is because ChatGPT normalizes the text and, thus,

the readability of the text and possibly the sentiment of the original

text, which are the source of information for the textual features.

As opposed to contextual features, we recommended using the
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original transcript for textual features instead of the ChatGPT sum-

marized one. However, while the textual feature shows promising

𝑡-statistics using the original transcript, the out-of-sample perfor-

mance shows that adding textual features alone without contextual

features to the baseline is harmful. This suggests that while textual

features have predictability in training and validation data, they

have very different behavior in testing data. This is possibly due

to alpha decay or because our experiment testing period is during

the COVID-19 pandemic, in which many factors have different

behaviors corresponding to stock return.

5 CONCLUSION
In this paper, we proposed the earnings call factor, which consists

of textual and contextual features derived from the earnings call,

for PEAD prediction. A systematic approach is introduced to de-

rive textual and contextual features from earnings calls based on

computational linguistics techniques and large language models.

Although textual features have been useful in the past (pre-2020) for

PEAD prediction, we found that they hurt the performance in out-

of-sample data (post-2020). On the other hand, contextual features

generated by the sentence-BERT model consistently improve PEAD

prediction performance over all periods, including out-of-sample.

Performance is further enhanced by using ChatGPT to generate an

abstractive summary of the earnings transcript before the embed-

ding extraction step. Based on the model diagnosis, we found that

the information from the contextual features of the earnings call is

unexplained by the earnings, fundamental, and technical features.
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