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ABSTRACT
Financial exchanges across the world use limit order books (LOBs)
to process orders and match trades. For research purposes it is
important to have large scale efficient simulators of LOB dynamics.
LOB simulators have previously been implemented in the context
of agent-based models (ABMs), reinforcement learning (RL) en-
vironments, and generative models, processing order flows from
historical data sets and hand-crafted agents alike. For many appli-
cations, there is a requirement for processing multiple books, either
for the calibration of ABMs or for the training of RL agents. We
showcase the first GPU-enabled LOB simulator designed to process
thousands of books in parallel, with a notably reduced per-message
processing time. The implementation of our simulator – JAX-LOB
– is based on design choices that aim to best exploit the powers of
JAX without compromising on the realism of LOB-related mecha-
nisms. We integrate JAX-LOB with other JAX packages, to provide
an example of how one may address an optimal execution problem
with reinforcement learning, and to share some preliminary results
from end-to-end RL training on GPUs.

CCS CONCEPTS
• Computing methodologies → Discrete-event simulation;
Reinforcement learning;Massively parallel and high-performance
simulations.

KEYWORDS
limit order books, reinforcement learning, high frequency trading,
trade execution, market replay, order book simulator

1 INTRODUCTION
Markets, i.e. matching buyers and sellers while determining a price,
are a crucial component of modern economies. In many instances
these markets rely on auction mechanisms for their operation. At
the most basic level, for a single good sold at a specific time, these
mechanisms allow all buyers to state how much they are willing to
pay for a given good, and the good then goes to the highest bidder.

In contrast, in financial markets the price finding process usually
needs to happen continuously and for any number of shares during
the operating hours of the market to ensure liquidity. To accomplish
this, the limit order book (LOB) mechanism is used in most modern
electronic exchanges as a price finding tool.

At a high level, LOBs implement an any-time auction mechanism
that allows all market participants to submit buy and sell orders
specifying a quantity of stocks and a price at which they are willing
to trade. As soon as there are compatible buy and sell orders, i.e.
where the buying price of one order at least matches the selling
price of another order, a trade happens.

Due to their central role in the financial system, the ability to
accurately and efficiently model LOB dynamics is extremely valu-
able. For example, it might allow a financial company to offer better
services or may enable the government to predict the impact of
financial regulation on the stability of the financial system.

Practically, there are a number of possible scientific approaches
for taking advantage of such an LOB simulator, including agent-
based models, reinforcement learning (RL), and generative models.

However, due to the low signal-to-noise ratio a common aspect
of these approaches is the need for large scale simulations that
take advantage of modern compute hardware and parallelism. Ad-
dressing this, a GPU accelerated LOB simulator is the core
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contribution of our paper. One specific task of interest is the exe-
cution of orders by brokers or funds, where the goal is to sell/buy
a specific quantity of stocks over a given time frame at the best
possible price. This optimal execution problem is both a motivation
and an example use-case for the work presented in this paper.

In Section 2 we provide a brief overview of the LOB and the trade
execution problem, and in Section 3 we consider related works both
in building LOB simulators and addressing the execution problem
with reinforcement learning (RL). In Section 4 we present the first
GPU-accelerated LOB simulator using JAX [9] and discuss the
detailed workings of the LOB, both general and specific to our
implementation. In Section 5 we lay the groundwork for the use
of our simulator for RL, an application domain which benefits
significantly from the parallelism enabled by our implementation.

In Section 5.2 we contribute to solving the optimal execution
problem with RL by wrapping the JAX-LOB simulator in a JAX-
native gymnax [25] execution environment. In our environment,
both the experience rollout (i.e. agents interacting with the world
to collect data) and the learning updates (i.e. agents training on
the data) are conducted on the same GPU which avoids the GPU-
CPU communication bottleneck. Finally, in Section 6 we integrate
the environment with PureJaxRL [26] and use recurrent proximal
policy optimization (PPO) to train an execution agent as an ex-
ample application. Lastly, we compare the computational speed
with equivalent CPU based implementations and show that the
maximum speedup occurs when applying JAX-LOB to an RL task,
taking full advantage of the parallelism.

Our main contributions are as follows:
1) The first GPU-accelerated LOB simulator, JAX-LOB
2) At least 7x speedup in training an RL agent, compared to equiv-
alent CPU-based LOB simulators: 550 versus 74 steps per second
during training, on the same hardware (Section 6.2).

We commit to open-sourcing JAX-LOB incl. the RL integration
and strongly believe it will unlock a number of new research av-
enues for the community.

2 BACKGROUND
The LOB, the underlying data structure and associated mecha-
nisms which power modern electronic exchanges, has been studied
extensively [8, 17]. The LOB is the collection of all orders to buy or
sell a security that have yet to be matched. Two types of orders may
be submitted to the LOB at any time: limit orders which require the
specification of a price and a quantity, and market orders, which
require only a quantity. Traders are free to submit orders at any
time, at which point they are either matching with a compatible
opposite order in the book, or added to the book – in the case of a
limit order. Further details of the LOB are discussed in Section 4, to-
gether with details specific to our implementation. LOB simulators
have a number of application domains, including generative models
[3]; in this paper we focus on their use to train trading agents by
using RL for trading tasks such as market making [7, 15] or trade
execution [27].

JAX [9] is an accelerator agnostic framework that enables just-
in-time (JIT) compilation using accelerated linear algebra (XLA)
[16], automatic differentiation, and automatic vectorization which
can easily be executed on the GPU. The framework is designed for
high-performance machine learning research and forms the basis

of both the gymnax [25] and PureJaxRL [26] frameworks which we
leverage, using optimal trade execution as an example problem. JAX
has also been used for other applications where massive parallelism
is advantageous, such as fluid dynamics [23] or molecular dynamics
[32]. Whilst the focus of this paper is on the JIT compilation and
GPU vectorization, the differentiation of LOBmodels for calibration
[31] is a topic that is thus far underexplored in the literature.

Optimal trade execution is a well-studied problem in finance,
with traditional approaches using methods from stochastic optimal
control and analytic market-impact functions [1, 6, 24, 29] to derive
optimal policies. The aim of optimal trade execution is to buy or sell
a specified number of stocks in a specified time frame, obtaining
the best possible average price at low risk. This usually requires
minimizing the cost due to market impact, especially when the
trades are large compared to the liquidity of the market [1].

3 RELATEDWORK
There are a number of implementations that reconstruct the me-
chanics of the LOB [5, 10, 11, 19, 30]. The implementations may
be further subdivided by the application they are used for: agent-
based models (ABMs) and market replay. Frameworks built for
ABMs, such as the agent-based interactive discrete event simula-
tion (ABIDES) framework [10] or the multi-agent exchange envi-
ronment (MAXE) [5] implement a heterogeneous set of agents to
submit fictional orders to the order book. ABIDES is implemented
in standard Python and has an extension, ABIDES-gym [2], which
creates a gym-like interface for reinforcement learning. MAXE is
implemented in C++ and benefits from increased speed due to com-
pilation [5]. In market replay models, such as the reinforcement
learning for market making (RL4MM) framework [19], historical
orders based on message data, such as the “limit order book system
- the efficient reconstructor” (LOBSTER) [18] data set are submitted.
The primary limitation of ABMs is the difficulty in creating suffi-
ciently realistic agent behaviors. Despite significant recent efforts
[36], this remains a limitation, especially when compared to re-
played market data, which directly replicates the data distribution.
However, the strength of ABMs is also a key limitation of market
replay [20]. The implementation of strategic agents results in a
dynamically reactive order flow based on outside intervention (e.g.
a RL agent), whereas replayed historical order flow will remain
unchanged. JAX-LOB, while originally designed to process data
from LOBSTER [18], may process messages from any source, includ-
ing strategic agents. In contrast to the discussed implementations,
JAX-LOB runs on the GPU, allowing for large-scale parallelization.

Ning et al. [28] use double deep Q Networks (DDQN) [35] to
solve the optimal execution problem using only market orders.
These are, however, generally sub-optimal as trades may “walk the
book”, i.e. consume the entire available volume on one or more
levels of the LOB, and eliminate potential gains from the spread by
using passive limit orders. Furthermore, market impact is stylized
by using a penalty function for larger orders. In this setting, they
outperform the time-weighted average price (TWAP) benchmark
in 7 out of 9 evaluated stocks. Dabérius et al. [13] compares the
use of DDQN [35] and PPO [34] for optimal execution using only
market orders in a stochastic model of price dynamics without
price impact. In building a LOB simulator, we provide the tools to
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move away from having to stylize the market impact and create
an environment that allows for the submission of limit orders at
various prices, thus avoiding the risk of inadvertently consuming
volume on multiple levels of the book. Nevertheless, the exclusive
use of historical LOB data means that only direct market impact is
accounted for. Such historical messages have no strategic behavior
that may react to an RL agent’s actions.

Addressing this drawback, Karpe et al. [21] uses DDQN in an
agent-based simulation environment based on the ABIDES sim-
ulator [10], which replays real LOB message data while adding
additional heuristic agents, which react to changes in the LOB state
caused by the RL agent. Their simulation setup allows address-
ing optimal execution and optimal level placement jointly. They
find that their agent converges to a TWAP strategy. While addi-
tional agents allow for more realistic market impact in principle, the
ABIDES heuristics use a somewhat simplistic momentum strategy
based on aggregate summary statistics, instead of a learned rational
strategy. Similarly, Fang et al. [14] use PPO to address the combined
optimal execution and placement problem using the approach of
replaying historical data in the ABIDES [10] simulator. Their agent
learns placement of up to three levels of the LOB concurrently.
They use a large number of engineered features, including tech-
nical indicators, an attention-based network architecture, dubbed
Dual-Window Denoise PPO, and a reward formulation based on
execution cost and an imitation term, steering the policy towards a
TWAP policy. Results indicate a potential improvement over TWAP
but suffer from high standard errors. The environment we set up
aims to move away from such engineered feature spaces and re-
ward functions, and focuses on using recurrent neural networks
exclusively to automatically extract features and account for the
longer-term memory of the agent.

4 THE JAX-LOB SIMULATOR
Some of the key challenges in applying deep reinforcement learning
to trade execution and other high-frequency tasks are the low signal-
to-noise ratio, the risk of overfitting to specific training days, and
building a simulator with realistic market impact. A straightforward
way to compensate for the first two issues is to increase the number
of state-action transitions available for training. To speed up the
generation of observations of faithful LOB representations using
high-frequency data we use JAX [9].

We make a number of design decisions to address some of the
constraints of JIT-compiled JAX code:

• Pure functions without side effects (e.g. global variables)
• Fixed array size and type
• Control-flow that can be compiled and parallelized effi-

ciently (See Section 4.3).

Most CPU implementations of LOBs are based on hash-maps,
queues, doubly-linked lists and sorted dictionaries [5, 10, 19] which
enable quick access to data andmaintain sorting of the book through-
out. Given the JAX requirement of compile-time fixed-size arrays,
implementing a similar structure means memory must be pre-
allocated for all price-levels and orders. The use of arrays means
that re-ordering upon removal of entries is far more costly than
with linked lists. We, therefore, opt for an architecture that does not
use a tree-like structure, nor do we keep orders sorted at all times.

Instead, we define two arraysA and B to represent the sides of the
order book containing all active ask and bid orders, respectively.

A = [𝒂1, ..., 𝒂𝑵 ] B = [𝒃1, ..., 𝒃𝑵 ] (1)

𝒐𝒊 = [𝑃𝑖 , 𝑄𝑖 ,𝑂𝐼𝐷𝑖 ,𝑇 𝐼𝐷𝑖 ,𝑇𝑠𝑖 ,𝑇𝑛𝑠𝑖 ] ∈ A ∪ B, 𝑖 ∈ [1, 𝑁 ] (2)
Each side of the book has a fixed capacity for 𝑁 orders, where each
order 𝒐 has six features (2): Price 𝑃 , Quantity 𝑄 , Order ID 𝑂𝐼𝐷 ,
Trader ID 𝑇 𝐼𝐷 , Time (seconds) 𝑇𝑠 , and Time (nanoseconds) 𝑇𝑛𝑠 .
Empty positions in A or B are indicated by setting all features to
-1. The size 𝑁 must be chosen such that the book is not saturated
during a given experiment.

4.1 Basic operations
There are three operations that can be applied to either side of
the order book; the addition of a new order, the cancellation of
an existing order, and the matching of an existing order with an
incoming order on the other side of the book followed by its removal
from the book.

(1) The addition of an order requires the identification of an
empty position (𝒐𝒊 = −1) in the array, and the insertion of
the order-specific data into the correct fields.

(2) Cancellation requires locating the order ID (𝑂𝐼𝐷) of the
order to be canceled and removing the corresponding quan-
tity from the book.

(3) During the matching operation, an incoming aggressive
order, denoted 𝒐𝒂 , is matched against an existing order
on the other side of the book, the standing order 𝒐𝒔 . The
matching logic aims to find the remaining quantities for
both the aggressive (𝑄𝑎 ∈ 𝒐𝒂 ) and standing (𝑄𝑠 ∈ 𝒐𝒔 )
orders using the following operations

𝑄 ′
𝑠 =𝑚𝑎𝑥 (0, 𝑄𝑠 −𝑄𝑎), 𝑄′

𝑎 = 𝑄𝑎 −𝑄𝑠 .

When two orders are matched, a trade 𝒕𝒋 is logged (3).

𝒕𝒋 = [𝑃 𝑗 , 𝑄 𝑗 ,𝑂𝐼𝐷𝑎,𝑗 ,𝑂𝐼𝐷𝑠,𝑗 ,𝑇𝑠 𝑗 ,𝑇𝑛𝑠 𝑗 ] (3)

Whereby:

𝑃 𝑗 = 𝑃𝑠

𝑄 𝑗 = 𝑄𝑠 −𝑄 ′
𝑠

𝑂𝐼𝐷𝑎,𝑗 = 𝑂𝐼𝐷𝑎 ∈ 𝒐𝒂

𝑂𝐼𝐷𝑠,𝑗 = 𝑂𝐼𝐷𝑠 ∈ 𝒐𝒔

𝑇𝑠 𝑗 ,𝑇𝑛𝑠 𝑗 = 𝑇𝑠𝑎,𝑇𝑛𝑠𝑎

Up to N trades are logged in a fixed-size array T due to
constraints of the XLA compiler (4).

T = [𝒕1, ..., 𝒕𝑵 ]𝑇 (4)

Again, 𝒕𝒋 = −1 indicates an empty slot.
For all operations, upon completion, both𝐴𝑠𝑘𝑠 and𝐵𝑖𝑑𝑠 are checked
for orders 𝒐𝒊 where 𝑄𝑖 ≤ 0, in which case we set 𝒐𝒊 = −1.

A single incoming order may match with more than just one
standing order. The matching logic contains a while loop that re-
peatedly attempts tomatch the incoming order against the next-best
standing order on the opposite side of the book. The best standing
order 𝐵𝑒𝑠𝑡 (𝒐𝒔 ) is defined by the price-time order priority algorithm,
the most commonly used LOB matching algorithm [17]. The best
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order is the one with the ask price or bid price (5). If multiple orders
share this price, the one with the earliest arrival time is considered.

𝑃𝑎𝑠𝑘 = 𝑚𝑖𝑛
𝒐∈A

(𝑃𝑖 ) 𝑃𝑏𝑖𝑑 = 𝑚𝑖𝑛
𝒐∈B

(𝑃𝑖 ) (5)

The while-loop continues as long as the book is non-empty,
𝑄𝑎 > 0, and the prices overlap as follows

𝑃𝑎 ≤ 𝑃𝑠 if marketable sell order,
𝑃𝑎 ≥ 𝑃𝑠 if marketable buy order.

Based on the above descriptions it is intuitive to expect varying
computational complexity across these basic operations. To val-
idate this intuition, we time the basic operations in order books
of different maximum capacities 𝑁 (Table 1). The operations take
longer with increasing capacity in the book 𝑁 , and as expected, the
slowest operation (Match) takes more than twice as long to execute
as the fastest (Cancel).
Table 1: Average run-time for the three basic operations that
may be applied to the LOB for different sizes 𝑁 . The tests
are conducted on an Nvidia 2080 Ti and averaged across 1000
serial trials. The book is initially filled to one-third capacity
with random orders.

Capacity 𝑁 Add (ms) Cancel (ms) Match (ms)
10 0.115 0.081 0.184
100 0.117 0.095 0.206
1000 0.162 0.093 0.243

The relative size of the incoming order 𝑄𝑎 ∈ 𝒐𝒂 will have a sig-
nificant impact on the computation time for the matching operation.
All else being equal, a larger quantity requires the consideration of
more standing orders to match the arriving order, thus computing
more iterations of the matching logic. A simple way to illustrate
this is to consider an order book with capacity 𝑁 = 100, filled to
one-third capacity, and to submit market orders of varying sizes
(Table 2). This increase in time is not drastic until particularly large
orders are submitted, but shows the importance of constraining the
action space to reasonable quantities to ensure quick execution.

Table 2: Analysis of the effect of incoming order size on the
time required to complete the matching operation. As the
size increases, more standing orders need to be considered to
fully match the incoming order. The capacity for the book is
set to 𝑁 = 100. Testing is done on an Nvidia 2080 Ti GPU.

Market 𝑄𝑎 Time to match (ms)
0 0.132
10 0.206
500 0.271
1,000 0.336
10,000 2.326

4.2 Message types
Which of the three basic operations (Section 4.1) is called depends
on the type 𝑇 of message 𝒎 (6) passed to the order book.

𝒎 = [𝑇, 𝑆,𝑄, 𝑃,𝑂𝐼𝐷,𝑇 𝐼𝐷,𝑇𝑠,𝑇𝑛𝑠] (6)

The structure of data contained in messages 𝒎 is:
(1) 𝑇 - The type of message: limit orders (𝑇 = 1), cancel orders

(𝑇 = 2), delete orders (𝑇 = 3), and market orders (𝑇 = 4).

(2) 𝑆 - The side of the order: bid (𝑆 = 1) or ask (𝑆 = −1).
(3) 𝑃 - The price at which the order should be submitted or the

price of the order to be cancelled/deleted. This is ignored
for market orders.

(4) 𝑄 - The size of the order, i.e. the quantity to buy/sell or the
to remove from an existing order for cancel/delete orders.

(5) 𝑂𝐼𝐷 - The unique order ID.
(6) 𝑇 𝐼𝐷 - The trader ID, an identification marking the source

of the order. Used to identify orders from individual agents.
(7) 𝑇𝑠,𝑇𝑛𝑠 - The time of receipt of the order, split into two

fields representing the time as full seconds and fractional
digits as nanoseconds represented by 32-bit integers.

While the reader familiar with the LOBSTER [18] data set will
recognize significant similarities to the message structure in this
data set, they are not identical. We take the following steps to
process orders of different types:

(1) Limit orders are first matched against the opposite side of
the book, the remaining quantity is then added as a single
new order to the corresponding side.

(2) Cancel and delete orders are treated identically, by calling
a cancellation (Section 4.1).

(3) Market orders are matched against the opposite side with a
price 𝑃𝑚 = 0 if an ask order, or 𝑃𝑚 =𝑚𝑎𝑥_𝑖𝑛𝑡 if a bid order.
Any unmatched quantity is disregarded.

Considering each type and side as eight separate cases allows
defining explicit functions for each case, enabling the use of a
single conditional statement upon receipt of the message, rather
than multiple branches within the matching logic, which we find
improves performance under vmap (Section 4.3). The compute
time (Table 3) to process each of the three message types varies
and is related to the basic operations required. When compared to
the results in Table 1 the time is only marginally increased by the
branching statement, and there is still a notable difference across
different order types.
Table 3: Time to process different message types. The last
column differs from the second column in that the price
crosses the spread, requiring a matching operation. Tests are
done on an Nvidia 2080 Ti GPU, the book capacity is 𝑁 = 100.

Capacity
𝑁

Limit Order
(ms)

Cancel
Order (ms)

Limit Order across
book (ms)

10 0.108 0.077 0.163
100 0.157 0.097 0.203
1000 0.195 0.095 0.247

4.3 Vectorising map - vmap
The benefit of implementing the LOB in JAX is derived from par-
allelizing computation on the GPU. However, the processing of
messages sent to the order book in a continuous double-auction is
intrinsically a serial process: both the treatment of messages and
the internal matching logic must be strictly ordered. This is in oppo-
sition to a classical auction with, say, a central clearing process [33],
or even stochastic models of the limit order book [12]. Therefore,
to achieve parallelism we process multiple books in parallel using
the vmap operator.

One particularity of the vmap operator is that it transforms a
number of control-flow statements into select statements which
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execute all of the conditional branches at run time. In the case of
limit order books, this means that each of the possible eight cases
is computed and the runtime is therefore limited by the slowest
branch. This can be observed when looking at the timed results (Ta-
ble 4) when processing the same message across 𝑁_𝑏𝑜𝑜𝑘𝑠 = 1000
identical order books in parallel. The time no longer varies across
different types of messages but only depends on the capacity. The
reason we avoid continuous sorting is that when removing orders
in an array-based view, the entire array needs to be re-sorted. This
order sorting is comparatively costly, which would not be problem-
atic if called rarely. However, the aforementioned behavior of the
vmap operator means that it would be called for every message,
even if no order needs to be removed. Even though we have done
extensive tests, it is possible that there is still a bottleneck of this
nature which would explain the worst-case message processing
time of over 2 seconds in Table 4.

Table 4: Time to process different message types with vmap.
The difference to table 3 is that messages are processed by
𝑁_𝐵𝑜𝑜𝑘 = 1000 books in parallel. Times measure the process-
ing of a message in all books. The effective processing time
for a single message can therefore be interpreted as being in
𝜇𝑠 and compared directly to the times in Table 2.

Capacity Limit Order
(ms)

Cancel
Order (ms)

Limit Order across
book (ms)

10 1.402 1.407 1.393
100 2.649 2.614 2.612
1000 11.75 11.43 11.47

The resulting times per message type are compared to two CPU
implementations (Table 5): one implementation of the LOB using
RB trees and linked lists as well as a similar implementation named
RL4MM [19] using numpy. The CPU environments are described
in more detail in sections 5 and 6. When parallelizing to more than
1000 books, our JAX-LOB has a faster per-message processing time.

Table 5: Processing times formessages on theCPUorder book
implementation based on linked list and RB trees, and the
implementation used in RL4MM [19] based on numpy arrays,
and for the JAX-LOB implementation based on jax arrays
with capacity 𝑁 = 100 and 𝑁_𝐵𝑜𝑜𝑘𝑠 = 1000 books in parallel.
A key difference between the CPU implementation and that
in RL4MM is the fact that data is pre-loaded, as opposed to
being accessed from a database. Both CPU implementations
are tested on a single core of an Apple M1 chip and the JAX-
LOB on an Nvidia 2080 Ti.

Order type RL4MM
Time (𝜇𝑠 )

CPU
Time (𝜇𝑠 )

JAX-LOB
Time (𝜇𝑠 )

Limit 4.91 5.3 2.6
Cancel 16.12 3.6 2.6
Limit Cross 37.94 7 2.6

5 GYMNAX ENVIRONMENTS FOR THE LOB
Our JAX-LOB is well suited for the gymnax reinforcement learning
environment framework designed around JAX to produce parallel

environment roll-outs on the GPU. In the following sections we
briefly describe the construction of a general base environment
that can be used to derive environments for various tasks, such
as market-making, trade execution, or other intraday tasks. We
further describe our example order execution environment, which
we use in Section 6 to begin training a recurrent PPO-based RL
agent.

5.1 Base environment
The primary roles of the base environment are to load LOBSTER
[18] data for replay, provide an interface to the JAX order book,
and set up a skeleton trading environment based on JAX-LOB.

5.1.1 Data loading. We opt to pre-load message data in fixed-size,
non-overlapping time windows (figure 1) to save time during execu-
tion. The number of messages per step is constant, with a variable
time duration per step. Conversely, the duration of a single time
window is fixed, implying a variable horizon [2, 19], i.e. maximum
number of steps. This allows the execution of trades with a strict
time constraint. To satisfy the fixed-size array constraints, addi-
tional steps (indicated by the gray borders in Figure 1) with all
values set to zero are added. These steps are never processed as the
episode termination condition is satisfied beforehand.

Further, the order book state (Level-2) of the first ten levels
of the book at the beginning of each time window is used to ini-
tialize the book. Unlike the message data, this does not provide
insight into whether price levels contain one or multiple orders,
nor does it provide any order IDs. We work around this by assum-
ing that there is exactly one order per price level containing the
sum of the listed volumes. We use 𝑂𝐼𝐷𝑖 ∈ [−𝑖𝑛𝑓 ,−9000] start-
ing at −9000 and descending for these initial orders. We allow for
the cancellation of these orders if a cancellation message satisfies
𝑃𝑖 = 𝑃𝑐𝑎𝑛𝑐𝑒𝑙 and 𝑂𝐼𝐷𝑖 < −9000.

Figure 1: Structure of data loaded into the gymnax en-
vironments. In our experiments, each step processes
N_messages = 100 messages. The number of N_steps is
variable with a fixed time of 30 minutes but the data is
padded with zeros (grey boxes). There are N_time_windows
per trading day of data.
5.1.2 Core state-space requirements. The base environment defines
the core features required in the state space, additional elements
may be added for derived environments:

• Order book:
– Ask side: Array(𝑁𝑜𝑟𝑑𝑒𝑟𝑠 × 𝑁𝑓 𝑒𝑎𝑡𝑢𝑟𝑒𝑠 )
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– Bid side: Array(𝑁𝑜𝑟𝑑𝑒𝑟𝑠 × 𝑁𝑓 𝑒𝑎𝑡𝑢𝑟𝑒𝑠 )
• Trades: Array(𝑁𝑡𝑟𝑎𝑑𝑒𝑠 × 𝑁𝑓 𝑒𝑎𝑡𝑢𝑟𝑒𝑠 )
• Initial time: [𝑇𝑠 ,𝑇𝑛𝑠 ]
• Current time: [𝑇𝑠 ,𝑇𝑛𝑠 ]
• ID counter
• Window Index
• Step counter

The ID counter is used to generate orders submitted by the
agent(s), and is incremented accordingly during an episode.

5.1.3 Functionality. We keep the description of the base environ-
ment brief, leaving consideration of the action and observation
spaces, and the reward function to the execution environment in
Section 5.2. The core functionality of the environment during a step
is as follows:

(1) The received actions (environment dependent) are trans-
formed into messages to be processed by the JAX-LOB.

(2) The data messages are obtained from the loaded data in the
environment parameters using the window index and step
counter variables (Section 5.1.1) for indexing.

(3) The current time is updated based on the last data message.
(4) All messages are processed by the JAX-LOB.

The episode terminates when the elapsed time is longer than the
episode time.

5.2 Execution environment
The execution environment extends the state space and defines the
observation and action space, reward function, and a new termina-
tion condition.

5.2.1 Augmented state space. The state space in 5.1.2 is augmented
with intra-step data and agent-specific information:

• Level 1 data for every processed message from data since
the last step:
– Best ask price: Array(𝑁𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠 )
– Best ask volume: Array(𝑁𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠 )
– Best bid price: Array(𝑁𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠 )
– Best bid volume: Array(𝑁𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠 )

• the initial mid-price 𝑃𝑎𝑠𝑘+𝑃𝑏𝑖𝑑
2 at the beginning of the episode

• The size of the execution task
• The quantity executed thus far
• The total revenue due to execution thus-far

5.2.2 Observation space. The state space is internal to the environ-
ment. The observation space is accessible by the RL agent and is
designed to contain information that is accessible in real-life and
avoids redundancy. The structure is a single one-dimensional array
of size 𝑁𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠 × 6 + 2 × 2 + 4 containing the following metrics:

• Best bid prices between steps: Array(𝑁𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠 )
• Best ask prices between steps: Array(𝑁𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠 )
• Mid-prices between steps: Array(𝑁𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠 )
• The prices 𝑛 ticks deep on the side of the book of the task

between steps

𝑃𝑝𝑎𝑠𝑠𝑖𝑣𝑒 =

{
𝑃𝑎𝑠𝑘 + 𝑛 × 𝑡𝑖𝑐𝑘𝑠𝑖𝑧𝑒, if 𝑡𝑎𝑠𝑘 is 𝑠𝑒𝑙𝑙
𝑃𝑏𝑖𝑑 − 𝑛 × 𝑡𝑖𝑐𝑘𝑠𝑖𝑧𝑒, if 𝑡𝑎𝑠𝑘 is 𝑏𝑢𝑦

}
(7)

• The spreads between steps: 𝑠𝑝𝑟𝑒𝑎𝑑 = 𝑃𝑎𝑠𝑘 − 𝑃𝑏𝑖𝑑 :
Array(𝑁𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠 )

• The current time: [𝑇𝑠 ,𝑇𝑛𝑠 ]
• The elapsed time in the episode: [𝑇𝑠 ,𝑇𝑛𝑠 ]
• The initial mid price at the episode start: 𝑃𝑖𝑛𝑖𝑡
• The price drift: 𝑃𝑚𝑖𝑑 − 𝑃𝑖𝑛𝑖𝑡
• The size of the execution task: 𝑄𝑡𝑎𝑠𝑘

• The quantity executed thus far: 𝑄𝑒𝑥𝑒𝑐

• The Level 1 imbalances between steps: 𝑄𝑎𝑠𝑘 −𝑄𝑏𝑖𝑑 :
Array(𝑁𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠 )

5.2.3 Action space. In order to have a rich set of actions whilst
maintaining a reasonably simple learning task, we opt for a con-
tinuous action space of four dimensions. Similar to [14], at every
step, the agent must choose the size of the order to place at four
pre-defined prices:

(1) The “far touch” price: the best price on the opposite side of
the book

𝑃𝑓 𝑎𝑟_𝑡𝑜𝑢𝑐ℎ =

{
𝑃𝑏𝑖𝑑 if 𝑡𝑎𝑠𝑘 is 𝑠𝑒𝑙𝑙
𝑃𝑎𝑠𝑘 if 𝑡𝑎𝑠𝑘 is 𝑏𝑢𝑦

}
. (8)

(2) The Mid-price (Section 5.2.2).
(3) The “near touch” price: best price on the side of the book

of the task.
(4) The “passive” price, as defined in Section 5.2.2.

5.2.4 Reward function. We propose a reward function that com-
bines the agent’s ability to outperform the baseline volume-weighted
average price (VWAP) strategy and the ability to use predicted price
trends. It is composed of two parts, the advantage and the drift.
The former represents the advantage gained over the average price
of execution, weighted by volume, during the step. The latter rep-
resents the effect of price movements of the average traded price
with respect to the mid-price at the beginning of the episode. The
parameter 𝜆 can be adjusted to weigh the effect of this drift. In
equations (9) and (10), the indices 𝑖 and 𝑗 respectively refer to the
set of executed trades during a step, and the set of executed trades
of the RL agent.

𝑅 =
∑︁
𝑗

𝑄 𝑗 (𝑃 𝑗 − 𝑃𝑉𝑊𝐴𝑃 ) + 𝜆
∑︁
𝑗

𝑄 𝑗 (𝑃𝑉𝑊𝐴𝑃 − 𝑃𝑖𝑛𝑖𝑡 ) (9)

𝑃𝑉𝑊𝐴𝑃 =

∑
𝑖 𝑄𝑖𝑃𝑖∑
𝑖 𝑄𝑖

,
∑︁
𝑗

𝑄 𝑗 < task size (10)

5.2.5 Termination condition and market order submission. In com-
parison to the base environment, the execution environment al-
lows for an additional termination condition: the completion of the
task, i.e. the execution of the desired quantity. In practice, the step
function is modified such that this becomes the only termination
condition, by submitting a market order for the remaining quantity
one minute before the episode time ends.

5.3 Rollout cost comparison
Before considering the RL problem in Section 6, we consider the
run-time improvements of the execution environment based on the
JAX-LOB over comparable gym environments running on the CPU.

We compare our execution environment with the RL4MM [19]
environment designed for market making, but with comparable
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core logic. All orderbooks are run with data from January 2nd 2015
for ten levels for the stock TSLA. In the CPU and JAX-LOB envi-
ronments, 100 messages are processed per step. RL4MM measures
step duration in time, but we find that 100 messages are processed
roughly every 2 minutes.

In the case of the JAX-LOB environment, we run different num-
bers of environments in parallel on an Nvidia 2080 Ti GPU, whilst
the RL4MM and the CPU environments are run in series on an
Apple M1 CPU. The improvement (Table 6) is roughly a factor 10
over the RL4MM environment and a factor 5 over our CPU imple-
mentation for 1000 parallel environments. Increasing the number
of environments further is a feasible possibility, especially on GPUs
with larger memory, but such economies of scale are eventually
limited due to memory.

Table 6: Average time per step comparison between the
RL4MM environment, our CPU-based gym environment, and
the JAX-LOB based gymnax environment for a varying num-
ber of environments in parallel. The CPU environments are
run on an Apple M1 processor and the gymnax environment
is run on an Nvidia 2080 Ti.

- RL4MM CPU gymnax
N_Envs - - 10 1000 10000

Total time (s) 29.6 33.8 69 329 2306
N_steps 5k 9k 5k 500k 5000k

Time/step (ms) 5.9 3.5 13.8 0.66 0.46

6 USING THE GYMNAX ENVIRONMENT FOR
REINFORCEMENT LEARNING

6.1 Training loop
We re-implement Recurrent-PPO [14] to allow for a continuous
action space. The full architecture of the actor and critic networks
is given in Figure 2. For every network update step, 10 steps are
collected across 1,000 environments to create a batch size of 10,000
transitions. For each of the four epochs per update step, this batch
is subdivided into four mini-batches which are used to calculate the
loss functions, take the gradients and update the network through
gradient descent using the Adam [22] optimizer implemented in
optax [4].

6.2 JAX enabled training speedup
Whilst we do not have benchmarks for the exact same problem
definition in other approaches, we nevertheless compare the train-
ing speeds for another environment running on the CPU. This is
in addition to the reported data in Section 5.3 as the transfer of
data from the CPU to GPU for the network update adds significant
overhead to the run-time. With gymnax running on the GPU, this
is not necessary and we see further improvements in Figure 3. The
RL4MM package, which we use for comparison in Sections 4.3 and
5.3, is omitted in this comparison as we could not replicate fair
experimental conditions due to issues arising with the use of the
GPU. To qualify the comparison, we give a very brief overview of
the CPU-based order book we use for the comparison. It is based on
a LOB simulator using the traditional tree-like structure and uses
the Stable-Baselines3 implementation of Recurrent PPO to solve

Dense
n_obs  x 128

Observation

Hidden States

Dense
128  x 128

Dense
128  x 128

RNN
128 GRU Cells

Dense

128
1

ReLU ReLU ReLU

 Policy 

MVN( )

Dones

Reset RNN upon

episode termination

ReLU

Actor Network

Critic Network

n_act
128

Dense

Value

Figure 2: The architecture of the RNN-PPO actor and critic
networks. The hidden states of the RNN layer add the nec-
essary recurrence for the network to have memory of pre-
vious states. The Boolean termination values (“Dones”) are
required to reset the memory of the RNN at episode termi-
nation. The policy 𝜋 is a multivariate normal distribution
𝑚𝑣𝑛(𝝁,𝝈) whereby 𝝈 is a trained network parameter and 𝝁
is the output vector from the final dense network layer.

an execution task. There are a number of key variables which are
common across both experiments which we aim to control as far
as possible to make the comparison equitable:

• Messages processed per step - 100 messages
• Levels of LOBSTER data considered - 10 levels
• Episode length - 30 minutes
• Hardware - GPU: Nvidia A40, CPU: 32 core AMD EPYC

7513, both experiments run network updates on the GPU.
• Parallelization - 1000 environments in parallel for JAX-LOB,

1000 vectorized environments for CPU but collected serially.
• Batch size - 10,000, 10 steps across 1000 environments
• Mini-batch size - 2,500, 4 per batch
• Number of Epochs - 4 epochs
• Data - April 2021 LOBSTER high frequency data for AMZN

Figure 3: Training steps per second for gymnax environment
based on JAX-LOB and our CPU gym environment imple-
mentation. The former is more than 7 times faster.

We observe a 7x speedup of the training loop based on the JAX-
LOB simulator compared to that using the CPU implementation of
the LOB. This is larger than the reported 5x speedup in Table 2. We
attribute this to the lack of data transfer across processing units.
This does not yet consider hyper-parameter tuning which would
further benefit from parallelization, and is trivial to achieve with
our fully JAX-based implementation.
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6.3 Training execution task
We begin to train an execution agent using the proposed setup
on one day (April 1st, 2021) of data, chosen to be this narrow as
the scope of this paper is primarily to showcase the functionality
of the presented framework. The training curve, with a moving
average window of 30 steps is shown in Figure 4. We set 𝜆 = 0
to make training easier, as the drift part of the reward function is
much harder to learn, and compare the training curve to the TWAP
benchmark strategy, which is to execute the desired volume linearly
over the episode duration. Though the TWAP strategy is shown to
be outperformed in training, we cannot make any claims on the
success of this agent without conducting complete out-of-sample
tests. Nevertheless, it indicates a promising direction of research
based on the presented framework.
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Figure 4: Episodic return with 𝜆 = 0 (9) for a PPO agent during
training and the benchmark TWAP strategy mean return on
a single day of data with 30-point rolling mean.

7 CONCLUSIONS AND FUTUREWORK
We present the first implementation of a limit order book simulator
for GPUs, called JAX-LOB. Using this as part of a gymnax environ-
ment for reinforcement learning we obtain at least a 5x speedup
compared to a comparable CPU implementation. When using the
environment to train a RL agent with PureJaxRL we even see a
7x speed-up with respect to our comparable CPU implementation.
This speedup due to parallelization is expected to contribute to
research in applying RL to high-frequency trading and execution
problems that require a reactive LOB simulator.

As part of this paper, we provide an example use case of train-
ing an RL agent for the execution task on a single day of message
data. We plan to extend this work by following a rigorous RL train-
ing pipeline for the execution problem amongst others, including
out-of-sample testing and hyper-parameter tuning. The latter is
expected to benefit further from the parallel nature of the JAX-LOB
implementation. Detailed experiments with respect to the action-
space, feature-space, reward shaping, and network architecture will
be required to train a robust and cost-effective RL execution agent.
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