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ABSTRACT

Time series forecasting plays a crucial role in decision-making
across various domains, but it presents significant challenges. Re-
cent studies have explored image-driven approaches using com-
puter vision models to address these challenges, often employing
lineplots as the visual representation of time series data. In this pa-
per, we propose a novel approach that uses time-frequency spectro-
grams as the visual representation of time series data. We introduce
the use of a vision transformer for multimodal learning, showcasing
the advantages of our approach across diverse datasets from differ-
ent domains. To evaluate its effectiveness, we compare our method
against statistical baselines (EMA and ARIMA), a state-of-the-art
deep learning-based approach (DeepAR), other visual representa-
tions of time series data (lineplot images), and an ablation study on
using only the time series as input. Our experiments demonstrate
the benefits of utilizing spectrograms as a visual representation
for time series data, along with the advantages of employing a vi-
sion transformer for simultaneous learning in both the time and
frequency domains.
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Figure 1: Visual representation of time series in the form of
a time-frequency spectrogram augmented with intensities
of time series at the top

1 INTRODUCTION

Time series forecasting poses significant challenges due to the in-
herent noise in the data. Traditional statistical methods often utilize
linear regression, exponential smoothing [12, 18, 36], and autore-
gression models [21]. In recent years, deep learning has witnessed
substantial progress, focusing on ensemble models and sequence-
to-sequence modeling, such as recurrent neural networks (RNNs),
long short-term memory (LSTM) [17], and more recently, transform-
ers [34]. These advanced deep learning techniques offer enhanced
capabilities in capturing complex non-linear dependencies within
time series data.

In recent years, a new perspective has been introduced for fore-
casting time series where numeric data is converted to images
to leverage successful computer vision algorithms for forecasting.
These studies are motivated by the fact that traders’ decision mak-
ing is augmented by the visual representation of financial time
series images such as charts, graphs, and plots. In addition, this
approach can help to capture additional patterns and dependencies
that are beneficial for understanding and forecasting time series
data. However, these approaches typically use lineplots as the visual
representation of time series, which misses some crucial informa-
tion required for understanding time series. For example, frequency
information is not apparent when directly looking at the time series
in its raw form.

One could use frequency spectrum of a time series as the vi-
sual representation. But this merely displays the various frequency
components present in the data. High-frequency components are
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often associated with noise, while low-frequency components cor-
respond to signals. However, it does not provide insights into the
temporal dependencies between occurrences of different frequency
components. The time-frequency spectrogram on the other hand
visually represents how the frequency spectrum changes over time,
enabling the learning of temporal dependencies between different
frequency patterns.

The main focus of this research is to use time-frequency spec-
trogram as visual representation of time series data and leveraging
vision transformers to achieve simultaneous learning in both the
time and frequency domains, enabling accurate forecasting. The
paper presents the following key contributions:

e We demonstrate the superiority of spectrograms as a visual
representation of time series data, leading to enhanced pre-
dictions across various domains and diverse datasets.

o We leverage transformer’s ability to learn cross-modality
information across time and frequency domain to enhance
the forecasting process.

Through comprehensive experiments conducted on diverse datasets
from different domains, including synthetic, temperature, and fi-
nancial time series, the paper demonstrates the advantages and
effectiveness of the proposed approach in time series forecasting.

2 RELATED WORKS

2.1 Time series forecasting

Time series forecasting is a crucial task involving the statistical
analysis of historical data to predict future values. In the litera-
ture, traditional forecasting techniques have relied on statistical
tools like exponential smoothing [12, 18, 36] and autoregressive
integrated moving average (ARIMA) [21], primarily applied to nu-
merical time series data for one-step-ahead predictions. Moreover,
several traditional multi-horizon forecasting methods [22, 33] have
been developed to generate simultaneous predictions for multiple
future time steps.

Machine learning (ML) approaches have shown promise in im-
proving forecasting performance by effectively addressing high-
dimensional and non-linear feature interactions in a model-free
manner. These ML methods encompass tree-based algorithms, en-
semble methods, neural networks, autoregression, and recurrent
neural networks (RNNs) [16]. In recent works, deep learning (DL)
methods have gained traction in time series forecasting, demon-
strating impressive results on numerical time series data [4, 13, 26,
27, 32, 41]. DL techniques automate the feature extraction process,
eliminating the need for domain expertise and offering promising
outcomes in forecasting tasks.

In the domain of natural language processing (NLP), RNNs,
long short-term memory (LSTM) [17], and gated recurrent units
(GRUs) [6] have been widely used for tasks like machine transla-
tion and language modeling. Interestingly, these models have been
adapted for time series forecasting, where they have outperformed
traditional statistical methods. Furthermore, the DeepAR algorithm,
utilizing the RNN backbone, has emerged as a potent approach in
time series forecasting. DeepAR has been more recently proposed
and has shown superior performance compared to traditional fore-
casting techniques, particularly for datasets with multiple related
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time series [28]. This highlights the potential of RNN-based meth-
ods in handling complex time series data and effectively capturing
temporal dependencies.

Transformers [34], on the other hand, have revolutionized NLP
applications and have also shown promise in time series forecasting.
Unlike traditional RNN and LSTM networks, transformers leverage
multi-headed self-attention to process all inputs simultaneously.
This parallel computation capability not only reduces training time
but also enables transformers to handle longer sequences with-
out suffering from long-term memory dependency issues, often
encountered in RNN-based models. These characteristics make
transformers well-suited for handling time series forecasting tasks
effectively [37, 39, 42]. By effectively capturing complex temporal
dependencies within time series data, transformers have demon-
strated their ability to outperform traditional methods and are
gaining popularity as a powerful tool in the field of time series fore-
casting. Given the promising merits of transformers in the context
of time series forecasting, we will utilize transformers as the main
model architecture in this work.

2.2 Visual time series forecasting

In recent years, a novel approach has gained traction in time series
forecasting, which involves converting numeric data into images to
leverage successful computer vision algorithms. This approach is
motivated by the belief that visual representations of financial time
series, such as charts and graphs, can enhance traders’ decision-
making. Prior research has explored representing time series data
as images of line plots [30, 31], recurrent plots [20], and candlestick
plots [7] for both forecasting and classification tasks. Furthermore,
recent advancements in video prediction from the computer vision
domain have been adapted to improve forecasting accuracy [38].
These studies have bridged the gap between computer vision and
time series forecasting, offering innovative ways to capture and
analyze temporal patterns in numerical data.

Given the inherent unpredictability in financial time series, re-
searchers have turned to decomposition techniques to reveal more
detailed information at varying frequency levels [5] for better-
informed portfolio management [2, 29] and risk modeling [3]. Re-
cent works have explored time series forecasting or classifica-
tion with frequency representation combined with deep learn-
ing [20, 23, 40, 43]. In our work, we used the wavelet transform as a
time-frequency representation of the time series. The advantage of
the wavelet transform over other frequency representations such
as the Fourier transform lies in its ability to extract both local spec-
tral and temporal information, resulting in a more comprehensive
representation of the underlying data patterns. Researchers have
already explored the utilization of time-frequency spectrograms for
time series classification in the finance domain [10]. In our study,
we adopt the time-frequency spectrograms for a harder task on time
series forecasting. Specifically, we leverage a multimodal image rep-
resentation consisting of a time-frequency spectrogram augmented
with intensities of numerical time series data, capitalizing on the
advantages of this combined approach.

Moreover, transformers have been extended into the computer vi-
sion domain by integrating self-attention with convolutional neural
network (CNN) architectures [9]. Dosovitskiy et al. demonstrated
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that a pure transformer applied directly to sequences of image
patches can achieve outstanding performance in image classifica-
tion tasks. Recognizing this potential, our study adopts a vision
transformer for simultaneous learning in both the time and fre-
quency domains, capitalizing on the spectrogram representation
of the time series data. The vision transformer’s ability to handle
cross-modality makes it well-suited for this task.

3 DATA

This paper analyzes three datasets out of which one is synthetic
(Section 3.1) and the other two are real datasets (Section 3.2 and
3.3). This helps us to comprehensively evaluate spectrogram-based
forecasting techniques as they encompass varying levels of peri-
odicity and complexity, providing a comprehensive basis for the
examination.

3.1 Synthetic Data

We created a synthetic dataset consisting of multiple periods by
sampling data from harmonic functions. The initial dataset is artifi-
cially generated and aims to have complexity while still exhibiting
a prominent and repeated signal. We synthesized the time series
st using a linearly additive two-timescale harmonic generating
function:

st = (A1 +Bqt) sin(2xt /Ty + ¢1) + (A + Bat) sin(27t /To + ¢2) (1)

In the equation, the variable ¢ ranges from ¢t = 1 to t = T, where
T represents the total length of the time series. The multiplicative
amplitudes A; and A are randomly selected from a Gaussian dis-
tribution (1, 0.5). The amplitudes of the linear trends, B and By,
are sampled from a uniform distribution U (-1/T, 1/T). The driv-
ing time scales, T; and Ty, are relatively short and long compared
to the total length T. Therefore, Ty follows a normal distribution
N(T/5,T/10), while T, follows a normal distribution N (T, T/2).
Finally, the phase shifts ¢; and ¢, are chosen from a uniform distri-
bution U (0, 27r). Overall, we generated 150K time series of length
100 that were used for our experiments. Each time series differ con-
cerning the possible combination of tuning parameters. The first
panel in Figure 2 displays a sampled instance of the synthetic data.
It is evident that the synthetic time series comprises two distinct
time scales: brief oscillations superimposed on much longer wave
trains.

3.2 Temperature data

This dataset contains various temperature observations gathered
by the Australian Bureau of Meteorology for 422 weather stations
across Australia, between 02/05/2015 and 26/04/2017. The dataset
was obtained from Monash repo [14]. The dataset contains several
attributes as equal lenght time series (725 days). For our experi-
ments, we used the daily mean temperature in Celsius for each
station recorded over a 24-hour period. For every station, we sam-
pled 30 time series of length 60 for every station. Overall We had
7320 time series. The second panel in Figure 2 displays a sampled
instance of the temperature data.
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Figure 2: Illustrations of the inputs of the three datasets: a)
synthetic, b) temperature, and c) financial stock prices. The
top panels show the raw time series represented as lineplots
and the bottom panels depict the augmented time-frequency
spectrogram. Each input time series consists of 80 steps for
the synthetic and financial datasets, while the temperature
dataset has 50 steps. For the financial and temperature data,
each time step represents a 1-day time interval.

3.3 Financial data

We obtained the daily stock prices of S&P 500 constituent stocks
through the Yahoo! finance database. The dataset comprises daily
Adjusted Close values for the stocks that constitute the S&P-500
index, spanning from the year 2000 onwards. In total, our dataset
includes around 58K individual time series, with each time series
segment consisting of 100 days of data. The third panel in Figure 2
displays a sampled instance of the financial data.

4 METHOD

Our goal is time series forecasting using a vision transformer and
a multimodal image of time-frequency spectrogram augmented

with intensities of numerical time series, which we refer to as
ViT-num-spec. This approach leverages the strengths of both
the visual representation from the spectrogram and the numerical
information to improve forecasting performance. The approach
involves converting the numeric time series into an image using a
time-frequency spectrogram (Section 4.2), and then employing a
vision transformer encoder appended with a multi-layer perceptron
(MLP) head to forecast the future (Section 4.3), as illustrated in
Figure 3.

4.1 Preprocessing

The temperature dataset contained missing values, which were
handled by performing forward filling. This means that any missing
values were replaced with the most recent available value in the
dataset, moving forward in time. For each of the three datasets, the
data x was scaled to ensure that the scaled x fell within the range
of [0, 1]. This scaled x was then utilized to incorporate the original
time series information into the spectrogram and to facilitate the
learning of the target, as explained in more detail later.
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Figure 3: Overview of the proposed approach.

4.2 Time-Frequency Spectrogram

To generate a time-frequency spectrogram from a given time se-
ries, two common methods are Short-Time Fourier transforms
(STFT) [15] and wavelet transforms [8]. STFT involves a sliding
window-based version of the Fourier transform, extracting fre-
quency components within a fixed time window. However, it can
only uncover a limited set of frequency components within this
fixed window and may not be suitable for non-periodic and tran-
sient signals in stock price time series. On the other hand, wavelet
transform is well-suited for analyzing time series with transient
signals, as it can uncover varying frequency components [11, 25].
Unlike STFT, wavelet transform is not limited by a fixed time win-
dow, making it a more suitable choice for our study. Therefore, we
choose to use wavelet transforms in our approach for generating
time-frequency spectrograms from time series data.

A wavelet is a wave-like oscillation (zero-mean signal) that is
localized in both time and frequency space. For our approach, we uti-
lized the morlet wavelet (see Equation (2)), which has been demon-
strated to be effective in time series classification [10].

Y(x) = \/gn-%e' Selvs, ?)

where s represents the scale of the wavelet. The morlet wavelet
is essentially a sine wave multiplied by a Gaussian envelope cen-
tered at zero. The scale s determines the width and frequency of
the wavelet. As s increases, the frequency of the wavelet becomes
wider and lower. The wavelet transform is performed by convolut-
ing wavelets at different scales with the time series. The magnitude
of the resulting multiplication coefficients represents the signal
strength of different wavelets. This is saved as a heatmap (or spec-
trogram), as depicted in Figure 2. The rows of the spectrogram
correspond to varying wavelet scales, i.e., varying frequencies. The
columns correspond to time. Higher frequency components are at
the top, and lower frequency components are at the bottom as the
s increases from the top to the bottom.

[T

Note that we augmented the spectrogram by adding an image
stripe row at the top, and the resulting full image was used as the
input image to our model. Throughout the paper, we will continue
to refer to the augmented image as the spectrogram. The reason
for this augmentation is as follows: the standard spectrogram only
visualizes the strength of varying signals, but it does not retain
the sign of the signal, which is available in the time domain. To
preserve the sign information, we convert the standardized time
series to an image row with intensities represented as integers in
the range of [0, 255]. Examples of time-frequency spectrograms are
provided in Figure 2.

4.3 Vision Transformer for Forecasting

We utilize a vision transformer encoder with an appended MLP head
for time series forecasting, as illustrated in Figure 3. To effectively
process the input image, we divide it into non-overlapping patches
of equal size. This division results in the horizontal time axis being
split into image-patch-sized time intervals. These patches are then
converted to tokens through linear projection, and standard 1D
position embedding is added. The objective of the forecasting model
is to learn temporal dependencies between time and frequency
patterns across the horizontal time axis. The encoder learns to
encode these patches into latent feature vectors. In our experiments,
we use an input image size of 128 X 128, and image patches of size
16 x 16. The top row of the price time series is scaled to 16 x 128,
and the spectrogram is scaled to 112 X 128, ensuring that they are
divisible by the patch size. The forecast network is constructed
by appending a lightweight MLP head to the vision transformer
encoder, as depicted in Figure 3. Further details on the network
architecture and training can be found in Section 5.2.

5 EXPERIMENTS

In our experimental evaluation, we compared the performance of
seven methods: 1) ViT-num-spec - the proposed method utilizing
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the vision transformer and a multimodal image of time-frequency
spectrogram augmented with intensities of numerical time series,
2) ViT-lineplot - utilizing the vision transformer on a lineplot vi-
sualization of the time series, 3) ViT-num - an ablation study on
using only the intensities of time series as input, 4) DeepAR - a
state-of-the-art LSTM-based time series forecasting method, as well
as statistical baselines such as 5) EMA, and 6) ARIMA and 7) naive
numeric forecasting baseline. The evaluation was conducted us-
ing two widely used metrics, namely SMAPE and MASE, to assess
performance.

Along with traditional numerical time series forecasting meth-
ods, we showcased the advantages of using a visual spectrogram
as a representation for time series data compared to other visual
representations and an ablation study using only the intensities of
time series as input. Additionally, we highlighted the benefits of
employing a vision transformer for simultaneous learning in both
the time and frequency domains. The experiments were conducted
on a Linux machine equipped with 8 NVIDIA T4 Tensor Core GPUs,
each with 16GB memory. PyTorch v1.0.0 DL platform in Python 3.6
was used for all models. To ensure reproducibility, we set a fixed
random seed of 42.

5.1 Experimental setup

5.1.1  Synthetic Data. Our training dataset comprised 80K samples,
while the validation dataset consisted of 20K samples. For the testing
phase, we had a dataset of 50K samples available. Each time series
consists of 100 time steps, and the task involved predicting the
subsequent 20 time steps using the initial 80 time steps as input for
each time series.

5.1.2  Temperature Data. For training purposes, data from 2015 and
2016 was utilized, while data from 2017 was reserved for testing.
The construction of the training, testing, and validation datasets
involved randomly sampling 10 time series of lenght 60 per station.
Therefore, each of the train, test, and val datasets consisted of 4220
time series of length 60. The forecasting task entailed using the
initial 50 time steps as the input to predict the subsequent 10 time
steps for each individual time series. We maintained the length of
the past timeseries as 50 to forecast the next 10 steps due to the
small size of the daily temperature dataset, and to minimize the
overlap in the generated time series. This means that we utilized the
temperature data from the past 50 days to predict the temperature
for the upcoming 10 days.

5.1.3  Financial Data. For the training data, we randomly sampled
information from the period between 2000 and 2014. As for the
test data, we sampled information from the years 2016 to 2019. The
training set consists of a total of 46,875 time series with a 0.8 train
and validation split, and we sampled 15,625 time series as the test
set. The forecasting task involved using the first 80 time steps to
predict the subsequent 20 time steps for each time series.

For each of the three datasets, the performance evaluation in-
volved averaging metrics over the 20 predicted time steps for the
synthetic and financial datasets, and over 10 predicted time steps
for the temperature dataset. The overall performance on the test set
is represented by the mean and standard deviation of the evaluation
metrics calculated across the entire testing set for each dataset.
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5.2 Models

5.2.1  ViT-num-spec. ViT-num-spec is our proposed method that
utilizes the vision transformer on a multimodal image of time-
frequency spectrogram augmented with intensities of numerical
time series as the model input. The latent embedding vector has
a dimension of 128. We trained the model using a batch size of
128 and the AdamW optimizer with a weight decay of 0.05. The
training process was performed for a maximum of 200 epochs, and
we implemented an early stopping mechanism with a patience of 10.
The base learning rate and learning rate scheduler hyperparameters
were tuned for each dataset.

5.2.2  ViT-lineplot. ViT-lineplot is a variant of our proposed method
that utilizes the vision transformer on a lineplot visualization of the
time series, without including the frequency information. It shares
the same architecture with ViT-num-spec, including the loss func-
tion. Similar to ViT-num-spec, the base learning rate and learning
rate scheduler hyperparameters were tuned for each dataset in the
case of ViT-lineplot as well.

5.2.3  ViT-num. ViT-num is an ablation study of our proposed
method that uses only the intensities of time series as input, specif-
ically the top price row of a spectrogram image. Similar to ViT-
lineplot, ViT-num shares the same architecture with ViT-num-spec,
and the learning rate and scheduler were tuned for this variant as
well.

5.2.4 DeepAR. DeepAR is an effective supervised learning algo-
rithm used for forecasting univariate time series [28]. It lever-
ages autoregressive recurrent neural networks, specifically built
on LSTM architecture, to generate predictions. DeepAR generates
probabilistic forecasts by training a single model simultaneously on
a vast array of interconnected time series. In our implementation,
we utilized DeepAR to forecast the value distribution for the next
20 steps in the harmonic and financial datasets, while using an
input time series length of 80. For the temperature dataset, we used
an input length of 50 to predict the next 10 steps. We utilized the
normal distribution loss and employed the AdamW optimizer with
a batch size of 128. The model underwent training for a maximum
of 300 epochs, incorporating an early stopping mechanism with
a patience of 15. The initial learning rate was set at le-3 and ad-
justed by a learning rate scheduler with a decay factor of 0.1 and a
patience of 5. To prevent overfitting, a drop rate of 0.1 was applied.
DeepAR generated 200 samples of the prediction target for each
time series, and the final prediction was derived by calculating the
average across these predicted samples.

525 ARIMA. ARIMA (AutoRegressive Integrated Moving Aver-
age) is a forecasting model that combines autoregressive (AR), dif-
ferencing (I), and moving average (MA) components to capture
dependencies and patterns in time series data, enabling predictions
based on past observations [35]. By incorporating lagged values
and previous errors, ARIMA models effectively capture trends, sea-
sonality, and other temporal patterns.

To streamline the modeling process, we utilized the auto-ARIMA
procedure [1]. This automated approach employs algorithms to
systematically search for the optimal ARIMA parameter configura-
tion, utilizing the Akaike Information Criterion. This automated
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parameter selection saves time and eliminates the need for man-
ual tuning. Additionally, we implemented the stepwise algorithm
described in [19] to further enhance the efficiency of the model
selection process.

5.26 EMA. Exponential Moving Average (EMA) is a smoothing
technique commonly employed in data analysis and forecasting.
EMA distinguishes itself from the simple moving average by giving
more significance to recent observations through the use of varying
weights assigned to data points. This weighting scheme grants
EMA the ability to swiftly detect and highlight short-term trends
in the data. By iteratively updating the average, EMA combines
the previous EMA value with the current observation, utilizing a
smoothing factor known as the smoothing constant. This constant
provides control over the level of responsiveness and smoothness
exhibited by the EMA.

5.2.7 Naive. We developed a simplistic baseline model that relied
on the assumption that the last observed value would serve as the
prediction for all future time steps.

5.3 Evaluation metrics

To evaluate the performance of our models, the forecasted prices
were initially transformed back to the original scale. All of our
models produced continuous predictions, and we assessed their per-
formance using three metrics: SMAPE (Symmetric Mean Absolute
Percentage Error), MASE (Mean Absolute Scaled Error) and sign
accuracy.

1) SMAPE: The symmetric mean absolute percentage error
(SMAPE) is defined as,

T
1 ot — %¢|

SMAPE = — _— 3)
T ; (Ixe] + |%¢1) /2

where T denotes the length of the predicted time series (in
our case, T =1, 2, 3, 4, 5); x; and *x; is the observed ground
truth and it’s corresponding forecast at time step t. SMAPE
values lie within [0, 2], with smaller values imply more ac-
curate forecast.

2) MASE: The mean absolute scaled error (MASE) is defined
as,

T Dttt i — %l

MASE = (4)

It i = xima]
It is the mean absolute error of the forecast divided by the
mean absolute error of naive one-step forecast on the in-
sample data. Note that MASE becomes unstable when the
denominator approaches 0. Similar to SMAPE, lower MASE
values indicate better forecasts.

3) Sign Accuracy: This represents the average classification
accuracy across all test samples. A higher accuracy indicates
more precise forecasts. We define three classes to classify
forecast movements: class 1 for "going up", class 2 for "re-
maining flat," and class 3 for "going down". To determine
the class, we compare the difference between the predicted
forecasts and the last observed value in the input time series.
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5.4 Results

We present a summary of our quantitative benchmark results in
Table 1, which includes the mean and standard deviation of the
evaluation metrics calculated across the entire testing set. Addition-
ally, we provide qualitative examples comparing different methods
across all three datasets in Figure 4.

Overall, our proposed approach, ViT-num-spec, demonstrates
its superiority over all state-of-the-art statistical and deep learn-
ing baselines, firmly establishing its competitiveness in the field
of numerical time series forecasting. Notably, it outperforms ViT-
lineplot and ViT-num, thus highlighting the advantages of utilizing
a multimodal image of time-frequency spectrogram augmented
with intensities of numerical time series as the visual representa-
tion for time series data. The successful fusion of the multimodal
image representation and the vision transformer’s simultaneous
learning in both the time and frequency domains plays a crucial
role in significantly enhancing the forecasting performance. This
distinct capability sets ViT-num-spec apart from traditional time
series forecasting methods, providing it with a clear advantage in ef-
fectively handling complex temporal dependencies. In the following
sections, we provide a dataset-wise breakdown of the results to offer
a comprehensive understanding of ViT-num-spec’s performance
across different datasets.

5.4.1 Synthetic data. Among all the evaluated methods, all the
ViT variants outperform all baseline models. This shows that a
vision transformer model can successfully capture the patterns
present in the input signal. Among the Vit methods, ViT-num-spec
performing the best, followed by ViT-num, and then ViT-lineplot.
Moreover, ViT-num-spec’s superiority over ViT-num demonstrates
the benefits of using a multimodal setup that includes both spectro-
gram and intensities. Lastly, ViT-num-spec’s outperformance over
ViT-lineplot underscores the superiority of using time-frequency
spectrograms instead of simple lineplot visualizations for represent-
ing time series data. All these findings emphasizes the advantage
of utilizing multimodal representations for time series forecasting,
where the combination of spectrogram and intensities contributes
to improved performance in capturing complex temporal patterns.

5.4.2 Temperature data. Among all the evaluated methods, ViT-
num-spec emerges as the top performer in terms of SMAPE and
MASE, However, DeepAR achieves the highest accuracy in sign
predictions. Note that the sign accuracy of ViT-num-spec is better
than other ViT variants. While sign accuracy is crucial for making
correct directional predictions, SMAPE and MASE are considered
more crucial for achieving precise temperature forecasts. The per-
formance of ViT-num-spec is still better than other ViT variants.
This trend is consistent with what was observed in the synthetic
datasets. This further highlights the significance of incorporating a
vision transformer in a multimodal setup that includes both spec-
trogram and intensities.

5.4.3 Financial data. Among the three datasets, financial time
series present the most significant forecasting challenges. Prior
research [24] indicates that financial data exhibits properties re-
sembling randomness at short scales and lacks evident periodic
patterns at larger scales. When considering SMAPE and MASE, all
methods demonstrate similar performance, except for ViT-lineplot,
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Baselines ViT

SMAPE | Naive EMA ARIMA DeepAR ViT-num ViT-lineplot  ViT-num-spec

Synthetic 1.234 £ 0.442 1.242 £ 0.447 0.549 £ 0.379 1.073 £0.403 | 0.376 £ 0.294 0.531 = 0.346 0.304 + 0.258
Temperature 0.134 £ 0.110  0.132 £0.109 0.136 £ 0.109 0.128 £ 0.102 | 0.132 + 0.104 0.135 £ 0.107  0.125 + 0.100

Financial 0.036 + 0.028 0.036 + 0.028 0.041 + 0.035 0.038 + 0.030 | 0.036 + 0.028 0.068 + 0.054 0.036 + 0.028

MASE |

Synthetic 5.272 £3.892 5.265+£3.899 2.194 +£2.679 4.225+4.092 | 0.921 +1.078 1518 +1.704  0.757 £ 0.974
Temperature 1.497 £ 0.885 1.460 +0.862 1.499 +0.818 1.446 +0.792 | 1.513 £0.843 1.526 £0.904  1.413 + 0.793

Financial 3.486 + 2.789 3.487 = 2.788 3.884 £3.076 3.659 £ 2.905 | 3.464 £ 2.796 6.383 £ 4.344 3.461 + 2.801

Sign accuracy T

Synthetic 0.0% 44.3% 88.0% 75.1% 94.4% 90.9% 95.7%
Temperature 0.2% 59.5% 60.4% 65.1% 61.3% 60.7% 64.2%

Financial 0.3%/0.0% 49.7%/50.7%  50.6%/50.9  51.5%/53.0% | 54.3%/57.4% 50.3%/50.5%  54.4%/ 58.4%

Table 1: Summary of the evaluation metrics: For the financial dataset, we report both the original/thresholded sign accuracies
(threshold is 20% of the standard deviation of past time series data). The results are reported as the mean =+ standard deviation
of the evaluation metrics calculated across the entire testing set.

which performs the worst among the evaluated methods. Upon
analyzing sign accuracy, it becomes evident that ViT-num-spec
and ViT-num outperform the other methods. Thus, lineplots are
not a good visual representation of financial data. For practical
decision-making in financial scenarios, buying or selling actions
are usually executed only when the predicted change exceeds a cer-
tain significant threshold. To address this, we apply a thresholding
technique where the threshold value is set to 20% of the standard
deviation of the past time series data. By using this threshold, we
evaluate the sign accuracy of the predictions, which provides a
more realistic representation of the model’s performance in mak-
ing actionable decisions for financial forecasting. Indeed, when
considering the threshold accuracy, ViT-num-spec emerges as the
top performer, closely followed by ViT-num. This reinforces the
advantage of using spectrograms over lineplots for representing
time series data, as demonstrated by the superiority of both ViT-
num-spec and ViT-num over ViT-lineplot. Furthermore, the ground
truth statistics reveal that the distribution of positive, negative, and
neutral signs in the dataset is 55.7%, 44.0%, and 0.3% respectively.
When considering the dominant trend as the forecasted sign, we
achieve an accuracy of 55.7%, which is lower than ViT-num-spec’s
performance after applying thresholding.

In summary, the results validate the effectiveness of our proposed
approach, which combines the multimodal image representation
and the vision transformer’s simultaneous learning in both the
time and frequency domains. This fusion plays a crucial role in sig-
nificantly enhancing the forecasting performance, demonstrating
the capability of achieving state-of-the-art results in time series
forecasting.

6 CONCLUSION

In conclusion, this paper introduces a novel approach for time se-
ries forecasting, utilizing time-frequency spectrograms as visual
representation of raw time sereis and incorporating a vision trans-
former for multimodal learning. We compare our method against
benchmarked methods, including statistical baselines and state-of-
the-art deep learning-based approaches. We also conduct exper-
iments using lineplot as the visual representation of time series

and an ablation study using only the intensities of time series to
demonstrate the superiority of our proposed approach in forecast-
ing across diverse datasets, including synthetic, temperature, and
financial stock price data.
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