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ABSTRACT

The rapidly evolving field of Robotic Process Automation (RPA) has
made significant strides in automating repetitive processes, yet its
effectiveness diminishes in scenarios requiring spontaneous or un-
predictable tasks demanded by users. This paper introduces a novel
approach, FlowMind, leveraging the capabilities of Large Lan-
guage Models (LLMs) such as Generative Pretrained Transformer
(GPT), to address this limitation and create an automatic workflow
generation system. In FlowMind, we propose a generic prompt
recipe for a lecture that helps ground LLM reasoning with reliable
Application Programming Interfaces (APIs). With this, FlowMind
not only mitigates the common issue of hallucinations in LLMs, but
also eliminates direct interaction between LLMs and proprietary
data or code, thus ensuring the integrity and confidentiality of in-
formation — a cornerstone in financial services. FlowMind further
simplifies user interaction by presenting high-level descriptions of
auto-generated workflows, enabling users to inspect and provide
feedback effectively. We also introduce NCEN-QA, a new dataset in
finance for benchmarking question-answering tasks from N-CEN
reports on funds. We used NCEN-QA to evaluate the performance
of workflows generated by FlowMind against baseline and ablation
variants of FlowMind. We demonstrate the success of FlowMind,
the importance of each component in the proposed lecture recipe,
and the effectiveness of user interaction and feedback in FlowMind.

CCS CONCEPTS

« Computing methodologies — Natural language process-
ing; Cognitive robotics; « Information systems — Users and
interactive retrieval.
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Figure 1: FlowMind automates spontaneous tasks demanded
by users through on-the-fly workflow generation, advancing
beyond traditional automation of repetitive tasks designed
by domain experts.
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1 INTRODUCTION

The paradigm of Robotic Process Automation (RPA) has vastly
transformed the landscape of task execution by enabling the au-
tomation of repetitive processes. However, its reliance on expert
knowledge and well-defined procedures can fall short in situations
where more spontaneous or unpredictable tasks arise. To address
these challenges, we explore the capabilities of Large Language
Models (LLMs) and present a framework that leverages their poten-
tial to create a versatile, dynamic, and secure workflow generation
system.
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In this paper, we introduce a novel approach, FlowMind, that
enables automatic workflow generation using LLMs, following the
proposed generic lecture recipe of prompt design. Through an
extensive and rigorous study, we dissect each component of our
prompt design to demonstrate its importance and contributions to
the overall effectiveness of automatic workflow generation. Flow-
Mind allows us to harness the vast capabilities of LLMs, specifically
Generative Pretrained Transformer (GPT) model, in a more de-
fined and structured manner, leading to robust and efficient code
generation for workflow execution.

A key feature of our framework lies in its robustness against hal-
lucinations often experienced with LLMs. We ground the reasoning
of LLMs with the aid of Application Programming Interfaces (APIs).
These APIs are reliable functions developed and tested by domain
experts, ensuring their accuracy and reliability. Proprietary soft-
ware developed in industry is typically composed of such reliable
APIs. FlowMind is able to leverage APIs provided to it while en-
suring that the LLMs do not directly interact with any proprietary
code or data, protecting code and data privacy. This protection
is achieved by allowing LLMs to act only on the high-level de-
scriptions of the APIs, enhancing security and ensuring a reliable
generation of workflows.

Understanding the necessity for human oversight, our system
also integrates user feedback. Without assuming the programming
experiences of the user, the system provides a high-level description
of the auto-generated workflow, allowing novice users to inspect
and provide feedback. FlowMind then takes the user feedback and
adjusts the generated workflow if needed. This two-way interaction
empowers users to enhance the workflow based on their knowledge
and the unique demands of their tasks, thus enhancing the flexibility
and adaptability of our system.

As part of our contribution to the broader research community,
we provide a benchmark dataset NCEN-QA in finance, built on
top of N-CEN reports!. This dataset serves as a robust platform for
evaluating workflow generation systems, particularly in question-
answering tasks in the domain of funds. Our experiments on NCEN-
QA demonstrate the effectiveness of our proposed method. We
believe this dataset will open new avenues for performance compar-
isons and drive the advancement of workflow generation research
in finance.

Overall, our contributions are three-fold:

e We propose FlowMind, a novel approach that facilitates auto-
matic workflow generation using LLMs, which addresses hallu-
cination and data privacy concerns, underpinned by a generic
lecture recipe of prompt design.

e QOur system incorporates a feedback mechanism enabling users
to effectively inspect and provide inputs to refine the generated
workflow when needed.

e We offer a benchmark dataset NCEN-QA in the field of Finance
for evaluating workflow generation in handling question-answering
tasks on funds.

Next, we will introduce and discuss the relevant literature in
section 2, the proposed FlowMind method 3, as well as experiments
results and analysis in section 4.

Thttps://www.sec.gov/files/formn-cen.pdf
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2 RELATED WORK
2.1 Robotic Process Automation

Robotic Process Automation (RPA) has been widely recognized for
its potential to automate repetitive tasks in various industries [11,
22, 30]. For instance, repetitive tasks such as data entry, invoice
processing, or customer service responses have been successfully
automated using RPA [10, 28]. These tasks often involve pre-defined
workflows that, once created, can be reused multiple times, signifi-
cantly enhancing the efficiency and accuracy of the tasks. Based
on rule-based business processes, or by observing human digital
actions, RPAs provide a software solution to automating repetitive
tasks and has seen success across various domains. However, this
approach requires expert knowledge and well-defined procedures
or steps [9], which are not always available, especially for more
spontaneous or unpredictable tasks. Additionally, RPAs lack objec-
tive reasoning around its application or development [26]. When
dealing with such tasks, which users might interactively demand,
the limitation of RPA becomes apparent. Pre-defined workflows are
inadequate for handling such situations, necessitating automatic
workflow generation to manage them effectively.

2.2 LLM:s for Coding

Language Models (LLMs), especially in their use for code generation,
have seen considerable exploration and advancement [16, 18, 27].
The rise of the Generative Pretrained Transformer (GPT) mod-
els [19, 20] has spurred further exploration, specifically regarding
their potential to generate code in various domains [13, 29]. Fur-
thermore, prior work has explored chain of thought through code,
as demonstrated in [12] for robotic programs, action plan genera-
tion [6], web browsing [15], learning tools [24], or generating valid
arithmetic programs [8]. Recently, LLMs have shown the ability to
construct modular code for visual question answering based on ab-
stractions of high-level APIs [25]. These studies utilized techniques
like prompt engineering and few-shot learning to harness the ca-
pabilities of GPT for code generation. However, while promising,
much of this work has been somewhat anecdotal, providing qualita-
tive examples and demonstrations but lacking rigorous analysis of
quantitative performance against benchmark datasets. Few LLMs
have been fine-tuned on finance-related tasks [14, 31-33], however,
none of these focused on leveraging LLMs for coding. Our work
leverages LLMs for coding workflow structures and we introduce a
new dataset in Finance for rigorous evaluation.

2.3 Workflow Generation with LLMs

Building on the capabilities of LLMs for code generation, recent
advancements have seen the development of application tools that
leverage LLMs for workflow generation, such as Langchain [2], Hug-
gingFace’s Transformer Agent [5], and AutoGPT [4]. Langchain,
for instance, focuses on integrating LLMs with external data, utiliz-
ing a scalable approach to chunk data for interaction with a large
database. However, applying this in fields like finance raises serious
data privacy concerns because the model directly interacts with the
data. With powerful LLMs like GPT, where inference doesn’t occur
locally, it is critical to limit direct interaction with private data as
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Figure 2: Overview of FlowMind framework. (a) Stage 1: we follow the proposed generic lecture recipe to generate a lecture
prompt, which educates the LLM about the context, APIs, and get ready to write code; (b) Stage 2: LLM can then take user
queries or tasks and auto-generate the workflow code that makes use of the introduced APIs. The workflow code is executed
to deliver the result. During stage 2, we enable a feedback loop between FlowMind and the user, where FlowMind provides
high-level description of the generated workflow in plain-language, and the user inputs feedback to FlowMind to approve or

refine the workflow if needed.

much as possible. On the other hand, Transformer Agent, while be-
ing a novel approach to task automation, is primarily aimed at com-
bining different transformer models for user-requested tasks. Thus,
it might not be flexible enough to easily incorporate other types
of functions/models typically developed as proprietary software
in various industries. AutoGPT provides limited problem-solving
capabilities due to the limited set of functions in its library, such
as web browsing and executing code. Our proposed method, in
contrast to the aforementioned tools, offers a more generic and
adaptable approach to workflow generation, allowing user requests
to be handled without 1) breaching data privacy or 2) making as-
sumptions about the types of functions/models to be combined
during code generation.

3 METHOD

The FlowMind framework functions in two primary stages as illus-
trated in Figure 2: 1) initial lecture to the LLM on the task context
and available APIs, and 2) subsequent workflow generation using
the APIs and workflow execution to deliver the result to user. Dur-
ing stage 2, we enable an optinal feedback loop between FlowMind
and the user such that user can easily review and provide feedback
to FlowMind, and FlowMind can adjust the generated workflow
accordingly.

3.1 Lecture to LLM

The first stage of the FlowMind framework involves a lecture on the
context, available APIs, and the need to generate workflow code
for the LLM. We adhere to our proposed generic lecture recipe to
generate an informative lecture on the context and APIs, ensuring
the LLM has a clear understanding of the overall goal, as well as the
scope, inputs, and outputs of the functions in the APIs. The lecture
recipe is crafted with three components, each with a distinct role.
Specifically, the proposed lecture prompt recipe covers:

e Context: First we introduce the context which covers the domain
of the expected tasks/queries from the user. For example, in
our experiments, we set up the context as handling information
queries from user, as shown in Figure 3.

e APIs: Then we provide a list of structured descriptions of the
available APIs to use for the LLM. Importantly, we introduce the

name of the function, the input arguments, and the output vari-
ables. Note that the function names, input arguments, and output
descriptions must be semantically meaningful and relevant to
the context above such that the LLM can comprehend to make
good use of the functions.

e Code: Lastly we ask the LLM to prepare to write the workflow
code using the provided APIs upon receiving user query/task.

An example of such a lecture in our experiments is shown in Fig-
ure 3. The crafted prompt following the lecture recipe enables the
LLM to gain the necessary understanding of the context and avail-
able APIs, to utilize them in the subsequent stage of workflow
generation effectively. We highlight the effect of each component
in the lecture recipe in our experiments.

3.2 Workflow Generation and Execution

In the second stage, LLM leverages the API knowledge gained from
the first stage to take user queries or tasks and generate correspond-
ing workflow code. This stage involves two key components: code
generation and code execution. In code generation, LLM creates a
workflow, making use of the introduced APIs to address the user’s
query or task effectively. The workflow is then executed to gener-
ate the output to user. We show examples of the auto-generated
workflows by FlowMind and derived answers to several sample
user questions in our Experiments (Figure 4, 5, 6).

A distinct feature of FlowMind is the ability to take user feed-
back during the second stage. The system presents a high-level
description of the generated workflow to the user, enabling users to
understand the workflow’s functionality and structure without the
need to closely examine the underlying code. This allows the users
to effectively provide feedback on the generated workflow, which
the LLM can then incorporate to refine the workflow if necessary,
ensuring that the system accurately addresses the user’s needs. We
prompt LLM with "Could you provide a concise high-level summary
of the flow of code? Then take feedback to see if code needs to be
updated"” to get the high-level workflow description. Examples are
discussed and shown in Experiments (Figure 7).
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The main functions you can use are:
-get_all_reports(): Returns all N-CEN reports.

the fund_name.

describes a fund.

input report.

specified entity_label from the input text block.

value_name from the input text block.

.

is to respond to information

-get_report(fund_name): Returns the N-CEN report that contains the fund specified by
-segment_report(report): Returns parsed blocks from the input report, each block
-fetch_block(report, fund_name): Returns the corresponding block for the fund in the
-extract_entity(block, entity_label): Extracts the name of the entity that is in the

-extract_value(block, value_name): Extracts the numeric value as specified by the

Wait for user queries, then write python code (with modularization) and use these
functions to respond. let me know once you are ready for user queries.

Before LLM takes any questions
from users, we first give a lecture
to LLM in stage 1.

1. Setup the context;
2. Describe tools;

3. Ask to write code to use
the tools

J

Figure 3: Before an LLM takes any queries or tasks from users, we first give a lecture to it. We show an example of such a lecture
above. The proposed generic lecture recipe includes: 1) setting up the context, 2) enumerating the available APIs with each
function declaration, parameters, and high-level descriptions, and 3) prompting the LLM to write workflow code using these

APIs.

4 EXPERIMENTS

To evaluate the effectiveness of FlowMind, we propose a benchmark
dataset, NCEN-QA, derived from N-CEN reports on funds in the
domain of Finance. In addition, N-CEN APIs were provided to
FlowMind to consume and extract information from N-CEN reports.
We used GPT as the LLM in the proposed framework.

By lecturing FlowMind on the N-CEN APIs, we carried out rigor-
ous assessments of FlowMind’s ability to auto-generate workflows
to handle question-answering tasks in NCEN-QA. We demonstrate
that FlowMind, even without user feedbacks, already significantly
outperformed GPT question answering based on context retrieval,
a commonly adopted methodology in the literature [17, 21, 23]. Our
ablation studies reveal the importance of each component in our
lecture prompt recipe introduced in Section 3.1. Furthermore, we
show that FlowMind’s performance can be further boosted when
user feedbacks are incorporated.

Next, we first introduce N-CEN reports in the finance domain
and how we composed the NCEN-QA dataset in Section 4.1, discuss
the N-CEN APIs in Section 4.2, then the benchmarked methods
in Section 4.3, and experiments results in Section 4.4. Throughout
the experiments, we used gpt-3.5-turbo with temperature 0 to
minimize randomness.

4.1 NCEN-QA

We composed the NCEN-QA dataset by creating 600 question-
answer pairs centered on fund data found in N-CEN reports. N-CEN
reports are mandatory annual filings for registered investment com-
panies in the US, with each report submitted on a trust level, mean-
ing each company could submit one report representing numerous
funds. These reports provide a wealth of information on a range
of funds, including their custodians, pricing services, investment
advisors, gross commission, fund net assets, etc.

We crawled the most recently filed N-CEN reports from each
reporting investment company on the public database Edgar [1]
from the U.S. Securities and Exchange Commission (SEC) site. We
scraped the reports across the past 3 years (prior to May 11th, 2023),
at a maximum throughput of 10 reports per sec (SEC site limits for
a single host), yielding 8,548 reports. Among these reports, there
are duplicates of reported funds, and we cleaned the data to retain
the most recent filing of each fund. As a result, we gathered 2,794
reports which covered a grand total of 12k funds. Based on the
crawled data, we then composed sets of fund questions at varying
difficulty levels NCEN-QA-Easy, NCEN-QA-Intermediate, and
NCEN-QA-Hard, each containing 200 question-answer pairs, as
explained below.

4.1.1 NCEN-QA-Easy. In this set, each question focuses on a
single piece of information about a fund, requiring the investigation
of only one N-CEN report in which the fund was reported, and in
particular the specific block of texts describing the queried fund.
Example questions include:

> Q1: Who is the custodian for the Precious Metals Mutual Fund?
> Q2: What is the gross commission for the Rule One Fund?

We sampled 200 funds and derived the answers accordingly
from N-CEN reports, encompassing both types of questions as
shown in Q1 and Q2. Q1-type questions are focused on entities
that provide certain services for the queried fund, including the
custodian, investment advisor, collateral manager, administrator,
and pricing services. On the other hand, Q2-type questions are
focused on numbers such as gross commission and purchase sales.
We kept the 200 question-answer pairs roughly evenly spread over
the aforementioned fund information.

4.1.2 NCEN-QA-Intermediate. In this set, each question also
focuses only on one fund. However, the question is slightly more
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complex than the ones in NCEN-QA-Easy because it requires math-
ematical operations (e.g. division) on top of multiple pieces of in-
formation regarding the queried fund. Example questions include:

> Q1: What is the ratio of the gross commission against fund net
assets for the SFT International Bond Fund?

> Q2: What is the ratio of the total purchase sale against fund net
assets for the Core Fixed Income Portfolio?

Similarly to NCEN-QA-Easy, we sampled 200 funds and derived
the answers manually from N-CEN reports. We evenly spread the
200 question-answer pairs over the Q1- and Q2-type of questions.

4.1.3 NCEN-QA-Hard. In this set, each question focuses on mul-
tiple funds, thus presenting a bigger challenge than NCEN-QA-Easy
and NCEN-QA-Intermediate. Some example questions are shown
below. Q1-type questions require aggregation across multiple funds.
Q2-type questions require a full investigation of all reported funds
and gather all the funds which are using the specified services (e.g.
investment advisor being AlphaMark Advisors), the answer could
range from one to multiple funds.

> Q1: What is the gross commission aggregated over funds Clear-
Bridge Dividend Strategy Fund, Baird Mid Cap Growth Fund, and
Baron Discovery Fund?

> Q2: What funds do the investment advisor company AlphaMark
Advisors, LLC manage?

For Q1-type questions, we sampled around 70 tuples of funds
and varied the questions between "gross commission" and "total
purchase sale". For Q2-type questions, we sampled around 130
service companies across custodians, investment advisors, collateral
managers, administrators, and pricing services, and asked about the
funds that are using each of these service companies. The longest
answer for Q2-type questions in our dataset contained 12 funds. In
total, we again had 200 question-answer pairs in this set, same as
the other two sets.

4.2 N-CEN APIs

In FlowMind, we ground the ability of LLMs to reason with reli-
able Application Programming Interfaces (APIs), as discussed in
Section 3. The strength of APIs lies in their robustness, having been
designed by domain experts capable of handling vast amounts of
data in a structured, parallelized, and deterministic manner. Com-
bining LLMs with APIs stands in stark contrast to solely relying
on LLMs alone, which can exhibit limitations such as hallucination
and token restrictions.

In our experiments, we developed domain-specific APIs for pro-
cessing N-CEN reports. FlowMind, in turn, is provided with high-
level natural language descriptions of these APIs and is tasked with
autonomously generating workflows. These workflows consist of a
series of calls to the given APIs, ultimately formulating the answer
to the user’s query step by step.

We incorporated 6 crucial APIs into our framework as enumer-
ated in Figure 3. These APIs encapsulate specific subject matter
expertise concerning fund structures and the SEC reporting mech-
anism, enabling accurate parsing and extraction of information
from structured content. Our APIs cover 3 main aspects: retrieval,
partition, and extract, as explained below in detail.

ICAIF °23, November 27-29, 2023, Brooklyn, NY, USA

4.2.1 Retrieval. In order to fetch the correct N-CEN report, we rely
on rapidfuzz [7] to disambiguate the input fund name into an N-
CEN Accession Number, a unique identifier linking that fund to its
most recent report in the get_report function. get_all_reports
gathers all the cached results of get_report applied to every fund
name in our dataset. In addition, since a single report may contain
multiple funds, fetch_block can retrieve a single fund block of
text within the input report given a specified fund name.

4.2.2  Partition. segment_report function segments an input N-
CEN report into a list of fund blocks. This is useful for cases where
all funds in a report must be examined for a query.

4.2.3 Extract. extract_entity and extract_value are responsi-
ble for extracting entity names and certain numbers, respectively.
Entities are reported in XML-like blocks with names, identifiers,
and other pertinent information such as state, country, classifica-
tion, etc. Therefore, extract_entity discovers all named entities
in a fund block. We again use rapidfuzz to match a query entity
label to the ones discovered in a fund block (e.g., ‘custodian’, ‘col-
lateral manager’). Similarly, extract_value extracts named values
such as ‘gross commission’ and ‘purchase sales’.

4.3 Benchmarks

We benchmarked the proposed method FlowMind with and without
user feedback, against the commonly adopted methodology of LLMs
question answering based on context retrieval (GPT-Context-
Retrieval). We also carried out an ablation study where we altered
each component in the proposed generic lecture recipe (Section 3.1)
and benchmarked the performance of each ablation variant of Flow-
Mind.

4.3.1 GPT-Context-Retrieval. A common strategy of question an-
swering without re-training LLMs is to retrieve relevant context
to a user question, and prepend the retrieved context to the user
question when prompting LLMs [17, 21, 23]. In our experiments, we
used GPT as the LLM and text-embedding-ada-002 [3] to mea-
sure the relevancy between a given context and a question. First,
we used get_all_reports and segment_report (as introduced in
Section 4.2) to get the full list of segmented fund blocks, where
each fund block contains the information about a fund. Then, we
embed each fund block and the user question into a latent vector
using text-embedding-ada-002. We then compare the embedded
fund blocks and the embedded user question via cosine similarity
to identify the top k fund blocks that are most relevant to the ques-
tion. These fund blocks are then prepended to the question when
prompting GPT to output the answer. We used k = 1 when evaluat-
ing on NCEN-QA-Easy and NCEN-QA-Intermediate because each
question is regarding a single fund, and k = 3 when evaluating
on NCEN-QA-Hard because the questions are regarding multiple
funds.

Note that some fund blocks are too long during embedding
and must be truncated to 8,191 tokens due to the input limit of
text-embedding-ada-002. When prompting GPT, we also had to
truncate the retrieved top k fund blocks so the prompt is within
the 4,096 token limit. These truncations inevitably threw away
information that could be useful for question answering.
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Baseline Ablation Proposed
Accuracy T GPT-Context-Retrieval | FlowMind-NCT FlowMind-BA FlowMind-NCP | FlowMind FlowMind+feedback
NCEN-QA-Easy 63.5% 88.0% 58.0% 2.5% 99.5% 100.0%
NCEN-QA-Inter 28.0% 91.0% 52.5% 0.0% 99.0% 100.0%
NCEN-QA-Hard 8.5% 67.8% 28.6% 6.5% 89.5% 96.0%

Table 1: Accuracy of outputs from all benchmarked methods. The proposed methods outperformed the baseline significantly.
The ablation study reveals the importance of each component in the proposed generic lecture recipe.

Who is the custodian for the CROMWELL
CENTERSQUARE REAL ESTATE FUND?

def get_custodian(fund_name):
report = get_report(fund_name)
block = fetch_block(report, fund_name)
custodian = extract_entity(block, "Custodian™)
return custodian

=
=
b
S
=

fund_name = "CROMWELL CENTERSQUARE REAL ESTATE FUND"
custodian = get_custodian(fund_name)
print("The custodian for the", fund_name, "is", custodian)

REAL ESTATE FUND is U.S. Bank National Association

: “ The custodian for the CROMWELL CENTERSQUARE

What is the gross commission for the TCW ARTIFICIAL
INTELLIGENCE EQUITY FUND?

def get_gross_commission(fund_name):
report = get_report(fund_name)
block = fetch_block(report, fund_name)
gross_commission = extract_value(block, "gross_commission")
return gross_commission

Workflow

fund_name = "TCW ARTIFICIAL INTELLIGENCE EQUITY FUND"
gross_commission = get_gross_commission(fund_name)
print("The gross commission for", fund_name, "is", gross_commission)

The gross commission for TCW ARTIFICIAL
INTELLIGENCE EQUITY FUND is 5185.46

Figure 4: NCEN-QA-Easy: example questions, corresponding workflow and result generated by FlowMind.

4.3.2 FlowMind-NCT. The first ablation variant of FlowMind is
FlowMind-NoConText, which means we don’t provide the context
when giving the lecture to GPT in FlowMind. This is to study
the effect of the Context component as explained in Section 3.1.
Specifically, we removed the first context sentence from the lecture
prompt to GPT.

4.3.3 FlowMind-BA. The second ablation variant of FlowMind
is FlowMind-BadApis, which means we don’t provide semanti-
cally meaningful names for the input arguments in the APIs’ high-
level descriptions. This is to study the effect of the APIs compo-
nent as explained in Section 3.1. For example, the description of
get_report(fund_name) becomes get_report(x), followed by
"Returns the N-CEN report that includes the fund x".

4.3.4  FlowMind-NCP. The third ablation variant of FlowMind is
FlowMind-NoCodePrompt, which means we don’t explicitly ask
GPT to write code. This is to study the effect of the Code component
as explained in Section 3.1. In particular, the last sentence in the
lecture prompt to GPT becomes "Wait for user queries, then try to
use these functions to respond assuming you have access to these
functions. Let me know once you are ready for user queries".

4.4 Results

We evaluated the proposed methods and all the methods mentioned
in Section 4.3 using the curated NCEN-QA dataset. We report the
benchmarked accuracy of each method in Table 1. The accuracy was
measured by comparing the output answer to the ground truth. For
questions related to entity names, an answer is considered accurate
only if it captures all the entity names in the ground truth. For
questions related to numbers, an answer was deemed accurate if

it matched the ground truth number after rounding to the ground
truth’s precision.

Our results revealed that FlowMind, even without user feed-
back, significantly outperformed the GPT-Context-Retrieval base-
line method. We show some qualitative examples of FlowMind in
Figure 4, 5, 6. The baseline’s performance notably degrades as the
complexity of questions increases, often due to 1) truncation on the
retrieved context to fit within GPT input token limits, 2) halluci-
nation, 3) retrieval of incorrect context, and 4) inaccurate number
calculation.

In our ablation study, we found each component of the lecture
recipe to be vital for FlowMind’s success. FlowMind-NCT, which
excluded context in the lecture prompt, performed worse than the
standard FlowMind, emphasizing the need for context. FlowMind-
BA’s poor performance highlighted the importance of quality API
descriptions with semantically meaningful argument names; it of-
ten failed due to incorrect API calls or use of wrong arguments.
FlowMind-NCP, which did not generate any executable workflow
code in most cases, yielded the lowest accuracy, indicating the
necessity of explicit prompting LLM to write code to express the
workflow that derives the answer.

We further improved FlowMind’s performance by incorporating
user feedback, allowing it to update the workflow after generating
the first executable workflow code based on user suggestions. This
led to increased accuracy, as evident in NCEN-QA-Easy shown in
Figure 7, where a question was about the purchase sale of a fund
with ‘February’ in its name. Initially, FlowMind misunderstood the
question, interpreting 'February’ as the month of a fund’s purchase
sale, rather than recognizing it as part of the fund’s name. With
user feedback, however, this confusion was clarified, and FlowMind
adjusted its workflow to correctly interpret ‘February’ as part of the
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What is the ratio of the total purchase sale against fund net
assets for the SIIT CORE FIXED INCOME FUND?

def get_ratio_of_purchase_sale_to_net_assets(fund_name):
report = get_report(fund_name)
block = fetch_block(report, fund_name)
purchase_sale_value = extract_value(block, "Total Purchase/Sale")
net_assets_value = extract_value(block, "Net A ")

ratio = purchase_sale_value / net_assets_value

return ratio

Workflow

fund_name = "SIIT CORE FIXED INCOME FUND"
ratio = get_ratio_of_purchase_sale_to_net_assets(fund_name)
print("The ratio of total purchase sale against fund net assets for",

‘ The ratio of total purchase sale against fund net assets
for SIIT CORE FIXED INCOME FUND is 7.61

What is the ratio of the gross commission against fund net
assets for the DIMENSIONAL US REAL ESTATE ETF?

def get_ratio_of_gross_commission(fund_name):
report = get_report(fund_name)
block = fetch_block(report, fund_name)
gross_commission = extract_value(block,
net_assets = extract_value(block, "net_assets
ratio = gross_commission / net_assets
return ratio

Workflow

fund_name = "DIMENSIONAL US REAL ESTATE ETF"

ratio = get_ratio_of_gross_commission(fund_name)

print("The ratio of gross commission against fund net assets for",
fund_name, "is", ratio)

The ratio of gross commission against fund net assets for
DIMENSIONAL US REAL ESTATE ETF is 1.52e-05

Figure 5: NCEN-QA-Intermediate: example questions, corresponding workflows and results generated by FlowMind.

What funds does the investment advisor company
PRINCETON FUND ADVISORS LLC manage?

def get_managed_funds(advisor_name):
all_reports = get_all_reports()
managed_funds =[]

for report in all_reports:
blocks = segment_report(report)

for block in blocks:
advisor = extract_entity(block, "investment_advisor")

if advisor == advisor_name:
e = extract_entity(block, "fund_name")
d_funds.append(fund_name)

=
=
£
)
=

FUND ADVISORS, LLC"
managed_funds = get_managed_funds(advisor_name)

print("The funds managed by", advisor_name, "are")
for fund in managed_funds:
print(fund)

The funds managed by PRINCETON FUND ADVISORS,
LLC are: Princeton Long/Short Treasury Fund, Alpha
q Intelligent - Large Cap Growth ETF, Alpha Intelligent -

Large Cap Value ETF, Deer Park Total Return Credit Fund, :

Princeton Premium Fund, Eagle MLP Strategy Fund

What is the total purchase sale for funds NORTHERN
SMALL CAP CORE FUND, JNL/AMERICAN
FUNDS GLOBAL GROWTH FUND, and SIIT
ULTRA SHORT DURATION BOND FUND?

def get_total_purchase_sale(fund_names):
total_purchase_sale = 0

Get all N-CEN repor
reports = get_all_reports()
for fund_name in fund_names:
Get the N-CEN report for the fund
= get_report(fund_name)
1 the corresponding block for the fund in the report
fetch_block(report, fund_name)
Extract the purchase sale value from the block
purchase_sale = extract_value(block, "purchase_sale")
dd the purche le value to the total
total_purchase_sale += purchase_sale
return total_purchase_sale

=
=
=
S
=

List of funds
fund_names = ["NORTHERN SMALL CAP CORE FUND",
"JNL/AMERICAN FUNDS GLOBAL GROWTH FUND", "SIIT
ULTRA SHORT DURATION BOND FUND"]

Calculate the total purchase sale for the funds
total_purchase_sale = get_total_purchase_sale(fund_names)
print("The total purchase sale for the funds is:", total_purchase_sale)

u The total purchase sale for the funds is 1.66e09

Figure 6: NCEN-QA-Hard: example questions, corresponding workflows and answers generated by FlowMind.

fund name, not a time reference. For NCEN-QA-Intermediate and
NCEN-QA-Hard, user feedback helped correct false assumptions
regarding the information that could be extracted using the extract
APIs (Section 4.2.3). For instance, FlowMind initially operated under
the assumption that ‘gross commission ratio’ was a value that

could be directly extracted, when it actually required computation.

Another example was with the terms ‘purchase’ and ‘sale’, which

FlowMind initially considered as separate values for extraction.

However, they were part of a single term, "purchase sale", that

needed to be extracted as a whole. FlowMind was able to correct its
workflow based on user feedback, thus boosting its performance to
100% or near 100% across the datasets.

5 CONCLUSION

In conclusion, our work presents a significant leap in using LLMs
for automatic workflow generation. By combining lecture prompt
design, user feedback, and secure, grounded reasoning, FlowMind
provides a reliable, adaptable, and efficient solution for handling
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What is the total purchase sale for the FT CBOE VEST U.S.
» EQUITY DEEP BUFFER ETF - FEBRUARY?

def get_total_purchase_sale(fund_name, month):
report = get_report(fund_name)
block = fetch_block(report, fund_name)
total_purchase_sale = extract_value(block, "purc
return total_purchase_sale

sale_" + month)

fund_name ="FT CBOE VEST U.S. EQUITY DEEP BUFFER ETF"
month = "FEBRUARY"

total_purchase_sale = get_total_purchase_sale(fu

print("The total pt e for", fund_name, '
total_purchase_sale)

Workflow

High-level workflow description

Here is a high-level summary of the flow of code:

- The N-CEN report for the specified fund is obtained using the “get_report™
function.

- The corresponding block for the fund is fetched from the report using the
“fetch_block™ function.

- The total purchase sale value for the specified month is extracted from the
block using the “extract_value™ function

=
&
=
<)
=

Zeng, et al.

The total purchase sale for the FT CBOE VEST U.S.
EQUITY DEEP BUFFER ETF - FEBRUARY is 6.33e07

def get_total_purchase_sale(fund_name):
report = get_report(fund_name)
block = fetch_block(report, fund_name)
total_purchase_sale = extract_value(block, "Total Purchas le")
return total_purchase_sale

fund_name =" FT CBOE VEST U.S. EQUITY DEEP BUFFER ETF -
FEBRUARY "

total_purchase_sale = get_total_purchase_sale(fund_name)

print("The total purchase sale for the", fund_name, "is",
total_purchase_sale)

User feedback

The month is not part of the question,
it’s just part of the fund name

O
A

Figure 7: Example of FlowMind correcting workflow given user feedback.

spontaneous tasks with auto-genenated workflows. Our work opens
new avenues for more widespread adoption of LLMs, particularly
in industries where data security and the spontaneity of tasks are
of paramount importance.

We also introduce a new finance dataset NCEN-QA, which serves
as a robust benchmark platform for automatic workflow genera-
tion systems on N-CEN reports question-answering tasks about
funds, thus providing a valuable resource for the broader research
community.

In the future, it’s worth investigating crowdsourcing user feed-
back to refine workflows in FlowMind at scale, as well as life-long
learning over past user-approved examples to evolve its perfor-
mance over time. In addition, FlowMind can be expanded in the
future to handle big libraries of APIs by retrieving the most relevant
APIs for a given task given embedding similarity.
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