
Assessing Credibility Factors of Short-Form Social Media Posts: A
Crowdsourced Online Experiment

Junhao Li
junhao.li@oulu.fi
University of Oulu

Oulu, Finland

Miikka Kuutila
miikka.kuutila@oulu.fi
University of Oulu

Oulu, Finland

Eetu Huusko
eetu.huusko@oulu.fi
University of Oulu

Oulu, Finland

Nimantha Kariyakarawana
vishva.kariyakarawana@oulu.fi

University of Oulu
Oulu, Finland

Marko Savic
marko.savic@oulu.fi
University of Oulu

Oulu, Finland

Nazanin Nakhaie Ahooie
nazanin.nakhaieahooie@oulu.fi

University of Oulu
Oulu, Finland

Simo Hosio
simo.hosio@oulu.fi
University of Oulu

Oulu, Finland

Mika Mäntylä
mika.mantyla@oulu.fi
University of Oulu

Oulu, Finland

ABSTRACT
People commonly turn to the Internet and social media for their
information needs. Most popular social media platforms focus on
short-form content that can be consumed rapidly. Given how fast
such content spreads online, its trustworthiness and credibility have
become important research areas. We investigate how different
factors of social media posts influence their perceived credibility.
We generated health-themed short-form social media posts, varied
specific aspects of those posts, and deployed the variations on three
different online crowdsourcing platforms for credibility assessment.
Our quantitative data analysis reveals, for instance, how author
professions related to healthcare and science increase the perceived
credibility of health-themed posts. Moreover, a higher number of
likes and shares increased the credibility in two out of the three
platforms. Our qualitative results based on questionnaires highlight
personal filtering strategies and critical thinking skills as factors
that influence post credibility online. Consequently, our results
encourage experts to provide information on social media and
to be part of correcting any misinformation as they have higher
credibility. Our work strengthens the previous body of work on the
credibility of online content in general and acts as a starting point
for further studies on social media post content by demonstrating
a systematic, crowdsourced, and scalable approach.

CCS CONCEPTS
• Human-centered computing → Human computer inter-
action (HCI); Empirical studies in collaborative and social
computing; Ubiquitous and mobile computing;
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1 INTRODUCTION
As the Internet has given society access to information world-
wide, people are increasingly making decisions based on online
sources such as social media. Social media platforms are prolifer-
ating rapidly, and while the benefits of rapid information delivery
are undeniable, this development comes with a host of problems as
well. The user-generated content fuelling social media contains both
truths and rumours, and everything in between, and the credibility
of such content can be questioned. For instance, in the American
presidential election in 2016, rumours on social media platforms
quickly became a national scandal. Further, it has also been shown
that, especially during crisis events, people tend to believe and
share misinformation using social media [15].

Credibility is defined as the ability to believe in or trust some-
one [48]. Credibility is one of the oldest communication principles
and has recently been a topic of much attention, especially in the
context of social media and related research. Both communication
scholars and professional communicators have investigated why
some communications are perceived as more trustworthy than oth-
ers [48]. For instance, Xiao et al. have shown that there are multiple
factors that affect the credibility assessment from a reader’s per-
spective, such as argument quality or likeability [60]. And trust
and credibility are used interchangeably by scholars in their meta-
analyses of the credibility of web-based health information [47].
Although credibility assessment is a learnable skill, at least to a
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certain degree [21], credibility assessment remains an important
societal as well as academic challenge.

In this study, our research question is how different determinants
of short-form social media posts affect their perceived credibility.
By short-form social media posts, we refer to the newly-popular
format of content where the consumer typically sees only a short
text piece, along with the author’s profile picture (and perhaps a
name and a bio – depending on the technical implementation of
the platform). We also note that our study is platform-agnostic
in the sense, that we do not study a given platform but include
these typical elements together in a mock-up of such a social media
post. This enables a scalable exploration of the credibility-affecting
factors using crowdsourcing platforms.

To address this, we created a rich set of distinct social media
posts by combining the use of faces from the Chicago Face Data-
base (CFD) [33] (as the profile pictures of the generated posts), and
health claims for nutrition presented by Hans CM and Van der Lans
[55]. We additionally augmented the posts with a different number
of likes and shares, and the post author’s profession, gender, and
ethnicity. We deployed a set of posts to three different crowdsourc-
ing platforms, Amazon’s Mechanical Turk, Toloka, and Prolific, to
obtain a strong sample of post-credibility evaluators.

We make three key contributions:
(1) We contribute to the simultaneous examination of multiple

credibility factors of short-form social media posts. This is
in contrast to most related work that focuses on the effect of
one factor at a time and often on the different types of online
content. To this end, we used a computational approach to
investigate their relative effects on perceived post credibility;

(2) Our investigation examines credibility factors using sam-
ples from multiple online crowdsourcing marketplaces to
increase diversity. Although the sample size is limited in
certain platforms, it enabled us to provide topical discussion
on the suitability of the platforms for this purpose;

(3) We make a novel contribution on how to examine credibility
factors through a computational, systematic approach that
generalises outside the scope of this article.

As an additional technical contribution, we provide a task batch-
ing script for Prolific that allows for distributing arbitrary numbers
of human intelligence tasks to the crowd workers on the platform
in a balanced way. Among others, our quantitative analysis re-
veals that the profession of the author and the content of the post
are particularly relevant to the post’s credibility. Additionally, our
quantitative analysis also suggests that there are clear differences
among the three employed crowdsourcing platforms. Our quali-
tative analysis identifies misleading information, different types of
filtering, critical thinking, source credibility, and consequences of us-
ing social media as particularly intriguing topics that affect people’s
perceptions about social media credibility. Our study provides a
timely investigation of an important topic with a scalable method,
providing implications for similar studies in the future.

2 RELATEDWORK
2.1 Online Content Credibility
Online content credibility is a pivotal issue in today’s society. As
people increasingly turn to online sources for their information

needs, the content they consume affects their decision-making in
important personal as well as societal issues. Information credibility
is at the heart of all decision-making [2]. To this end, Allcott and
Gentzkow [1] discussed the level of exposure to news about the
US presidential election in 2016, discussing how the exposure to
fake news has implications for people’s beliefs in key governmental
functions.

A lot of work has focused on the content itself. Maier et al. [36]
have performed experiments on howmass suffering news makes an
emotional impact on readers, based on four journalistic elements:
story personification, statistical focus, mobilizing information, and
photographic depiction of people in need. Their result indicates
that journalism using narrative techniques can elicit a stronger
emotional response in readers. Similarly, König and Jucks [27] in-
vestigated how normal language style vs. aggressive language style,
and the professional affiliation (scientist vs lobbyist) of a person ar-
guing in a scientific debate, influence their trustworthiness and the
information credibility. They identified that aggressive language
leads to lower credibility and normal language to higher credibility.
In addition, they also found that a lobbyist was perceived as less
trustworthy when compared to a scientist in scientific debates, and
yet the credibility of a lobbyist’s information was not affected when
they delivered scientifically sound and strong arguments. König
et al. [29] investigated the effects of enthusiastic language style on
the credibility of health information. Their results suggest that an
enthusiastic language style leads to lower credibility for scientists
and does not have significant effects on lobbyists. Additionally,
Lid Rosenholm [31] investigated whether humorous jargon affects
users’ trust towards health communication in TikTok. Their results
from eight interviews with Swedish users aged 19-25 reveal that
credibility is heightened when humour is used in health communi-
cation on the platform.

Sauls [46] identified that spelling errors play a role in how cred-
ibility is perceived. Posts without spelling errors were perceived
as significantly more credible than posts with spelling errors. Fur-
ther, in the case of online retailers, it has been shown that content
trustworthiness, expertise, and attractiveness have a positive effect
on purchase intention [14]. Kang [25] analysed the credibility of
blogs and identified that accuracy and topic (focus) are the key
elements to validating the credibility of blog content. Petty et al.
[44] conducted a study about personal involvement as a determi-
nant of argument-based persuasion. Their results suggested that
an increase in involvement is associated with an increase in the
importance of message arguments because people are motivated
to hold "correct" and defensible opinions, and they have a better
framework for things relevant to the self.

Meanwhile, some other studies investigated factors beyond the
content. Many researchers found that the reader demographic fac-
tors affect the perceived credibility. Luo et al. [32] introduced the
truth-default theory to the context of news credibility. Their results
revealed that people often judged news headlines as fake, suggest-
ing a deception bias for news in social media. Metzger and Flanagin
[40] conducted a study about the psychological approaches to assess
the credibility of online information. In their work, they identified
that human information processing activities, demographics, and
personality characteristics influence information evaluation, which
consequently depends from person to person. Zhou et al. [61] found
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that the readers’ age matters. They gathered 59 older adults aged be-
tween 58 and 83 years to examine how eye-catching headlines and
emotional images impact their credibility judgements and spread-
ing of health misinformation. Their results indicate that most of
their participants would rather trust the misinformation to avoid
health risks than doubt it.

Besides that, Maier et al. [35] investigated gender and genera-
tional differences in reader reaction to news reports ofmass violence
in Africa based on the four journalistic elements mentioned before,
in which they found women and readers over 30 years old to ex-
perience a stronger emotional and charitable response. However,
the age gap in emotional response disappeared when presented
with either the just-the-facts story or the statistical story. Johnson
and Kaye [23] investigated the level of interactivity with 15 sources
of political information, as well as the degree of dependence on
each source, credibility perceptions, and the strength of interac-
tivity versus the strength of reliance on credibility judgements.
They identified how gender, age, education, and income level af-
fect the analysis of credibility. Moreover, they also identified that
consumers’ trust and belief in the medium affect the credibility of
the news and their influence on world view. Fogg et al. [16] also
agreed that the readers’ education affects credibility perceptions.
Johnson and Kaye [22] found that older people, males, and those
with a high socioeconomic status tend to be the most critical of the
content in general.

Author demographic factors also matter, like the source of the
content, which is proven in our other study about social media
profile credibility [30]. A study conducted by Johnson and Kaye
[22] has found that online publications are more credible than their
paper-based counterparts, but participants did not judge eachmedia
as credible and suggested that the trust in media is declining. The
source’s credibility is strongly related to the degree to which people
rely on it. Mehrabi et al. [39] conducted a study to determine the
factors that influence the credibility perception of the Internet and
television. They identified a positive relationship between perceived
credibility and the amount of time spent on television viewing and
the Internet. In addition, they found television to be rated as more
credible than the Internet. Wölker and Powell [59] identified the
credibility perceptions of human, automated, and combined news
content. In particular, they identified and demonstrated that both
automated and combined journal articles are credible alternatives to
human-created articles. Moreover, they identified that if the source
is considered credible by the reader, then the messages (news)
published by the source are considered credible by the readers.
Further, Sterrett et al. [50] showed that the reputation of the person
sharing a news article positively affects the perceived credibility
of the story. Author’s gender and ethnicity are also found to affect
the perceived credibility [3, 49]

2.2 Social Media Credibility
Social media plays a critical role in today’s information environment
online. A clear majority of content in social media is user-generated,
making credibility an increasingly difficult issue. Also, the reasons
why people post content online differ significantly from those of e.g.
traditional news media, further exacerbating potential issues with
credibility. A key reason to use social media is to reinforce one’s

identity and to provide a kind of performance online [8]. Further-
more, self-disclosure behaviour, typical on social media platforms,
is proven helpful for users to demonstrate their social capital and
reinforce their concept of self-authenticity [11–13, 32, 58]. Addi-
tionally, research has also focused on how users tend to create their
social norms and cluster around groups that support their views,
regardless of if the views are factual or not [42, 54]. Overall, promot-
ing critical thinking is generally seen as a positive development to
help people understand all kinds of content regardless of whether
it is user-generated or not[21].

Other complicating factors exist. Unlike traditional media, social
media has built-in popularity indicators that skew readers’ opinions,
such as comments, retweets and shares. Previous studies put effort
into investigating whether this unique component of social media
would affect perceived credibility. It is also confirmed that the band-
wagon effect, a cognitive bias of people conforming to the crowd
and the tendency to follow the majority view, exists in people’s be-
haviours and attitudes toward online information [18, 26]. Similarly,
Luo et al. [32] confirmed the effects of endorsement cues in social
media (e.g., Facebook likes) on message credibility and detection
accuracy. Furthermore, Wijenayake et al. [57] conducted experi-
ments on how a combination of critical and supportive comments
on a Facebook news article could influence subsequent readers’
perception of the article’s trustworthiness as well as their response
to it. Their results indicated that people were more inclined to con-
form to the majority and that conformity is more heightened under
critical majorities than under supportive majorities. Results also
suggested that initial confidence displayed a significant negative
effect on people’s conformity behaviour.

Given the prominent role of social media in today’s online en-
vironment, our study focuses on the credibility factors of a highly
popular form of related content: short-form posts, similar to which
are popular on phenomenally influential platforms such as Twitter
or Instagram.

2.3 Summary of Findings
Based on the literature review, we identify four particularly relevant
factors:

• Reader Demographics: age [61], gender, education, income
level [22, 23, 35, 56], personality traits[40].

• Author Demographics: source or Site (publisher) [22, 39,
59], author reputation [14, 50], author’s gender and ethnicity
[3, 49].

• Star Rating/Retweets/Likes: number of positive reviews or
comments[18, 26, 57], number of ratings/likes/shares[14, 32],
star ratings.

• Content: narrative techniques [36], language style [27, 29],
humorous jargon [31], information quality, accuracy and
relevance [14, 25], spelling errors [46].

In this article, we investigate in detail howAuthor Demograph-
ics (profession, age, gender, ethnicity); StarRating/Retweets/Likes
(number of likes and shares); Content (different evidence) affect
credibility. While more exist, we scope our investigation to those
above due to their prevalence in most popular social media plat-
forms today that rely on short-form posts.
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3 RESEARCH METHOD
3.1 Credibility Rating Task
In the present study, we deployed an online credibility rating task
consisting of three health claims on yoghurt. All claims were made
with scientific arguments and originated from a paper by Van Trijp
and Van der Lans [55]. We combined the claims with different
combinations of appearance and profession of authors as well as
the number of shares and likes. In our experimental settings, we
considered three ethnicities, two genders, and four professions for
author profile features. Additionally, we manipulated the posts to
have a different number of likes and shares to investigate the impact.
As a result, there are 648 ( = 3 ∗ 3 ∗ 3 ∗ 4 ∗ 2 ∗ 3) unique scenarios in
total coming from all combinations of those listed below:

• Posts claim (3): Three different health claims about yoghurt
from Van Trijp and Van der Lans [55]:
– Health claim 1: Yoghurt helps you build resistance to
common diseases, because it contains probiotics.

– Health claim 2: Yoghurt keeps you active and going for
longer, because it contains slow-release carbohydrates.

– Health claim 3: Yoghurt helps reduce food intake without
making you feel hungry, because it contains added fibres.

• Likes (3): Number of likes of the posts. Values: 0, 30, 3,600.
• Shares (3): Number of shares of the posts. Values: 0, 57,
5,700.

• Author profession (4): The profession of the author of the
posts. Values: cook, nurse, professor, social media health
influencer.

• Author gender (2): The gender of the author of the posts
demonstrated by the profile picture. Values: female, male.

• Author ethnicity (3): The ethnicity of the author of the
posts demonstrated by the profile picture. Values: Asian,
Black or White.

For profile pictures, we utilised pictures from the Chicago Face
Database (CFD) [33]. CFD is designed to be used in scientific stud-
ies and includes high-resolution, standardised pictures of human
faces of various ethnicities between the ages of 17 and 65. For
each particular model, extensive norming data is supplied. Physical
characteristics (e.g., facial size), as well as subjective judgements by
independent assessors, are included in this data (e.g., attractiveness).
Pictures of 24 individuals were selected based on their different
ethnicity and gender. Additionally, we considered other appearance
features such as attractiveness, facial expression, etc., which might
also influence the result. Therefore, we selected the most average
faces in terms of attractiveness by US-based raters provided in the
CFD dataset. Finally, we selected all pictures of individuals between
the ages of 35 and 45, which was done to ensure that all faces could
match all professions, e.g., having a person titled professor and
a picture of a 20-year-old creates an obvious mismatch between
picture and profession. The selected faces with their professions
are shown in Figure 1.

Each scenario was evaluated five times on all the platforms
resulting in a total of 3,240 (= 5 ∗ 648) evaluations. The evaluations
were performed by differing amounts of respondents, as shown in
Table 2. The number of respondents for the Toloka platform was
considerably higher than the rest, as a respondent could stop doing

the task at any point, and the rest of their tasks would be given to
new participants. The participants were given a post of the health
claim with information on the number of shares and likes and the
profession and profile picture of the author. After reading the post,
the participants submitted their credibility evaluation results using
a slider input element (1 to 7). See Figure 2 for an example of how
a credibility rating task appeared to the respondents on different
platforms.

3.2 Crowdsourcing platforms
According to the results of some previous studies [45, 56], using
the arithmetic mean as an aggregation function provides a high
level of agreement with the expert label. In our work, we deployed
the credibility assessment task to three different paid crowdsourc-
ing and human subject pools online: Amazon’s Mechanical Turk
(MTurk), Prolific, and Toloka. Screenshots of the task on different
platforms can be seen in Figure 2.

MTurk is a commonly used crowdsourcing platform, used in
industry as well as in academia [43]. Typical tasks in MTurk in-
clude short tasks, such as data labelling, sentiment analysis, and
information searches online.

Prolific is a newer platform, founded in 2014, that focuses on
behavioural research. As such, it is more akin to a human subject
pool than a typical crowdsourcing platform.

Finally, we used Toloka, which offers globally millions of workers
mainly for industrial data labelling and collection purposes [9].

For Toloka participants, we paid 4 cents for each social media
credibility rating, and 40 cents for completing the follow-up survey.
Additionally, we paid one and two-dollar bonuses for long and
rational answers to the open-ended questions in the survey. For
MTurk, we paid 4 cents for the ratings and $1.50 for the follow-up
survey, while on Prolific, we paid $0.33 per batch of nine ratings
and $1.67 for the follow-up surveys.

Typically, studies elicit data from only one of these platforms. We
argue that choosing to obtain response data from all three platforms
is a particular strength in our study, as it helps increase diversity
among our participants and increases the external validity of our
results.

Prolific offers a human subject recruiting platform where partic-
ipants must be sent to an external URL to complete tasks. However,
in a research case like ours, where hundreds of permutations of a
post are available, a batching solution to provide the permutations
to any arbitrary number of workers is needed. MTurk and Toloka
offered such a solution, but for Prolific, we needed to implement
one.

To this end, in this article, we also contribute an open-source
software for batching tasks with Prolific (or indeed any human
subject pool that allows sending participants to an URL), available
at GitHub: (URL_REDACTED_FOR_ANONYMISATION). The tool
ensures each subject gets an equal amount of tasks, and that the
tasks are diverse with minimised repetition. The former aspect
is important as it gives each participant an equal say, while the
latter is significant as random sorting can result in some workers
seeing repetitive tasks, which can affect their engagement level and
response quality.
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Figure 1: Faces and professions used in our study.

To illustrate the batching mechanism, let us consider a stack
of N tasks that need to be sorted into M batches. Each worker
will be entrusted with completing one batch of tasks 𝐵𝑖 , with 𝑖 ∈
{1, ..., 𝑀}. To ensure all batches are evenly sized, an upper limit
𝑈𝐿 = 𝑐𝑒𝑖𝑙 (𝑁 /𝑀) is established, which indicates the maximum task
capacity of each batch. The batches are initially empty and are filled
up following this loop:

(1) Task 𝑡 is popped from the task’s stack.
(2) 𝑓𝑠𝑖𝑚 is a similarity function that compares each element of

two tasks and returns a score that is incremented for every
identical element. A cumulative similarity score is computed
between 𝑡 and each 𝐵𝑖 .

𝑆𝑡,𝑖 =
∑︁
𝑏∈𝐵𝑖

𝑓𝑠𝑖𝑚 (𝑡, 𝑏) ∀𝑖 ∈ {1, ..., 𝑀}

(3) Ignoring those batches which are larger than 𝑈𝐿, 𝑡 is sorted
in the batch with the lowest cumulative similarity score,
𝑡 →𝑚𝑖𝑛𝑖∈{1,...𝑀 } (𝑆𝑡,𝑖 )

(4) The process is repeated until all tasks are sorted into batches.

Each participant needs to rate at least one post, and they would
not rate posts with identical elements rated before. Toloka and
MTurk provide this function. For Prolific, we used the above-mentioned

open-source software to achieve that. The task procedure is as fol-
lows:

(1) Accept the task
(2) Redirect to the credibility rating task page as shown in Figure

2
(3) Read the post and give a credibility rating.
(4) Click next if the participant wants to rate another post. The

next button is not shown in MTurk and Toloka because the
platform provides it.

3.3 Follow-up Survey
After completing the credibility rating task, described in Section 3.1,
we invited the respondents to answer a follow-up survey consisting
of collecting background and demographic information, as well
as opinions related to social media usage and credibility. The de-
mographic information includes age, gender, nationality, ethnicity,
marital status, education level, employment status, and annual in-
come level of the respondents. As the foundation of our survey, we
used a demographics questionnaire by Pew Research [5]. As there
is no agreed-upon international standard for ethnicity classification
[7], we used the suggested classification from the National Con-
tent Test 2015 [24, 37]. The demographic information is gathered
to investigate the diversity among the Crowdsourcing platforms
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Figure 2: Credibility rating task on all three platforms. From top-down: MTurk, Toloka, and Prolific.

we use and might be in use for future research. We also asked the
respondents about what social media platforms they use.

We asked the respondents for their opinion on 12 items affecting
the credibility of social media posts, which are shown in Table 1
with a seven-point ordinal scale.We selected these 12 items based on
our findings from the literature review, summarised in the related
work section. Additionally, we asked the respondent to rate these
questions on a seven-point scale: ”How do you rate yourself in terms
of assessing the credibility of social media posts, i.e., your critical
social media reading skills?” and ”In your own opinion, how credible
do you think social media, in general, is now as an information

source?". We also had two open-ended questions, one requesting
general opinions on the matter of social media credibility, including
those affecting the respondent or society, and the second open-
ended question asking respondents to elaborate on how credible
social media posts are in general.

3.4 Statistical Analysis
We used the R package Ordinal to perform a cumulative link mixed
model (CLMM), an extension of the cumulative link model (CLM),
analysis of the relationship between the aforementioned features
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Table 1: Items are rated on a seven-point ordinal scale af-
fecting the credibility of a social media post. The question is
formulated as "In your opinion, how much do the following
items affect the perceived credibility of a single social media
post?".

Author’s profession
Author’s gender
Author’s age
Availability of multiple sources to confirm
Its spelling and grammar
Tone of writing
Appearance of the post
Trustworthiness towards author
The social media outlet
Income level of the reader
Education level of the reader
Amount of time spent on social media

and participant-evaluated credibility results. The CLMM model
allows us to include random effects to model group heterogeneities.
As a random effect, we specified participant (WorkerID) to account
for individual differences in our model. The CLMM model has an
ordinal outcome (response) variable 𝑌𝑖 , which is the numerical
human-evaluated credibility of posts in this study. All demographic
factors above were categorical predictors. The syntax of the final
CLMMmodel in R is as follows:𝐶𝑟𝑒𝑑𝑖𝑏𝑖𝑙𝑖𝑡𝑦 ∼ 𝑃𝑟𝑜 𝑓 𝑒𝑠𝑠𝑖𝑜𝑛+𝑆ℎ𝑎𝑟𝑒𝑠+
𝐿𝑖𝑘𝑒𝑠 + 𝐻𝑒𝑎𝑙𝑡ℎ𝐶𝑙𝑎𝑖𝑚 +𝐺𝑒𝑛𝑑𝑒𝑟 + 𝐸𝑡ℎ𝑛𝑖𝑐𝑖𝑡𝑦 + 1

𝑊𝑜𝑟𝑘𝑒𝑟𝐼𝐷
.

3.5 Qualitative Analysis
We coded the open-ended follow-up survey items following recom-
mendations of Braun and Clarke [4] for thematic analysis, with the
following modifications. The first two authors both open-coded 50%
of the responses separately. The codes were then compared and dis-
cussed with four authors. Now, the codes were refined and merged
together into one set. After this, both of the first two authors again
applied defined codes to all responses individually. The authors
met weekly to share the code updates and merge the differences
through a discussion. The process was continued until no conflicts
with codes remained, as also suggested in McDonald et al. [38].

4 DATA ANALYSIS
4.1 Participants
We invited all the participants to do a follow-up survey to gather
additional information. In the end, we received 16 responses from
the original 36 participants from MTurk, 161 responses from 418
Toloka participants, and 293 responses from the 360 Prolific par-
ticipants. The average age of the participants was 35.7 (24-69) in
MTurk, 29.7 (18 - 70) in Toloka, and 43.8 (21 - 77) in Prolific.

Of the MTurk users, 11 reported themselves as male and 5 as
female; of the Toloka users, 103 reported themselves as male, 57 as
female, and one as "LGBT"; and of the platform Prolific users, 118
respondents reported themselves as male, 174 as female, and one
as non-binary.

In MTurk, three participants were from India and the rest were
from the United States. In Toloka, 167 participants were from Russia,
33 from Turkey, and 21 from both Brazil and India, while the rest
of the 176 participants were from other countries. In Prolific, 233
participants were from the United Kingdom, 23 from the United
States, 8 from Italy, and the rest were from other countries.

In MTurk, one participant reported themselves as holding a mas-
ter’s degree, 11 reported themselves as holding a bachelor’s degree,
and 4 had a high school diploma. In Toloka, 28 participants reported
themselves as holding a master’s degree, 69 reported having or be-
ing in the process of getting a bachelor’s degree, 40 as having a
High school diploma, 18 as having a Professional degree, with the
rest (6) reported themselves as not having any qualifications. For
Prolific, 42 participants reported themselves as holding a master’s
degree, 123 a bachelor’s degree, 92 a high diploma, 13 a professional
degree, and 10 a doctoral degree.

Table 2 shows the information on the respondents. With re-
gards to nationalities, MTurk and Prolific focus more on western
countries, whereas respondents from the Toloka platform are more
widespread throughout the world. Prolific users were the most
likely to complete the follow-up survey, with over eighty percent
responding, whereas respondents from the MTurk and Toloka plat-
forms responded to it around 40 percent of the time. With respect
to gender, MTurk and Toloka had around two male respondents to
every female respondent, but for Prolific, this was almost reversed
with females being the clear majority. Bachelor’s degrees were the
most commonly reported educational achievement on all platforms.
We also gathered responses about the participants’ self-scoring
critical reading skills and trust in social media. It was seen that the
participants tended to give themselves higher scores on their own
critical reading skills on all three platforms. The average scores are
all higher than 5. On the other hand, the participants all gave lower
scores for their trust in social media. The Toloka participants trust
social media the most, with the highest average score of 4.47, while
the average score of MTurk participants is 3.69 and Prolific is 3.24.

4.2 Quantitative Credibility Analysis
The CLMMwas used to examine relationships between post factors
and the perceived credibility of posts. Three models with data from
different platforms are shown in Tables (3, 4 and 5). In the tables,
the estimate is the estimated relationship between the fixed effect
term on the same row and rated credibility. The p-value describes
how likely it is that the relationship (estimate) is by random chance,
with p-values of less than 0.05 interpreted as a statistically signif-
icant relationship. The standard error is the average distance of
observations from the regression line. Lastly, the Z value is the esti-
mate divided by the standard error. Cohen’s d value is a statistical
measure to quantify the effect size.

All our variables are dichotomous, which means we model them
with dummy variables [20]. Each variable represents a dichotomous
fact. For example, if the evaluated social media post was made by a
professor, then our variable Profession_Professor is set to 1, and all
other Professions _* dummies are set to zero. Using dummy variables
requires always setting one dichotomous fact as the default case
that has no statistical values, as all other dummies are compared
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Table 2: Information on the participants on all platforms. The percentage of the total for a specific platform is given in brackets.

.

MTurk Toloka Prolific
Main task respondents 36 418 360
Follow up survey respondents 16 (44%) 161 (39%) 293 (81%)
Average age 35.7 29.7 43.8
Minimum age 24 18 21
Maximum age 69 70 77
Gender:
Male 11 (69%) 103 (64%) 118 (40%)
Female 5 (31%) 57 (35%) 174 (59%)
Other 0 1 (1%) 1(<1%)
Ethnicity:
Asian 3 (19%) 42 (26%) 17 (6%)
Black 1 (6%) 15 (9%) 9 (3%)
White 12 (75%) 70 (43%) 261 (89%)
Other 0 34 (21%) 6 (2%)
Top 3 nationalities: United States - 33 (92%) Russia - 167 (40%) United Kingdom - 233 (65%)

India - 3 (8%) Turkey - 33 (8%) United States - 23 (6%)
India & Brazil - 21 (5%) Italy - 8 (2%)

Rest of nationalities: 0 (0%) 176 (42%) 96 (27%)
Education:
Doctorate 0 0 10 (3%)
Master’s degree 1 28 (17%) 42 (14%)
Bachelor’s degree 11 (69%) 69 (43%) 123 (42%)
High school diploma 4 (25%) 40 (25%) 92 (31%)
Professional degree 0 18 (11%) 13 (4%)
Other qualifications or none 0 6 (4%) 13 (4%)
Self-scoring average results:
Critical reading skill 5.69 5.51 5.31
Trust in social media 3.69 4.47 3.24

against the default case. These defaults are also shown in Tables (3,
4 and 5)

We find that professions and post credibility have a statistically
significant relationship in our models, as shown in Tables 3, 4 and 5.
In all datasets, Nurses and Professors are the most credible as they
have the highest positive estimates on post credibility. For both
Amazon and Prolific platforms, all professions have a p-value of
less than 0.001 and a Cohen’s d absolute value above 0.5. While for
Toloka, one is significant at each of the 0.05, 0.01, and 0.001 levels.
But according to Cohen’s d values of Toloka, only the professor
reached the small effect size. The perceived credibility of different
professions from highest to lowest using the different platforms
was as follows:

• MTurk: Nurse, Professor, Cook, and Social media health
influencer

• Toloka: Professor, Nurse, Social media influencer, and Cook
• Prolific: Professor, Nurse, Cook, and Social media influencer

The increase in the number of shares and likes should, according
to related work, increase the estimate of the post with credibility.
Yet, this varies between platforms, providing interesting insights
into the use of such platforms themselves. In MTurk and Toloka, the
behaviour is as expected, as shown in Tables 3 and 4. But Cohen’s
d values suggested that the highest number of likes only reached
the medium effect size in MTurk and the small effect size in Toloka.

However, in Prolific, we find no statistically significant effect from
the number of likes and shares of the post, see Table 5.

In our dataset, most gender and ethnicity-related factors were
not statistically significant predictors of credibility. The only statis-
tically significant predictor related to ethnicity is black ethnicity
for the MTurk platform shown in Table 3, where the estimate of
credibility was negative when compared to the default Asian eth-
nicity, and Cohen’s d value suggested the effect size did not reach
medium size. Regarding gender, the only statistically significant
predictor is in the Prolific platform, shown in Table 5, where the
estimate is those female post authors were seen as more credible
than males, and Cohen’s d value suggested the effect size did not
reach small size.

Moreover, the claim made in the posts affects the rater’s judge-
ment of credibility, as all claim-related variables have statistically
significant relationships with credibility. Health claim 1, formulated
as "Yoghurt helps you build resistance to common diseases, because
it contains probiotics", is the most credible one for all platforms, as
estimates for claims 2 and 3 have negative estimates. Health claim
3, "Yoghurt helps reduce food intake without making you feel hungry,
because it contains added fibres." is the least credible claim with the
most negative estimate for all platforms. However, Cohen’s d values
suggested different effect sizes in different platforms. In MTurk,
both claim 2 and claim 3 did not reach a small effect size, and in
Toloka, claim 3 reached a small effect size. While in Prolific, claim
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2 reached a small effect size, and claim 3 reached a medium effect
size.

Table 3: CLMM Result of Amazon Mechanical Turk. P-values
are marked with * <0.05, ** <0.01, and *** <0.001.

Credibility factor Estimate std. error z value p
Default: Profession_Cook
Profession_Nurse 0.98750 0.08888 11.111 <2e-16 ***
Profession_Professor 0.97107 0.09053 10.726 <2e-16 ***
Profession_Influencer -0.49618 0.09068 -5.472 4.46e-08 ***
Default: Shares_0
Shares_30 0.13993 0.07740 1.808 0.07063
Shares_3600 0.67329 0.07853 8.574 <2e-16 ***
Default: Likes_0
Likes_57 0.30720 0.07710 3.984 6.77e-05 ***
Likes_5700 0.93150 0.07956 11.709 <2e-16 ***
Default: HealthClaim1
HealthClaim2 -0.22445 0.07799 -2.878 0.00401 **
HealthClaim3 -0.30914 0.07778 -3.975 7.05e-05 ***
Default: Gender_Female
Gender_Male -0.07223 0.06318 -1.143 0.25291
Default: Ethnicity_Asian
Ethnicity_Black -0.60996 0.07843 -7.777 7.43e-15 ***
Ethnicity_White -0.01951 0.07685 -0.254 0.79962

Table 4: CLMM Result of Toloka. P-values are marked with *
<0.05, ** <0.01, and *** <0.001 .

Credibility factor Estimate std. error z value p
Default: Profession_Cook
Profession_Nurse 0.25459 0.09652 2.638 0.008346 **
Profession_Professor 0.40406 0.10035 4.026 5.67e-05 ***
Profession_Influencer 0.22970 0.09788 2.347 0.018941 *
Default: Shares_0
Shares_30 0.28173 0.08516 3.308 0.000938 ***
Shares_3600 0.33242 0.08457 3.931 8.47e-05 ***
Default: Likes_0
Likes_57 0.26385 0.08510 3.100 0.001932 **
Likes_5700 0.62223 0.08576 7.256 4.00e-13 ***
Default: HealthClaim1
HealthClaim2 -0.29960 0.08575 -3.494 0.000476 ***
HealthClaim3 -0.44183 0.08604 -5.135 2.82e-07 ***
Default: Gender_Female
Gender_Male -0.06678 0.06964 -0.959 0.337564
Default: Ethnicity_Asian
Ethnicity_Black -0.02106 0.08501 -0.248 0.804318
Ethnicity_White -0.04025 0.08432 -0.477 0.633118

4.3 Quantitative Survey Analysis
Figure 3 demonstrates the distribution of scores for the 12 items
participants were asked about. The importance of these items affect-
ing the credibility of social media posts is ranked in the following
order: Availability of multiple sources to confirm; Trustworthiness
towards the author; Its spelling and grammar; Author’s profession;
Tone of writing; Education level of the reader; Appearance of the
post; The social media outlet; Amount of time spent on social media;

Table 5: CLMM Result of Prolific. P-values are marked with *
<0.05, ** <0.01, and *** <0.001 .

Credibility factor Estimate std. error z value p
Default: Profession_Cook
Profession_Nurse 0.95775 0.09193 10.418 <2e-16 ***
Profession_Professor 1.06448 0.09338 11.400 <2e-16 ***
Profession_Influencer -1.02791 0.09425 -10.906 <2e-16 ***
Default: Shares_0
Shares_30 -0.08282 0.07964 -1.040 0.29839
Shares_3600 -0.04904 0.07945 -0.617 0.53708
Default: Likes_0
Likes_57 0.09535 0.07942 1.201 0.22992
Likes_5700 0.11295 0.07950 1.421 0.15538
Default: HealthClaim1
HealthClaim2 -0.58271 0.08099 -7.195 6.24e-13 ***
HealthClaim3 -0.89931 0.08130 -11.062 <2e-16 ***
Default: Gender_Female
Gender_Male -0.17697 0.06818 -2.596 0.00944 **
Default: Ethnicity_Asian
Ethnicity_Black 0.03268 0.08286 0.394 0.69326
Ethnicity_White 0.11038 0.08294 1.331 0.18327

Author’s age; Income level of the reader; and the Author’s gender.
Similar to our CLMM results, the author’s profession is considered
an important factor for the credibility of social media posts, while
the author’s gender is not. There were statistically significant dif-
ferences between the items, as confirmed with a Kruskal Wallis
test (p <0.01). We refrain from including a full pairwise comparison
table, as Figure 3 depicts a clear visual overview of the differences
between the individual factors.

4.4 Qualitative Survey Analysis
In the follow-up survey, we probed people’s opinions on the issue
of social media credibility at a higher level. The following themes
describe the participants’ sentiments:

Misleading information. Fake news, false information, mis-
information, misleading information, and similar words are men-
tioned frequently in participants’ responses. Specifically, partici-
pants expressed concern about the prevalence and propagation of
such content on social media platforms. According to some partic-
ipants, the amount of misleading information on social media is
significantly higher than in traditional media like newspapers. Fur-
thermore, participants believe there are people or organisations in-
tentionally creating and disseminating misleading information with
the aim of attracting attention or stirring up hate and racism. This
was particularly concerning for the participants, as they recognised
the potential harm that such content could cause to individuals and
society as a whole.

Most of social media is quite fake, especially how people
present themselves. Also, there is a lot of fake news going
around, so, in general, social media is often not credible
– Female, Germany, aged 38

User originated filtering. This theme concludes the partic-
ipants’ responses towards the user-originated filter of the infor-
mation propagation process from the produced to that perceived
as true. Authors’ selectively posting strategies, such as the use of
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Figure 3: Questionnaire responses to how much different factors were perceived to affect the credibility of a short-form social
media post.

click-bait headlines or emotionally charged language, can influence
what information users see and engage with. Furthermore, users’
subjective willingness to trust information and the position they
stand in can affect what information they trust. For example, partici-
pants discussed how individuals with certain political or ideological
beliefs might be more likely to trust information that aligns with
their views, even if it lacks evidence or is misleading. This can
create a "filter bubble" effect, where individuals are only exposed
to information that reinforces their existing beliefs and biases[10].

I don’t trust what is posted on social networks because
most of them have a bias, an ideology behind them.
Besides, there is a lot of selectivity of what is posted.
– Female, Brazil, aged 27

Platform filtering. Participants recognised that these algo-
rithms are designed to personalise the user experience and that
they use a variety of factors, such as interests, past behaviour, and
demographics, to determine what content is shown. However, they
were concerned about the potential for social media platforms to
prioritise content that benefits their own interests, such as adver-
tisements, over the needs and interests of users. This was seen as a
potential conflict of interest, where platforms may promote content
that generates revenue or meets other business purposes rather
than providing users with accurate and trustworthy information.
Furthermore, some people worried platforms and governments
could also filter the transmission of certain information due to poli-
cies or their own interests. This was seen as a potential threat to
freedom of speech and democratic values. Participants recognised
that while there are limits to free speech, such as in cases of hate
speech or incitement to violence, transparency and accountabil-
ity in how social media platforms and governments regulate the
flow of information matters to help to restore public trust in digital
platforms[34].

Most of the social media posts are paid, so they are as
credible as their customers want them to be. It is easy to
push an agenda on social media or manipulate others.
– Male, Hungary, aged 31

Critical thinking ability. Many participants expressed confi-
dence in their critical thinking ability and believed that they were
able to discern reliable information from misleading content. How-
ever, some participants also acknowledged that it could be challeng-
ing to differentiate between accurate and inaccurate information,
particularly given the vast amount of content available on social
media platforms. Unsurprisingly, participants tended to view in-
dividuals with lower levels of education as being more vulnerable
to misleading information. Most participants believed that critical
thinking ability is important when using social media platforms
that are flooded with misleading information. They emphasised the
need for users to actively evaluate the accuracy and reliability of
the information rather than simply accepting everything they see
on social media as true.

People obviously try to influence people through social
media. Youngsters seem to take it as written, they do
not check the veracity of any of the opinions put on
there, they just jump on the bandwagon and believe
what their mates write.
– Female, United Kingdom, aged 60

Source credibility. Several respondents highlighted the impor-
tance of the source of information in determining its credibility.
Participants used various terms such as source credibility, content
credibility, author credibility, and source reliability to describe their
assessments of post credibility. In particular, participants empha-
sised the importance of the credibility of the author or publisher in
determining the credibility of a social media post. They believed
that if the author/publisher is trustworthy, the post is more likely
to be credible, regardless of the social media platform on which it is
shared. This highlights the role of reputation and trustworthiness
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in social media, where users rely on the perceived credibility of
authors/publishers to assess the reliability of the information.

I think social networks can be trusted. They are trust-
worthy. Not all of course, so it is worth considering the
source or organisation.
– Male, Russia, aged 34
If we look at reliable sources, we can find the right
information. We should not rely on information that
has no reliable source.
– Male, Turkey, aged 23

Consequences of use. Participants expressed their concerns
about the potential harm caused by misinformation/disinformation.
They believed that using social media without being aware of
a post’s credibility can have serious implications for individuals
and communities. For individuals, it might lead to different conse-
quences, such as personal breakdowns, mental health issues and sub-
stance abuse/misuse, which has increased a lot during the COVID-
19 pandemic. At the community level, the consequences are even
more serious. It can even deliberately incite acts of hatred against
specific ethnic groups. It has been proven that anti-Asian hate
crimes in America have skyrocketed since COVID-19[19].

With so many people able to post freely, I think it’s
really difficult to monitor and filter out posts that aren’t
credible. I think this impacts mostly on people who
aren’t able to assess the posts themselves, mostly peo-
ple who are more vulnerable in society, so I think it’s
damaging. I’m not sure what the answer is - freedom
of speech, yes, but not at the expense of the health or
well-being of others.
– Female, United Kingdom, aged 34

5 DISCUSSION
5.1 Credibility Factors in Social Media
In this study, we set out to investigate how different factors affect
the perceived credibility of short-form social media posts. Our
findings confirm that these factors affect readers’ evaluation results
to varying degrees.

Based on the quantitative analysis of our results, the profession
of the author affects the credibility of a social media post on health
claims significantly, in line with findings of König and Jucks [28]. It
is also suggested in our qualitative analysis that people tend to trust
posts from trustworthy authors. The professions of Nurse and Pro-
fessor ranked higher than other professions, and more specifically,
Professors ranked higher than Nurses in both Toloka and Prolific
platforms. In MTurk, nurses were the highest-ranked profession,
but the difference in the credibility estimates was negligible (0.99
vs 0.97). This might also be caused by the small number of MTurk
participants. Interestingly, the profession of a social media health
influencer was the least credible in MTurk and Prolific. However,
in Toloka, this profession was ranked higher than that of a Cook.
While further research is warranted on the use of these platforms,
we can speculate that certain demographic factors could explain
this result. For instance, the average age we managed to recruit
was lower, and the background was more diverse in Toloka than
on the MTurk and Prolific platforms.

Our results contrast the findings of Spence et al. [49], who iden-
tified that the ethnicity of the author influences the credibility of a
social media post. After making six comparisons related to ethnic-
ity, in only one of those comparisons were statistically significant
differences found. With MTurk, Black individuals as post-authors
were deemed less credible than Asians. Yet, this finding was not
replicated in the Prolific or Toloka platforms, and it might be caused
by the limited sample size of MTurk as well.

Previous work has also indicated that male authors were deemed
more credible compared to their female counterparts [3]. The re-
sults of our study, however, do not fall in line with these findings.
In only one platform (Prolific) out of the three, we found a sta-
tistically significant benefit between genders, and the difference
indicates that women are deemed more credible. This finding did
not replicate in the two other platforms. We note that the samples of
respondents are different from Armstrong and McAdams [3], where
their respondents were from undergraduate classes in a university
in the southeastern US, while in our Prolific sample, the majority
of respondents are from the UK and female.

The results of our study are in line with previous work by Kang
[25], where likes on social media directly increase the estimated
credibility of the post for the MTurk and Toloka platforms. The
same holds true for the Prolific platform, though the effect was
not statistically significant. On social media, the number of shares
also increases the credibility of the post on the MTurk and Toloka
platforms. However effect could not be found in the Prolific platform
ratings, as the estimates for 30 and 3,600 shares have a minus sign
for the base case of 0, and they are not statistically significant.

In Tables (3, 4 and 5), health claims are significant predictors
of credibility in all the models for all the platforms. Moreover, the
rankings are consistent, with claim 1 being the most credible and
claim 3 being the least credible on all platforms. This suggests that
claim and argument types play a significant role in assessing the
credibility of social media posts. Prior work has also noted the
importance of the credibility of claims, e.g., [6, 51]. Thus, more
experiments should be done to explore how claims and arguments
affect the credibility of social media health claims.

5.2 Crowdsourcing Platforms for Credibility
Evaluation

Previous research has investigated the pros and cons of crowdsourc-
ing platforms. Oppenlaender et al. [41] conducted an experiment,
and their results revealed clear differences between the workers
available on two commonly used platforms, MTurk and Prolific.
Despite the fact that our sample size is not very large, our investi-
gation that used all these platforms provides some timely insights
on their differences, with practical considerations for researchers:

Crowd worker diversity. In our experiment, it was clear that
Toloka and Prolific were more diverse compared to MTurk. Prolific
participants came from different countries, mostly in Europe, while
Toloka participants came from different continents such as Africa,
Asia, Europe, the Americas, and Australia. In addition, MTurk par-
ticipants were limited to citizens of two countries, and most were
American. Despite the fact that participants of all three platforms
have a large percentage of white people, the diversity of partici-
pants was highest in Toloka, followed by Prolific and MTurk. We
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need to mention that the sample size of MTurk is small compared
to Prolific and Toloka. Therefore this might not be exactly true that
MTurk is less diverse than other platforms.

Back-end usability. While implementing our experiments on
these platforms, we noticed that there are practical usability differ-
ences among them. Toloka provided themost convenient and usable
back-end implementation experience, with granular controls for
task distribution and different ways of uploading the permutations
to the platforms. Prolific only supports the recruitment of subjects,
for which we had to implement a full third-party task batching
solution. Finally, MTurk documentation is still rather poor, and
the platform’s back-end functionality is rather confusing. While
these findings are anecdotal, they provide pointers to researchers
wishing to reproduce similar work.

5.3 Public Opinion on Social Media Credibility
Misleading information is a threat is an opinion now not only
shared by society at large, but our participants agreed with the sen-
timent too. They expressed their concerns about the quantity and
speed of dissemination of misleading information in social media
far exceeding those of traditional media. Moreover, some of them
believe there are more individuals or organisations intentionally
spreading misleading information on social media in order to profit
or stir up public opinion. From cyberbullying to inciting racism
mentioned by participants suggested that misleading information
is now a largely acknowledged state in social media.

The ubiquitous information cocoon is communication where we
hear only what we choose and what comforts and pleases us [52].
Related to this concept, some of our participants suggested that so-
cial media users would be easier to be trapped in such information
cocoons. Summarising their opinions in our qualitative analysis,
one reason might be user-originated filtering. Specifically, our anal-
ysis of user-originated filtering in our results suggests that users
tend to selectively share content that attracts more attention and
are more likely to follow users who post content they are interested
in. Another reason might be platform filtering. For example, partici-
pants were aware that recommendation algorithms generally would
only show posts on certain topics they used to enjoy. Moreover,
participants also suggested that social media platforms are likely
to promote content for their own benefit.

Some participants shared their thoughts on Combating Mislead-
ing Information. Our results revealed participants’ thoughts of
critical thinking skills’ importance for social media users, which
would decrease the number of victims and slow down the dissemi-
nation speed of misinformation. Previous studies have proven that
this skill is learnable and can be improved to a certain degree [21].
Several participants also highlighted the reputation of the author
when assessing credibility and suggest to train users to be able to
verify it. Moreover, participants expressed the potential for con-
tent moderation by platforms/governments to stop the spread of
misinformation. However, they were also concerned it might be
dangerous if such power to manipulate information is in certain
people/groups’ hands.

5.4 Limitations and Future Work
As respondents were paid for their answers in crowdsourcing plat-
forms, completing them in a fast manner and maximising income
is a potential threat to validity [17]. However, we mitigated this by
using filters in all used crowdsourcing platforms to recruit only the
top-performing workers for our tasks. Further, we note that these
platforms are now used commonly across different academic fields
and have been shown to produce ecologically valid data [53].

Additionally, how the participants consumed our posts in the
simulated environment differs from how people consume social
media on the Internet. People typically scroll when browsing social
media, and in that case, people would not see the authors’ titles
on most social platforms even if they have added their titles to the
bios. Therefore, our results do not generalise to people scrolling
social media but to people reading a post in a way where they
have all the details at their disposal (this depends on the platform
implementation).

Lastly, one limitation in our work is the health claim used to
gauge respondents’ credibility ratings. There are three different
versions of a health claim without any theoretical background on
why one should be preferred over another. Additionally, the health
claims involved in this research are limited to yoghurt. Thus, the
claims might not be generalisable to all health claims. In future
work, we intend to study the effect of argument or claim structure
on the credibility of social media posts.

For further additional work, different platforms other thanMTurk,
Toloka, and Prolific can be used to gather data. The data can be
compared and contrasted with the data gathered during this re-
search. Furthermore, this can be expanded to domains other than
health claims and compare and contrast whether the results can be
replicated or whether people react differently to different domains.
With a higher amount of respondents, biases related to ethnicities
can also be examined more closely by taking respondents’ reported
ethnicity into account in the regression models. We also consider
having a moderating variable on how much interest people have in
healthy food information, as the results may vary. Moreover, we
noticed that some participants expressed concerns about the credi-
bility of social media due to the prevalence of misinformation. It
could be further explored how different levels of general scepticism
or distrust in social media affects people’s credibility assessment
process.

6 CONCLUSIONS
In this paper, we investigated how different factors affect the per-
ceived credibility of online social media posts using a scalable ap-
proach and three different crowdsourcing platforms. Additionally,
we contribute a versatile script for task distribution on crowdsourc-
ing marketplaces that do not support task batching natively. Our
results indicating the limited impact of gender and ethnicity in
credibility evaluations contradict prior work, warranting further
research in this area. However, most of our results regarding factors
influencing credibility align well with past work: profession, claim,
likes and shares affect credibility. Crowdsourcing platforms, on the
other hand, are a relatively new participant recruitment channel
for studies like this. To this end, we provide a novel case study by
using not one but three sources simultaneously. Put together, our
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results and discussion provide a timely piece to the puzzle of how
short-form social media credibility is construed and demonstrate a
scalable and systematic approach for credibility investigation.
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