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ABSTRACT

The demands of creating an immersive Virtual Reality (VR) ex-
perience often exceed the raw capabilities of graphics hardware.
Perceptually-driven techniques can reduce rendering costs by di-
recting effort away from features that do not significantly impact
the overall user experience while maintaining a high level of quality
where it matters most. One such approach is foveated rendering,
which allows for a reduction in the quality of the image in the pe-
ripheral region of the field-of-view where lower visual acuity results
in users being less able to resolve fine details. 6 Degrees of Freedom
tracking allows for the exploration of VR environments through dif-
ferent modalities, such as user-generated head or body movements.
The effect of self-induced motion on rendering optimization has
generally been overlooked and is not yet well understood. To ex-
plore this, we used Variable Rate Shading (VRS) to create a foveated
rendering method triggered by the translational velocity of the users
and studied different levels of shading Level-of-Detail (LOD). We
asked 10 participants in a within-subjects design to report whether
they noticed a degradation in the rendering of a rich environment
when performing active ego-movement or when being passively
transported through the environment. We ran a psychophysical
experiment using an accelerated stochastic approximation staircase
method and modified the diameter and the LOD of the peripheral
region. Our results show that self-induced walking can be used to
significantly improve the savings of foveated rendering by allowing
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for an increased size of the low-quality area in a foveated algorithm
compared to the passive condition. After fitting psychometric func-
tions showcasing the percentage of correct responses related to
different shading rates in the two types of movements, we also
report the threshold severity (75%) point for when participants are
able to detect such degradation. We argue such metrics can inform
the future design of movement-dependent foveated techniques that
could reduce computational load and increase energy savings.
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1 INTRODUCTION

Recent growth in the availability and affordability of Head-Mounted
Display (HMD) technology combined with powerful consumer-
grade graphics hardware has rekindled interest in Virtual Reality
(VR). Generating compelling, fully-immersive VR experiences for
leisure or research purposes in real-time is, however, computa-
tionally expensive. To maximize the quality of a user’s experience,
perceptual deficits and characteristics are often exploited in order
to optimize the way we render such Virtual Environments. Shad-
ing represents one of the most expensive operations required of
Graphics Processing Units (GPUs), and new display technologies
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with increased refresh rates and resolutions make shading propor-
tionally expensive. One popular approach to perceptually optimize
this computational load is called Foveated Rendering. This approach
rests on the fact that sensitivity to fine detail of the Human Visual
System (HVS) decreases with distance from the fovea (the most
sensitive part of the retina). In this work, we investigate whether
self-induced (active) movement through an environment might per-
mit more severe foveated rendering. More specifically, we consider
how user-generated translational movement, a form of interaction
specific to VR, might change the sensitivity to spatial changes in vi-
sual quality under foveated rendering. For comparison, we consider
how sensitivity is affected when the user is stationary but the mo-
tion presented on-screen is consistent with active user movement
(implied movement).

HMDs generally allow for tracking of user movement with 6
Degrees of Freedom (6DOF) when interacting with an environment.
This enables free movement in VR, which users often perform in
order to explore their surroundings. Such movement is typically
accompanied by a combination of proprioceptive (from the muscles
causing movement), vestibular (from the inner ear), motor com-
mands (from the motor areas that drive movement) and purely
visual (optic flow) information about self-movement. This complex
array of information is important for the correct interpretation of a
stable environment and movement of other objects within that en-
vironment. Moreover, the availability of these information sources
changes depending on the types of movement undertaken [Warren
et al. 2022]. In his seminal research, Murphy [Murphy 1978] showed
that there is evidence of the HVS’s sensitivity being reduced when
movement on the retina is present. Other studies show similar re-
sults when global motion on the retina from the observer’s eye
or head movements [Braun et al. 2017] is present. To the best of
our knowledge, information about how different types of motion
can affect sensitivity to various forms of quality degradation is not
well-understood. How this might change sensitivity to the image
manipulations performed under foveated rendering and how this
might depend on the cause of the movement is therefore of interest.
In light of this, the contributions of this research are:

o We test if it is feasible to use the translational movement of
the user in 6DOF in order to trigger degradation in a foveated
rendering algorithm using Nvidia’s VRS (i.e. independent
from other HVS properties).

e Using a psychophysical procedure we measure the critical
radius of the undegraded (HQ) region such that users cannot
identify a drop in quality. We investigate how this radius
might change depending on: 1) Whether the movement is
active or implied and 2) The severity of the degradation
outside this region.

2 BACKGROUND
2.1 Foveated Rendering

Foveated, or gaze-contingent, rendering aims to exploit the visual
sensitivity falloff of the HVS caused by the distribution of photore-
ceptors on the retina [Curcio and Allen 1990]. Lower photoreceptor
density lessens the eye’s ability to resolve fine detail and lowers
spatio-temporal contrast sensitivity in the peripheral region (i.e.
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reduced visual acuity). Because less detail is perceived as eccen-
tricity increases, less computational power is required. Foveated
techniques can be gaze-contingent or fixed, which build on the
human tendency to look towards the center of the screen. For a
state-of-the-art report refer to [Wang et al. 2023] and for surveys on
perceptual rendering refer to [Spjut et al. 2020; Weier et al. 2017].

Other methods are reducing the spatial image resolution using
gaze detection. [Guenter et al. 2012] used a simple linear model of
degradation and improved the rendering performance by a factor
of five. Other techniques use the detected gaze and switch reso-
lutions based on a multi-level pyramid encoded in the image in
real-time [Dorr et al. 2006; Perry and Geisler 2002]. Traditional,
resolution-based techniques have been adapted for VR HMDs and
show considerable computational savings without a perceptual con-
sequence [Patney et al. 2016; Vaidyanathan et al. 2014]. In order
to optimize foveated rendering for content in VR, [Tursun et al.
2019] developed a content-aware method that resulted in no sig-
nificant perceptual differences from non-foveated rendering. In
their method, they analyze the contrast and luminance of lower-
resolution images to predict the minimal probability of detecting
artifacts in the fully-rendered version of the frame. Weier et al.
[Weier et al. 2016] showed foveation can be used to guide ray-
tracing algorithms. Other applications of foveated techniques are
creating a better user experience by using the user’s gaze in order
in a tone-mapping method in order to increase the visible dynamic
range without inducing after-images [E. Jacobs et al. 2015].

2.2 Variable Rate Shading

Variable Rate Shading (VRS) [NVIDIA 2018] is a recent technology
introduced for the Nvidia Turing architecture. This technique is sim-
ilar to the coarse pixel shading method used for foveated rendering
in [Vaidyanathan et al. 2014]. Compared to other multi-resolution
techniques, VRS provides granular control over the resolution of
shading in the image. Each 16x16 pixel image tile can have a differ-
ent level of pixel shader calls. Note that the rasterization process
will not be altered in order to not introduce additional aliasing
artifacts and preserve sharper edges. In order to minimize the calls
to the pixel shader, the appearance of pixels in the tile are derived
from the same value. The shading rate of the 16x16 tile can have a
uniform configuration: {2x2, 4x4} or a non-uniform one: {1x2, 2x1,
2x4, 4x2} which provides more control for vertical and horizontal
shading. In our study, we will explore the uniform configurations
for simplicity and because of the annular distribution of the degra-
dation area which is symmetrical in both lenses. The consequence
of this downsampling results in visual artifacts that can be ampli-
fied by the properties of a scene. Ample research has been done
in order to maximize the computational benefits of VRS without
inducing noticeable artifacts, and will be discussed in Section 2.3.

2.3 Related Work

The interaction between on-screen velocity and eccentricity in
the visual field has been explored previously in the context of
optimized rendering. For example, Reddy developed a geometrical
LOD reduction algorithm that accounted for rotational velocity, but
also for eccentricity [Reddy 2001]. Parkhurst and Niebur [Parkhurst
and Niebur 2004] implemented a perceptual foveated renderer that
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reduced the geometrical Level of Detail (LOD) of the meshes via an
edge-collapse algorithm in a search and localization task. In their
design, everything outside 1.5°of visual angles of the fixation was
rendered with a lower LOD.

Perceptual metrics based on artifact detection caused by move-
ment have since been developed in order to preserve motion quality.
[Denes et al. 2020] created a model that explains how the perceived
quality of motion varies as a function of refresh rate, velocity, and
spatial resolution, and fitted psychometric data describing sensi-
tivity to motion artifacts. Similarly, [Chapiro et al. 2019] created
a luminance-aware model that predicts perceived judder in order
to maintain visual quality. [Jindal et al. 2021] explored the effect
of different on-screen velocities in VR and used adaptive shading
using VRS in order to reduce rendering load whilst accounting for
motion artifacts. In a series of studies, Suchow and Alvarez showed
that movement reduces the ability to detect changes in qualitative
properties of a stimulus (luminance, color, size and shape), an effect
they called silencing [Suchow and Alvarez 2011b]. They showed
the same effect to hold true when background motion occurs and
foreground stimuli change [Suchow and Alvarez 2011a].

However, less work has considered the impact of self-induced
motion on perceived quality. [Petrescu et al. 2023] explored how self-
induced head rotations can be used as a metric for LOD reduction.
[Ellis and Chalmers 2006] used a dynamic scaling of the foveated
region, generating translational movement with a 6-DOF motion
pod and scaled the region to the force perceived by the participants,
whilst studying multiple sampling rates. In the present paper, we
build upon this work, using the fact that 6-DOF user movement
information is readily available in VR. We study the extent to which
different types of movement (active vs. implied) and different levels
of LOD degradation (2x2 vs 4x4) impact on the human ability to
detect drops in quality.

3 MATERIALS AND METHODS

In the current study, participants either moved actively (AM condi-
tion) or were shown the equivalent visual motion while stationary
(IM condition). They were asked whether they detected a differ-
ence from a reference scene with no degradation. The foveation
algorithm was activated when the camera velocity reached 75% of
the velocity of the fixation sphere. A velocity of 1 m/s was chosen,
which is within the range of walking speeds usually present in VR
environments [Perrin et al. 2019]. We chose to focus on a simple
approach to degrading the image. Therefore, we utilized a simple
model containing a foveal region (HQ) which was always rendered
at the original sampling rate, and a peripheral region (LQ) which
was rendered in 2x2 or 4x4 VRS configurations. This meant that the
LQ region was rendered at 1/4 and 1/16 the sampling rate of the HQ
region. The VRS implementation we used culled everything outside
the peripheral region because HMD lenses are not rectangular.

3.1 Design

The study was performed in a within-subjects 2x2 fully factorial
design. We manipulated the type of movement (active vs implied) as
an independent variable. We compared the AM and IM conditions
in order to determine how self-induced forward motion (surge)
affects the probability of being unaware of quality change. We also
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manipulated 2 levels of degradation of the peripheral LQ region
using Nvidia’s VRS technology (2x2, 4x4). Therefore we have 4
experimental conditions. For each of these conditions, data were
collected in one experimental block comprising a series of trials in
which the radius of the HQ region was varied. The radius varied in
line with two interleaved, partially overlapping adaptive staircases
(Figure 4). One staircase started with a large diameter (HQ = 90°,
which covered the entire visible FOV of our configuration), and the
other started with full degradation (i.e. the diameter of the HQ =
0). We wanted to recover the diameter point at which participants
would reliably miss the degradation (75% probability of not detect-
ing). Consequently, the two staircases were defined to overlap and
converge to points on either side of 75%, where participants had an
87.5% and 62.5% probability of reporting that they did not detect
the degradation. For more information about the Kesten staircase,
see below (Section 3.2). Each staircase was comprised of 40 trials.
To improve participant engagement we also added catch trials (4x4
where HQ diameter = 0°) every 20 trials, resulting in 8 catch trials
per session. This meant a total of 336 trials per participant across
the 4 blocks of data. In order to minimize fatigue, we ran the ex-
periment in two parts, one in which participants undertook the
AM condition by producing self-induced surge motion by forward
walking, and one in which they were stationary and were moved
through the scene (IM). The order of these two parts of the experi-
ment was randomized across participants to minimize learning and
order effects.

3.2 Kesten Adaptive Staircase

Kesten’s adaptive staircase, or Accelerated Stochastic Approxima-
tion, is a fast converging algorithm, widely used in psychophysics
in order to adaptively control the levels of a stimulus presented
to participants [Treutwein 1995]. Crucially, the Kesten staircase
can be designed to converge at a specified value; in this case, a
specific probability of not detecting the degradation. Here, we set
the convergence value around the 75% point (i.e., the point where
participants are three times more likely to detect a difference).

t
Xn+1 = Xn — %(respn -®),n<2 (1

Equation 1 represents the Standard Stochastic Approximation stair-
case. The Kesten method shares the standard form for the first 2
trials in a staircase. In our case, x,, represents the diameter of the
HQ area (refer to Figure 2). The initial value xy depends on whether
the staircase is ascending or descending towards the threshold .

diam(HQ) = xp — StTep(respn -®),n>2 (2)

2 reus
Equation 2 represents the accelerated stochastic approximation.
The variable my¢ys refers to the shift in the response category (also
called reversals). The variable resp, is a binary value representing
the answer the participant gave for the n trial in the staircase.
Having two interleaved staircases helps provide more data in the
area of perceptual uncertainty. For the ascending staircase, we chose
xo = 0, ¢ = 0.875; and for the ascending staircase xg = 0.9, ¢ = 0.625.
Note that the values for ¢ were chosen symmetrically around the
75% point in order for the data to converge around the threshold
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severity point. The step value was set to be 0.3, as piloting data
suggested this provided reliable staircase convergence. These values
were the same across the four experimental blocks. We present an
example visualization of one of the pair of interleaved staircases
from one of the participants in Figure 4.

3.3 Stimuli

We adapted Unity’s Corridor Lighting Example (Figure 1) and scaled
it so it matched the dimensions of the Virtual Reality Research (VR2)
Facility (approximately 3x4m). Initially, participants were aligned to
the diagonal (5 meters) of the lab before starting the experiment so
they are able to walk the 3.5m distance without any risk of injury.

The fixation point was a blue sphere set a meter away from the
participant that occupied 2° of visual angle. Because humans are
not able to walk at a target velocity instantaneously, we added an
acceleration parameter to the fixation point so it reached its peak
velocity 0.25 seconds after the motion was activated. Note that the
fixation point guides the speed of the observer and its behavior is
further discussed in Section 4.2.

During the actual trial, participants were asked to report any
artifacts they experienced during the observation (spatiotemporal
aliasing or flickering). At the end of the trial, participants were
presented with a blank scene and asked to record their answers by
pointing at one of two buttons: yes or no, meaning respectively that
they did or did not detect the degradation. In the walking condition,
they were asked to rotate and press the trigger on the controller to
start the next trial. In the passive condition, they simply pressed
the trigger to initiate the next trial.

Figure 1: Sample scene used for both experiments (Unity’s
Corridor Lighting Example)

3.4 Participants

Ten participants (all staff and students at The University of Manch-
ester, 9 naive to the study, and one involved in data collection) were
recruited. The study was approved by the Ethics Committee of The
University of Manchester, Division of Neuroscience and Experi-
mental Psychology. Informed consent was given by all participants.
Four participants had expertise in VR and computer graphics. Data
were collected in two sessions and participants were given a break
every 20 minutes. The effective time of the experiment was about
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70 minutes per participant over the two sessions. Eye-tracking data
and velocity data were collected in order to confirm that the par-
ticipants performed the experiment as instructed. All participants
had normal or corrected-to-normal vision.

3.5 Apparatus

The data for this experiment were collected in VR2 Facility. We
used the Oculus Quest Pro headset with eye-tracking enabled. The
headset has 1800 x 1920 pixels resolution per eye and a visible hori-
zontal FOV of 106°. We used the Oculus Air Link which transferred
data at 90Hz and capped the FPS at 90 on our desktop configuration
(Intel i7-7700K CPU and NVIDIA RTX 3080 Ti GPU). Note that
HMDs tend to vary in effective resolution over the FOV because
of optics. [Beams et al. 2020] showed that effective resolution in
VR HMDs decreases rapidly for off-axes angles which could mask
visual artifacts. This is a common side-effect of the display technol-
ogy. Given that we studied a relative effect in terms of the type of
movement, we did not calculate the modulation transfer function
for our HMD.

The experiment was coded using the Unity game engine and ver-
bose data about each trial was collected using the Unity Experiment
Framework (UXF), which was designed for the development and
control of psychophysical studies [Brookes et al. 2020]. The HTC
Implementation of Foveated Rendering was adapted for our config-
uration and used for a Unity implementation of VRS [ViveSoftware
2020].

4 EXPERIMENTS

4.1 Pre-screening

In order to confirm that participants could reliably detect differ-
ences, we started the experiment by asking them if they detected
differences between the scene rendered at full quality and fully de-
graded (i.e. the diameter of the HQ region = 0°, and LQ = 90°) whilst
stationary. Participants performed pairwise comparisons for each
of these conditions and all of them were able to correctly identify
the degraded scene and detect the difference between the two LQ
conditions.

4.2 Active ego-movement

4.2.1 Procedure. The position of the fixation point and the orienta-
tion of the corridor were informed by the position of the participant.
Thus, the ball was always positioned in front of the camera when
the participant initiated movement and the corridor was re-aligned
to their midsaggital plane in order for the trials to appear consistent,
even if there were small deviations from the lab diagonal. A three-
second countdown appeared on the screen and the fixation sphere
accelerated for 0.25 seconds until it reached the final velocity of 1
m/s. This ensured that the participant had enough time to reach the
intended velocity. Participants were warned if they did not achieve
the intended velocity by the fixation point turning red whenever
they were not within 1.5 meters of it.

At the end of the trial, participants were presented with a blank
scene where they recorded the answer and were instructed to turn
180°. To ensure that they had produced a complete rotation, we
added alignment cues, more specifically a line on the floor for the
alignment of the midsaggital plane and a green sphere that they
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Figure 2: Example of our foveated method applied to our rich environment. Scene rendered at full quality (left), visualization
of the foveated regions: blue - HQ; yellow - LQ (middle), 4x4 LQ degradation (right)

had to face in order to be completely re-aligned with the diagonal
of our facility. The procedure was repeated 168 times.

4.3 Implied Movement

4.3.1 Procedure. The procedure for the Passive condition is very
similar to the Active one. The participants were sat on a chair and
asked to press a trigger to initiate the trial. Similarly to a vehicle in
motion, they were moved with the same speed and acceleration as
the fixation point. At the end of the movement, they were asked to
record their answer by pressing yes or no.

4.4 Validation

All the participant data was checked post-experiment in order to
validate if the participants have followed the instruction accordingly.
In the AM condition, we calculated the percentage of frames in
which the intended velocity was not reached. We have also used
the eye-tracker provided by the Oculus Quest Pro in order to track
the participants’ gaze. We expect them to spend most of the time
fixated on the blue sphere. Note that the eye-tracking hardware
does not report data about blinking. The obtained results will be
discussed in Section 5.

4.5 Psychometric Function Fitting

In order to analyze the data for each participant and for each of
the four conditions, we first plotted the HQ region diameter values
against the responses that the participant correctly identified as hav-
ing a degraded resolution. A psychometric function (PF) represents
a model of how physical stimulus parameters (in this case the HQ
region diameter) are related to our measure of human perception (in
this case the probability of failing to detect the stimulus degradation
- the "'unawareness probability’). Subsequently, we recovered the
diameter associated with a 75% unawareness probability as a thresh-
old value where participants were unlikely to detect the change. At
this point, they were 3 times more likely not to detect the degrada-
tion. We then conducted a 2 (type-of-movement) x 2 (degradation
level) repeated measures Analysis of Variance (ANOVA) to assess
the impact our manipulations had on the unawareness probability.

To fit the psychometric function we first plotted the HQ region
diameter against the binary response data, with 1 coded as being

unaware of the degradation and 0 coded as being aware of the degra-
dation (Figure 3). We then assumed the psychometric function had
a cumulative Gaussian form such that as the diameter increased the
probability of being unaware (a 1 response) increased. The location
and slope parameters of the PF were fitted using the quickpsy pack-
age [Linares and Lopez-Moliner 2016] in R (version 4.2.3, [R Core
Team 2023]), which is designed to undertake maximum likelihood
psychometric function fitting to data of this form. Example data
and fits for three observers are illustrated in Figure 3. From the
fitted parameters we can recover the diameter that corresponds to a
75% unawareness probability. This threshold is taken to reflect the
diameter at which participants tolerate the degradation (they are
three times less likely to be aware of it than be aware of it). Lower
thresholds would indicate that participants are willing to tolerate a
greater area of degradation (i.e a smaller HQ and larger LQ).

5 RESULTS

Catch trials were removed from the data set prior to the analysis.
Kolmogorov-Smirnov tests of normality were conducted and re-
vealed all distributions to be normal. Figure 5 illustrates the mean
thresholds recovered across our four conditions. Note that the 75%
threshold diameter (y-axis) denotes the diameter of the HQ re-
gion for which participants are unlikely to notice the degradation.
Smaller values suggest that degradation over a larger portion of
the field is possible without people being aware. The first interest-
ing feature of this data is that across all our conditions significant
degradation could occur over a large portion of the field (outside a
central range with a diameter between around 25 and 60 degrees,
depending on the condition). The second feature is that participants
are largely unaware of the degradation over a larger portion of the
field when that degradation is less severe, i.e. in the 2x2 relative to
4x4 degradation conditions. This is not necessarily surprising but
provides a nice manipulation check. The third feature is that partici-
pants are largely unaware of degradation over a larger portion of the
field when they are actively moving relative to when the movement
is implied. These conclusions were supported by a 2x2 repeated
measures ANOVA which revealed a main effect of Degradation
(F(1,9) = 70.2, p < 0.001) and a main effect of Type of Movement
(F(1,9) = 16.2, p = 0.003). We also found evidence for an interaction
between these factors (F(1,9) = 5.4, p < 0.05). Posthoc analyses of the
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interaction were conducted using a Bonferroni-Holm correction for
multiple comparisons (six in our case) we found statistical evidence
for significant differences between all conditions except for the
IM2x2 vs AM2x2 and IM2x2 vs AM4x4 pairs. This suggests that the
interaction is driven by a considerably stronger effect of movement
type when scene degradation is more severe and indicates that
severe degradations are less detectable during active movement.
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Figure 3: Example psychometric functions for three of the
participants. In blue - the seated condition, in red - the active
condition. The bars represent standard deviations.
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Figure 4: Example of the manipulation of the HQ diameter
using the 2 interleaved staircases described in Section 3.2.

The data in Figure 5 suggest that in the 2x2 and 4x4 conditions
respectively, participants are willing to accept an area of degrada-
tion approximately 23.5% and 27% bigger when actively moving.
This finding is supported by the interaction reported above. The
difference between the 2x2 vs 4x4 configuration is approximately
30% in the IM condition in the AM condition 36.4%.

Petrescu, Warren, Montazeri, Otkhmezuri, Pettifer

Table 1: Summary statistics for our ANOVA analysis

Conditions Fstat p-value

Degradation 70.156 p < 0.001
Type of Movement 16.171 p = 0.003
Deg * TypeMov 5.428 p<0.05

60-
w
3]
o
(o))
S
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é 4x4
3 20-
220
£
8
a

0,

AM IM

Figure 5: Mean bar plots representing the conditional means.
The error bars represent standard error.

5.1 Validation Results

Participants reliably detected the catch trials 100% of the time. Data
in the AM shows an almost perfect tracking speed (approximately
0% failure to reach 1 m/s across all ten participants). These data are
irrelevant in the IM condition.

Eye-tracking data across all participants showed that on average,
participants tracked the fixation sphere 81.5% of the time across
all trials in the AM condition and 82% in the IM condition. We
believe this is an acceptable range, given that the eye-tracker does
not account for blinking. Note that the eye-tracking data for one
of the participants only shows 11% success rate. These omissions
could mean participants would be more likely to detect the change
as they were looking directly at the degraded area. If this was the
case, it would only amplify the effect of our findings.

6 DISCUSSION
Taken together, the results presented in Section 5 show that:

o The type of motion experienced (Active vs. Implied) has a
significant effect on the perception of visual artifacts in a
foveated rendering algorithm.

e Participants are significantly better at detecting differences
in the 4x4 configuration than in the 2x2 configuration

e The type of motion has a significant impact on the extent
to which we can degrade the scene. When actively moving,
participants are less likely to detect more severe degradation.

Our method represents a potential approach to enhance foveated
rendering algorithms. We show that during self-generated (surge)
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user movements, we can significantly degrade large portions of the
visual field without participants reliably detecting the degradation.
Although our metrics can inform foveated rendering designs, it
is important to mention that this work does not aim to produce
a stand-alone foveated rendering system. However, with the rise
in popularity of VR arcades and dynamic VR experiences, locomo-
tion is becoming increasingly common and sought after. Critically,
these experiences are usually computationally expensive due to the
increasing demand for photorealistic graphics. Therefore, studying
how different types of movement affect visual perception is impor-
tant for future perceptual optimization methods. We suggest that
in future work it would be useful to consider the extent to which
different types of user movement (e.g. surge vs. heave vs. sway)
permit similar optimizations.

In the VRS 4x4 configuration, spatiotemporal aliasing is present
due to the increased scene motion during walking. [Albert et al.
2017] showed that in foveated algorithms, peripheral vision is more
sensitive to flickering artifacts. There is evidence for significant
interactions between the vestibular, visual, and other systems in
the processing of motion [Holten and MacNeilage 2018; Warren
et al. 2022]. In particular, recent work examining the interplay
between different systems which signal scene relative movement
in active vs passive movement conditions, hints at the complexity
of this processing which can attenuate artifact detection. Moreover,
we know that retinal motion is minimized in order to preserve
depth information during surge [Liao et al. 2010]. This could create
additional masking for spatiotemporal aliasing. We suggest that in
the active movement condition, the additional processing required
to integrate different sensory signals might make VRS degradations
harder to detect.

[Ellis and Chalmers 2006] explored the cross-modal interaction
of the visual-vestibular system. They produced an ego-motion map
based on vestibular activation. Their method, however, did not use
psychometric testing for determining what region of degradation
the participants were sensitive to and they used a lower bound
for their foveal HQ region. Using their dynamic ego-motion map
method, the HQ pixels occupied 65% of the FOV. The values we
found are lower which means that we are rendering fewer HQ pixels
which shows our method provides a greater scope for optimization
(for this HMD, 38.8% of the rendered FOV for 4x4 AM and 27% for
2x2 AM).

The effects that self-motion has on various forms of quality degra-
dation in VR HMDs are not yet well-explored. Jindal et al. [Jindal
et al. 2021] explored how information about horizontal velocity can
be used to generate VRS State maps of a rich environment. They did
not find a significant effect of speed in VR, but the scope of the study
was to investigate Smooth Pursuit Eye Movement. It is important
to mention that in their model, the participants looked at 2 LCD
screens rendered in VR and the motion was generated by camera
rotations rather than induced by the participants themselves. We
show here that the type of movement matters in the perception of
visual artifacts during VRS degradation.

Limitations: The method used here does have some limitations.
First, we are using a fixed-foveated approach (thereby controlling
eye movement). Moving to a fully-foveated approach is a goal for
future work, but in this first experiment, we deliberately focused on
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the fixation case in order to minimize potential confounding effects
arising from individual differences in eye movements. Note that, as
mentioned above, the relatively few failures in fixation observed
in our data could only have made detecting the degradation more
likely (i.e. it would reduce the range measured in which degra-
dation was undetected). If, instead, we had used a fully foveated
approach, this would not be the case (since the degraded region
would move with the eye) and so we anticipate that there would
have been even less chance of detecting the degradation (i.e. we
could have degraded an even larger portion of the field). Second,
we used only two layers of degradation whereas most foveated
rendering models have at least three layers of foveation. While we
are interested in how the effects extend to other multiple layers, the
amount of additional data required from each participant would
have been prohibitive in this first study. Third, our degradation
was activated when the user reaches a certain velocity. Studying
how surge motion can affect popping artifacts caused by the sud-
den activation of a foveated rendering method could be useful to
predict an optimal relative velocity for activating the degradation.
Moreover, the popping effect caused by the sudden degradation
could be used as a cue for when the scene is being degraded. When
asked after the trial, participants reported that they generally did
not notice the popping which could further build on the theory that
the additional processing the brain is undertaking could mask VRS
artifacts.

Future Work. Our results show promising results and create an
interesting avenue for future research. Due to the standalone VR
HMDs becoming state-of-art, environments that users can walk
through, will become increasingly more common. This calls for
the investigation of similar effects at different velocities in a wider
variety of environments. Using a fully-foveated method together
with our user velocity-based approach could also yield significant
performance benefits. The effect type of movement has on such an
implementation is not well understood. Furthermore, dynamically
adjusting the area of degradation similar to the method in [Ellis
and Chalmers 2006] could also benefit our implementation. Metrics
recovered about how ego-movement can affect spatiotemporal sen-
sitivity such as ours can be used in the future in order to enhance
already existing models such as [Denes et al. 2020; Mantiuk et al.
2022; Tursun et al. 2019].

7 CONCLUSION

In this paper, we examined if the type of movement undertaken
in VR can have an impact on the probability of the detection of
the increased diameter of an under-sampled peripheral region in
a foveated rendering method. We created a foveated algorithm
using Nvidia’s VRS technology in the 2x2 and 4x4 configurations.
We show that there is a clear difference in detection probability
between implied movement through an environment and active
movement and that there is more scope for degradation in the
walking condition. Active movement yields greater benefits and
this is particularly so when more severe degradation is present.
Due to 6-DOF tracking in VR HMDs becoming readily available,
we hope these findings could provide a promising future avenue
for research.
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