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ABSTRACT
This paper presents a novel approach towards unsupervised SEM
image segmentation for IC layout extraction. Existing methods typ-
ically rely on supervised machine learning with manually labeled
training data, requiring re-training and partial annotation when
applying them to new datasets. To address this issue, we propose a
SEM image segmentation algorithm based on unsupervised deep
learning, eliminating the need for manual labeling. We train and
evaluate our approach on a real-world dataset comprising 648 SEM
images of metal-1 and metal-2 layers from a commercial IC, achiev-
ing competitive segmentation error rates well below 1%. Releasing
our dataset and algorithm implementations, we allow researchers
to apply our approach to their own datasets and evaluate their
methods against our dataset, facilitating reproducibility in the field.
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1 INTRODUCTION
Integrated Circuit (IC) reverse engineering has a broad range of
applications, including competetive analysis [18] and detecting
counterfeits [14] or malicious circuit modifications [13]. Accurately
extracting (parts of) the layout from an IC is an important task
in this process [8]. For dies manufactured on modern technology
nodes, it involves chemical and mechanical preparation and delay-
ering of the chip prior to imaging each layer of the die with a Scan-
ning Electron Microscope (SEM) [18]. Due to the usually imperfect
SEM image quality, a major challenge of layout reconstruction is to
segment all metal layers as precisely as possible into background,
tracks, and vias [2]. State-of-the-art IC SEM image segmentation
approaches often employ supervised machine learning [6, 17, 21],
relying on manually annotated images to serve as labels during
the training process. However, models trained on one dataset are
often not directly applicable to others due to differing preparation,
manufacturing, and imaging parameters [2]. Instead, models must
be re-trained for each new dataset, which must either be partially
annotated or otherwise preprocessed to fit the model’s training data,
causing a performance degradation [16]. The dataset differences
make a fair comparison between segmentation methods almost
impossible. Furthermore, some literature only reports pixel-wise
evaluation metrics, which contain very little information about the
actual segmentation quality in terms of electrically relevant errors.
And while meaningful metrics, such as the Electrically Significant
Difference (ESD)1 have been proposed [9], the lack of open datasets
and algorithm implementations obstructs a thorough comparison
between segmentation algorithms for IC layout extraction. In this
work, we strive to address these problems as follows:

• First, we devise an automated approach for track segmenta-
tion on metal-layer IC SEM images that eliminates the need
for costly and time-consuming manual labeling. To this end,

1While the acronym ESD usually refers to the term electrostatic discharge, we have
chosen to remain consistent with the original work.
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we present a novel algorithm based on unsupervised deep
learning that – not relying on labeled training data – allows
for adoption to new datasets with little human interaction.

• Second, we perform a thorough evaluation of our approach
on a real-world dataset consisting of 648 SEM images from
the metal-1 and metal-2 layers of a commercial 180 nm IC.
Our results indicate low ESD error rates of down to .26%,
which is competitive to state-of-the-art approaches for SEM
image segmentation that use supervised learning.

• Third, we enable other researchers to compare their segmen-
tation methods to our results and apply our method to their
own datasets by making the data we used in our work avail-
able under an open-source license. This data consists of our
algorithm implementations, our evaluation code, as well as
the real-world SEM image dataset described above, including
a corresponding ground truth for the metal-2 layer.

2 ARCHITECTURE FOR UNSUPERVISED SEM
IMAGE SEGMENTATION

In this section, we briefly introduce the advantages of unsupervised
learning and propose an unsupervised Machine Learning (ML) ar-
chitecture for SEM image segmentation that allows adaptation to
new datasets without prior manual labeling.

In recent years, deep learning techniques have achieved impres-
sive results for image analysis tasks, such as segmentation [10].
A common issue for supervised ML approaches is the availability
of labeled training data, which is why unsupervised and semi-
supervised approaches have gained traction. A supervised ML
model learns a function that maps input data to provided labels. In
contrast, an unsupervised model trains without labeled data and
extracts information directly from the input distribution [1].

We base our architecture on the autoencoder design, which con-
sists of two ML models, encoder and decoder [5]. The encoder
compresses an input SEM image into a self-learned so-called hidden
representation, from which the decoder reconstructs the original
data. Our goal is to shape this hidden representation into a segmen-
tation mask that classifies each pixel as either silicon background,
metal track, or metal via. When training encoder and decoder to-
gether, the autoencoder would optimize its hidden representation
for optimal input reconstruction, without forming a concept of back-
ground, track, or via segments. Instead, we train the decoder with
segmentation masks obtained from conventional image segmen-
tation algorithms, forcing the encoder to output a representation
close to the decoder’s learned input format.

To generate training data for the autoencoder, we denoise the
SEM images in a preprocessing phase using median filtering and
split them into 128×128 pixel SEM patches to improve scalability.

2.1 Conventional Segmentation Algorithms
For decoder training, we apply one of three conventional SEM im-
age segmentation algorithms to the SEM image patches. Although
their performance is inadequate for direct automatic IC layout re-
construction because they produce a large number of segmentation
errors, they aptly shape the decoder’s expected input and thereby
constrain the autoencoder’s hidden representation.

Fixed Threshold. Arguably the simplest image segmentation
algorithm, fixed thresholding classifies image pixels as either back-
ground, track, or via depending on their brightness. We pick mini-
mum track and via brightnesses – the thresholds – based on visual
inspection of the dataset and its image histograms.

Random Threshold. We also tested randomizing track and via
thresholds on a per-patch basis by drawing them uniformly random
distributed from an interval around the fixed thresholds.

Morphological Active Contours Without Edges. A more
advanced segmentation algorithm, Morphological Active Contours
Without Edges (MorphACWE) evolves a level-set curve along edges
in the image while being resistant to noise [11]. We use fixed thresh-
olds to obtain initial level-set curves and run the algorithm sepa-
rately for track and via labeling.

2.2 Decoder
Figure 1a visualizes the decoder training. First, we apply the con-
ventional segmentation algorithms from the previous section to our
128×128 pixel SEM image patches and thereby generate training
data for the decoder. Instead of reconstructing the input SEM patch
directly, we let the decoder predict an approximation of its gradient
magnitude. The gradient magnitude of an image is the norm of
the brightness differences between neighboring pixels in X and Y
directions. Training the decoder to predict the image gradient, we
prioritize the accurate placement of track and via boundaries over
precise coloring of uniform areas, such as the background.

Reconstruction Loss. As reconstruction loss for decoder train-
ing, we use Mean Squared Error Loss (MSELoss). The loss compares
the decoder output to ∇rec SEM from Equation 1. In the equation,
∇morph = dilation− erosion denotes the morphological gradient,
an approximation of the gradient magnitude that, with a sufficiently
large structuring element, produces less noise than the exact version.
The hyperparameter _1 allows tuning the loss function in conjunc-
tion with clamping the gradient to the decoder output range. We
choose _1 = 5, which saturates the gradients around vias and thus
reduces the difference to the smaller gradients along track borders,
balancing correct track border with via reconstruction.

∇rec SEM = clamp[0,1] (_1 · ∇morph SEM) (1)

As decoder architecture, we use U-Net [15] with batch normal-
ization and sigmoid activation in the last layer for output normal-
ization. Instead of deconvolution operations, we employ resize-
convolution to suppress high frequency artifacts in the output
image [12]. We also use padded convolutions to retain the input
size of 128×128 pixels for the output.

2.3 Encoder
The encoder receives SEM image patches and predicts their seg-
mentation masks with separate channels for background, track, and
via class probabilities. These masks are the primary output of our
segmentation approach and serve as the basis for layout extraction.

In an unsupervised setting, we cannot assess the quality of the
encoder output directly. We can, however, apply the decoder to
the encoder output and compute the reconstruction loss of the
resulting gradient prediction, as depicted in Figure 1b. Assuming
that an accurate gradient reconstruction from the decoder requires a
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−Segmentation
Algorithm

Decoder

Lrec = MSELoss

∇SEM

(a) A conventional segmentation algorithm generates masks from
SEM image patches as training data. We train the decoder to pre-
dict a SEM patch gradient approximation from these masks using
MSELoss.

−Encoder Decoder

Lexcl

Lrec = MSELoss

∇SEM

(b) We train the encoder using the decoder and its reconstruction
loss as encoder loss function, adding the channel exclusivity loss
term Lexcl to improve the generated segmentation.

Figure 1: Unsupervised training process of our encoder-
decoder architecture.

high quality segmentation mask from the encoder, we gain an error
metric for the encoder output. Propagating the reconstruction loss
back through the decoder, we receive a differentiable loss function
that allows us to train the encoder. During encoder training, we
only update the encoder weights and do not train the decoder.

Class Exclusivity Loss.We add the term from Equation 2 to the
encoder loss function to incentivize the encoder to predict that a
pixel belongs exclusively to either background (𝐵), track (𝑇 ), or via
(𝑉 ) and scale this term by hyperparameter _2, choosing _2 = 0.1.
In conjunction with softmax, Lexcl trains the encoder to predict
mostly binary segmentation masks that allow for straightforward
track and via extraction.

Lexcl = P(B) P(T ) + P(B) P(V ) + P(T ) P(V ) (2)
The encoder receives patches on the same 128×128 pixel grid as

the decoder but with an added overlap to increase segmentation
accuracy around patch edges, resulting in a 174×174 pixel input size.
The architecture is similar to the decoder and also a U-Net, with
the exception of partially using unpadded convolutions to shrink
the larger input to the decoder patch size.

We train decoder and encoder alternately, which improves train-
ing stability compared to using a pre-trained decoder. When addi-
tionally training the decoder on encoder output, we find that the
autoencoder optimizes its hidden representation for reconstruction,
while losing its interpretability as segmentation masks. During de-
ployment, we only require the encoder segmentation results and
not the decoder, reducing complexity and size of the model.

3 A REAL-WORLD IC SEM IMAGE DATASET
To train and evaluate our IC image segmentation approach, we
employ a real-world SEM image dataset, whose creation and char-
acteristics we detail in this section. The data consists of 648 SEM
images showing the logic area of the metal-1 (M1) and metal-2 (M2)
layers of a commercial IC produced on a 180 nm technology node.
The target IC has a total of six metal and a polysilicon layer and was

developed for (medium) security applications. Figure 2 contains a
sample image with ground truth from the M2 layer, which we la-
beled and used for our evaluation. We publish our dataset, including
the M2 labels, under a permissive open-source license (CC-BY 4.0)2.

3.1 Chip Preparation and Imaging
Prior to imaging, we prepared the chip as follows: First, we chem-
ically removed the device packaging, leaving the bare silicon die.
The packaged chip dimensions are 3×3mm and the actual die mea-
sures 2.16mm×1.68mm. After controlled removal of a thick alu-
minium (Al) top metal structure and a silicon nitride (SiN) / silicon
dioxide (SiO2) layer, we obtained an almost perfectly flat surface,
which is the prerequisite for the following processing steps. Sub-
sequently, we performed delayering of each metal interconnect
layer using a broad ion milling system. Using argon (Ar) ions at a
pressure of 4 × 10−4mbar, 400V beam voltage, and a current den-
sity of 0.18mA/cm2, we achieved an etch rate of 2 to 80 nm/min,
depending on beam incident angle and material sputter yield.

Next, we acquired images of each layer using a Scanning Electron
Microscope (SEM) with backscattered electron detector. As the
backscatter electron yield is material dependent, both the metal
layer and the underlying tungsten vias are visible in the images.
To obtain satisfactory image contrast and signal-to-noise ratio,
allowing us to discern tracks and vias from background, we used
an electron energy of 15 keV and a dwell time of 3 µs.

3.2 Dataset Characteristics and Labeling
The M1 and M2 layers were captured with a resolution of 14.65 nm
per pixel and 10% overlap between SEM images. Each image is
4096×3536 pixels in size. After discarding images of the area’s
boundaries, our dataset contains 327 images from the M1 layer
and 321 from M2, yielding a total of 6GiB grayscale image data.

Typically, the preparation and imaging processes create arti-
facts in SEM images that may cause challenges for segmentation.
Uneven delayering, for example, yields inhomogeneous track and
background coloring, which reduces contrast and, in extreme cases,
can uncover tracks from adjacent metal layers. Additionally, bright
spots that occur during imaging may interfere with via detection.
Finally, vias in the SEM image are regularly surrounded by halos,
which can make boundaries between neighboring tracks hard to
determine, an artifact we call bleeding. Our dataset also contains
such artifacts (see Figure 2a for an example).

We automatically labeled track polygons and via positions on
the M2 layer, using techniques such as thresholding, edge detection,
and size, position, and complexity filtering. In a final step, an experi-
enced analyst manually validated and corrected these labels, which
took an average of 6min per image and a total of 6 person days for
the entire layer. As the labels were originally intended for manual
IC layout extraction, we decided against removing duplicates of
detected vias. Furthermore, tracks spanning multiple images are
not labeled on each image and instead appear as missing tracks
when images are processed in isolation.

2https://doi.org/10.17617/3.HY5SYN
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(a) Delayering artifacts manifest
as uneven background and track
coloring. Imaging artifacts are
visible as bright spots on tracks.

(b) Imperfect segmentation of (a)
containing a short in red and an
open track in blue. Track labels
are outlined in gray.

Figure 2: Cutout of a SEM image (a) fromourM2-layer dataset
with polygon track labels and ESD error visualization (b).

3.3 Existing Datasets
To our knowledge, we are the first to publish a real metal-layer IC
SEM image dataset and only two other open datasets exist. Cheng
et al. [3] annotated gates on 640 polysilicon-layer IC SEM images
with 384×512 pixels each, which are available on request. Wil-
son et al. [20] generated and published 800,000 synthetic polysili-
con andM1-layer SEM images from 32 nm and 90 nm IC layout files.
With 250×250 pixels each, the simulated images are much smaller
than our real SEM images, only showing standard cell sections.
Their simulation adds noise to emulate the imaging process, sim-
ple shape changes to imitate deformations from IC manufacturing,
and shifted image regions to mimic stitching errors. In contrast to
the artifacts we observed in our SEM images and described in the
previous section, their background and tracks appear otherwise
uniform.

4 EVALUATION
Here, we present the evaluation of our approach on our real-world
dataset from the previous section. First, we advocate for meaningful
evaluation metrics and propose using the Electrically Significant
Difference (ESD) error metric introduced by Trindade et al. [9].
Second, we provide implementation details, report our results, and
compare them to related approaches, where possible. Finally, we
discuss limitations of our approach and future research directions.

4.1 Evaluation Metrics
IC layout extraction from SEM images is error prone, since even a
few added or missing electrical connections between components
can greatly affect the resulting layout and may require manual re-
view and cleanup. Minimizing such faulty connections is thus para-
mount. However, commonly used evaluation metrics, namely mean
Pixel Accuracy (mPA) and mean Intersection over Union (mIoU)
[3, 4, 16, 19], assess the classification accuracy of individual pixels
without considering connectivity. Inaccurately segmented track

borders, while still allowing perfect layout recovery as long as con-
nectivity remains unchanged, can therefore have a profound impact
on mPA and mIoU. Conversely, bridging two tracks through a few
incorrectly classified pixels induces a connectivity error, while hav-
ing a negligible impact on the aforementioned per-pixel metrics.
Therefore, these metrics do not provide a meaningful quality mea-
sure for SEM image segmentation with respect to layout extraction.

Electrically Significant Difference. For this reason, we evalu-
ate our approach with the ESD metric proposed by [9], sometimes
also referred to as Connected Component Analysis (CCA) [20].
This metric counts the number of electrical shorts and opens within
the segmentation. Shorts are created when two distinct tracks are
merged into one segment, and opens are single tracks that are split
into multiple segments by the algorithm. We additionally report
ESD false positives (FPs), i. e., segments without corresponding
track in the ground truth, and false negatives (FNs), i. e., tracks that
do not appear in the segmentation. Figure 2b illustrates short and
open errors in a segmented sample image.

4.2 Implementation Details
While our approach does not require labeled training data, it relies
on a few dataset-dependent parameters for the input segmentation
algorithms, which we disclose below. We also detail the training
and evaluation process and, along with our dataset (see Section 3),
publish our implementation and trained models on GitHub3.

Conventional Segmentation Algorithms. As discussed in
Section 2.1, all our conventional SEM image segmentation algo-
rithms rely on some form of thresholding. We choose 67

256 as track
threshold and 157

256 for vias. Deriving from a MorphACWE refer-
ence implementation4, we built a parallelized version of the algo-
rithm using OpenCL. Based on qualitative visual inspection, we run
MorphACWE for tracks and vias separately for 50 iterations each,
with three rounds of smoothing per iteration and a foreground
weight of 2 for tracks and 1

2 for vias.
Training.Weuse PyTorchwith Adam[7] optimizer and an initial

learning rate of 2 × 10−4, training our models for one epoch on a
random subset of 200 SEM images from both the M1 and M2 layers
of our dataset (see Section 3). Due to GPU memory constraints, we
split each image into 8 batches, yielding a batch size of 108 128×128
pixel patches. Training takes approximately 25min on a NVIDIA®

Quadro RTX™ 6000 GPU with 24GB VRAM on a dual-socket server
with Intel® Xeon® Gold 6154 CPUs and 376GB RAM.

Evaluation. For performance reasons, and because our ground
truth already consists of track polygons, we do not compute ESD
errors on the segmentation mask directly. Instead, we binarize the
mask before extracting track polygons using OpenCV and perform
the ESD evaluation with polygon intersection. To reduce the num-
ber of false positives, we filter polygons with a total area smaller
than 35 pixels and polygons enclosed by a 35 pixel margin around
the image borders, due to missing labels (see Section 3.2).

4.3 Results
We evaluate the performance of our approach separately for all
three segmentation algorithms, each of which providing training
3https://github.com/emsec/unsupervised-ic-sem-segmentation
4https://github.com/pmneila/morphsnakes
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Figure 3: The graph shows the mean reconstruction loss and
ESD error rate of all fifteen trained model instances. The
error rate generally aligns with the reconstruction loss ob-
served during training, allowing us to select well-performing
models in an unsupervised setting. While some instances
are outliers with a high ESD error rate, we can easily detect
them based on their reconstruction loss. For comparison, we
include the error rate of U-Net using supervised learning.

Table 1: Comparison of our approach with the input segmen-
tation algorithms and the supervised U-Net trained directly
on our evaluation data. We report the ESD errors from a total
of 115,861 tracks on 321 M2-layer SEM images, as well as
the mean Intersection over Union (mIoU) and mean Pixel
Accuracy (mPA) as per-pixel metrics.

Alg. ESD Errors Pixel Metrics
Shorts Opens FPs FNs Total [%] mIoU mPA

Input* 11,063 41 463 0 9.984 0.805 0.948
Input† 2,005 26,480 247 39 24.832 0.747 0.940
Input‡ 8,434 49 235 1 7.526 0.842 0.959
Ours* 282 154 296 1 0.633 0.838 0.958
Ours† 414 115 78 27 0.547 0.887 0.973
Ours‡ 57 68 218 11 0.256 0.836 0.957
U-Net 189 96 33 98 0.359 0.900 0.977

*Fixed threshold. †Random threshold. ‡MorphACWE.

data for the decoder (see Section 2.1). As we observe varying ESD
error rates between runs, we train five instances of our model for
every input segmentation algorithm. We select the instance with
the lowest reconstruction loss, which tends to align with a high
ESD performance (see Figure 3).

As ground truth for our evaluation, we use the manually labeled
M2-layer data described in Section 3. Table 1 presents the ESD
results of our models. As a lower benchmark, we report the perfor-
mance of the three input segmentation algorithms when applied
directly to our dataset. As an upper benchmark, we train our U-Net
encoder on the labeled M2 layer data using supervised learning.
The results show that our approach is able to generate high-quality
segmentation masks in an unsupervised setting.

ESD Errors. Our approach achieves a total ESD error rate well
below 1%, comparable to the U-Net we use as upper benchmark.
The MorphACWE instance even outperforms the supervised model

on total ESD errors. All ESD metrics but the number of shorts, i. e.,
merged tracks, are consistent between most instances at a low rate.
The random thresholding input algorithm is an expected excep-
tion and often splits tracks, producing a relatively large number
of opens. The supervised U-Net yields the largest number of false
negatives (FNs), i. e., undetected tracks, while generating less false
positives (FPs) than the unsupervised algorithms. As a segmen-
tation quality differentiator, our instances produce more than an
order of magnitude fewer shorts than the conventional segmen-
tation algorithms. From the results reported in Table 1 and from
Figure 3, we infer that using MorphACWE as input algorithm im-
proves training stability and, on average, performance compared
to fixed or random thresholding.

Per-Pixel Metrics. As discussed in Section 4.1, we consider
mIoU and mPA insufficient performance measures for segmenta-
tion quality in the context of layout extraction. We support our
claim with our evaluation results and observe that all algorithms
achieve similar per-pixel performances, while producing vastly dif-
ferent amounts of ESD errors. Particularly, the MorphACWE input
segmentation algorithm performs better on both per-pixel metrics
than our unsupervised ML approach using the same algorithm,
while its ESD error rate is an order of magnitude higher.

4.4 Related Work
Here we place our results in the context of four ML approaches to
track segmentation that also report ESD errors.

Hong et al. [6] train a Convolutional Neural Network (CNN) on
200 labeled SEM images and achieve 0.83 shorts respectively 0.26
opens per 2048×1536 pixel image. Our approach, for comparison,
achieves between 1.103 and 2.283 errors per image with four times
the pixel count. Using a Generative Adversial Network (GAN) on
small labeled patches, Tee et al. [17] achieve with a mPA of 0.9442
and a mIoU of 0.8563 a similar per-pixel performance to our ap-
proach and report an ESD error rate of 4.71%, albeit on SEM images
with a higher track density, based on their figures. Yu et al. [21]
train a CNN on 21 8192×8192 pixel SEM images for 100 epochs
and use post processing to reduce the number of ESD errors, re-
porting 50.71 errors total (2.381 per image) with 95.75% mPA and a
high 91.86% mIoU. The images again appear to have a higher track
density than our dataset. Wilson et al. [20] tested multiple ML and
non-ML algorithms on their synthetically generated REFICS dataset
(see Section 3.3), achieving segmentation error rates as low as 1%
using CycleGAN[22] trained on labeled data, with a 89% mIoU.

Although not directly comparable due to the different underlying
datasets, the accuracy of our approach appears to be on par with
the state of the art, which, however, requires labeled training data.

4.5 Limitations and Future Research
Although our approach yields promising initial results, it still has
limitations that necessitate further research in this area.

First, unsupervised learning is limited by the complexity of pat-
terns it can observe in the input data which for our dataset – due
to random bright artifacts caused by the imaging process – inter-
feres with reliable via detection. While a supervised approach with
extensive labeling might learn to differentiate such artifacts, our
approach has the advantage of automatically generating a low-error
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segmentation for tracks without any manual annotations. In future
research, unsupervised track segmentation algorithms could be
combined with specialized algorithms for via detection [13].

Second, we employed three relatively simple conventional input
segmentation algorithms for decoder training. In the future, evaluat-
ing other input segmentation algorithms could further improve our
approach with respect to performance, stability during training, or
generalizability to different datasets. Cheng et al. [3], for example,
use multi-level Otsu’s thresholding as a baseline, which chooses op-
timal thresholds based on the image histogram and would eliminate
parameters to the input algorithm.

Third, we evaluated our approach on a single metal layer of
our real-world SEM image dataset, where it performed well. Man-
ual inspection of selected results on our dataset’s M1 layer, which
features much thinner and more densely packed tracks, indicates
a deterioration in the segmentation quality of our approach. To
evaluate the adaptability of our approach across node sizes and tech-
nologies, more and diverse SEM image datasets – including their
ground truth – from different chip layers and nodes are necessary.

5 CONCLUSION
In this work, we have introduced a novel unsupervised approach
for SEM image segmentation in IC layout extraction. Our method
eliminates the need for manual labeling by leveraging unsupervised
deep learning, enabling easier adaptation to new datasets. Our eval-
uation on the M2 layer of a real-world dataset demonstrated low
Electrically Significant Difference (ESD) error rates for track seg-
mentation, comparable to state-of-the-art supervised approaches.
However, challenges for successful layout extraction remain, such
as imaging artifacts and the diversity of materials and technolo-
gies used in IC fabrication. To address these challenges, future
research could explore alternative input segmentation algorithms
to improve performance and generalizability, or otherwise combine
our approach with supervised or conventional image processing.

To foster reproducibility and facilitate further research, we will
release our dataset and algorithm implementation under an open-
source license. This will enable other researchers to apply our
approach to their own datasets and evaluate their methods using our
dataset, fostering fair comparisons among different segmentation
algorithms. By promoting collaboration and transparency, we hope
to drive progress in the field of IC layout extraction.
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