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We present a novel method for reconstructing clothed humans from a sparse
set of, e.g., 1–6 RGB images. Despite impressive results from recent works
employing deep implicit representation, we revisit the volumetric approach
and demonstrate that better performance can be achieved with proper sys-
tem design. The volumetric representation offers significant advantages
in leveraging 3D spatial context through 3D convolutions, and the noto-
rious quantization error is largely negligible with a reasonably large yet
affordable volume resolution, e.g., 512. To handle memory and computation
costs, we propose a sophisticated coarse-to-fine strategy with voxel culling
and subspace sparse convolution. Our method starts with a discretized vi-
sual hull to compute a coarse shape and then focuses on a narrow band
nearby the coarse shape for refinement. Once the shape is reconstructed,
we adopt an image-based rendering approach, which computes the colors
of surface points by blending input images with learned weights. Extensive
experimental results show that our method significantly reduces the mean
point-to-surface (P2S) precision of state-of-the-art methods by more than
50% to achieve approximately 2mm accuracy with a 512 volume resolution.
Additionally, images rendered from our textured model achieve a higher
peak signal-to-noise ratio (PSNR) compared to state-of-the-art methods.
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1 INTRODUCTION
Automatic 3D reconstruction of clothed humans using image inputs
has gained increasing significance due to its potential applications in
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Fig. 1. Our method reconstructs a textured 3D model of clothed humans
from sparse multi-view images. It recovers detailed geometry with vivid
texture, despite complexities caused by garments, poses, and occlusions.

a wide array of AR/VR scenarios. High-fidelity reconstructions typi-
cally depend on sophisticated capture systems, which are developed
with dense camera arrays [Collet et al. 2015; Joo et al. 2019, 2018],
programmable light-stages [Guo et al. 2019; Vlasic et al. 2009], and
depth sensors [Dou et al. 2016; Newcombe et al. 2015, 2011; Yu et al.
2017, 2020]. However, stringent capture environments equipped
with complex hardware pose significant challenges for consumer-
level applications.
In this context, considerable research effort has been dedicated

to developing methods that allow for more flexible capture config-
urations, such as utilizing a few RGB inputs. Among these works,
learning implicit functions [Hong et al. 2021; Saito et al. 2019, 2020]
has proven effective in achieving highly detailed reconstructions
by integrating the advancements of deep neural networks. These
methods employ large multi-layer perceptrons (MLPs) to predict the
occupancy probability or truncated signed distance function (TSDF)
value of every queried 3D point based on its associated local feature,
which is extracted from images. They can recover a continuous
surface at arbitrary resolutions without topology restrictions.

However, in typical MLP-based implicit networks, the occupancy
or TSDF value at each location is solved independently with planar
image features, rendering them less capable of addressing challeng-
ing cases such as occlusions. Consequently, these methods suffer
from generalization and robustness issues, particularly when tack-
ling strong occlusions caused by largemotion ormultiple interacting
humans. Some follow-up studies [Huang et al. 2020; Zheng et al.
2021, 2022] utilize an extra geometric model, SMPL [Loper et al.
2015], to improve robustness by introducing strong shape priors.
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Their success typically relies on the assumption of geometrical
similarity [Huang et al. 2020] between the shape prior and target
reconstruction, making them intractable for handling complex cases
with loose clothes and sensitive to errors in SMPL model fitting.

We instead revisit the 3D volumetric representation and resort to
3D convolutional neural networks (CNNs) for feature learning, due
to their impressive performance in feature learning and the ability
to incorporate spatial context. However, volumetric methods and 3D
convolution involve discretization, which might raise concerns re-
garding whether a discretized volume can preserve subtle geometric
details as continuous representations learned in implicit functions.
We investigate the relationship between volume resolution and
quantization error on synthetic data by converting target mesh ob-
jects to TSDF volumes, as shown in Figure 3. We observe that the
quantization errors are significantly reduced by increasing volume
resolution and become nearly negligible when reaching a relatively
high resolution (e.g., 512 or higher). In other words, achieving fine-
detailed reconstruction is not supposed to be restricted by the use of
volume representations as long as a proper volume resolution is uti-
lized. Therefore, we present a method with high-resolution feature
volumes, e.g., 256 and 512, while traditional volumetric methods
[Gilbert et al. 2018; Varol et al. 2018] are often limited to much lower
resolutions, such as 32 or 128.
On the other hand, an increase in volume resolution may lead

to a cubic growth of memory overhead [Ge et al. 2017]. Reducing
memory costs while guaranteeing the granularity of volumetric rep-
resentations is necessary for pursuing high-quality reconstruction.
Thus, we adopt a coarse-to-fine approach and cull away irrelevant
voxels to build a sparse high-resolution feature volume. At the coarse
level, the network computes an initial TSDF by applying a U-Net
with sparse 3D CNN [Graham et al. 2018] on the sparse feature
volume, which is carved by a visual hull. Through our experiments,
it turns out that more than 95% of the volume grids are discarded by
the visual hull culling, making the sparse 3D CNN efficient. At the
fine level, the network focuses on a narrow band near the zero-level
set of the initial TSDF and discretizes the narrow band with smaller
voxels. By employing this narrow-band culling, we further shrink
the sampling space, resulting in a relatively small range of grid
numbers (usually 300K–500K in our experiments) even with a high
volume resolution of 512. The remaining voxels in the narrow band
are associated with features that fuse high-frequency information
from the computed normal maps upon the low-frequency shape
from the coarse level to compute the TSDF at high resolution. The fi-
nal mesh is then extracted from the TSDF using the Marching-Cube
algorithm [Lorensen and Cline 1987].
In addition to geometry, high-quality mesh texture is also a cru-

cial factor contributing to visual appearance. Directly computing
a color field in 3D space, as in [Saito et al. 2019], struggles to cap-
ture high-frequency texture details, while the neural radiance field
(NeRF) [Yu et al. 2021a] or the DoubleField [Shao et al. 2022a] re-
quire expensive per-instance optimization and are often unstable
for sparse input images. In contrast, we adopt an image-based ren-
dering approach to compute a texture atlas map, which is efficient
and widely supported in existing computer graphics tools. Specifi-
cally, we compute a blending weight at each 3D point on the mesh
surface to determine its color as a weighted average of the colors

at its image projections. The blending weights can be computed
at a relatively coarse resolution, e.g., 512 volume resolution in our
case, and leave texture details to the high-resolution images, such as
1K or 2K. Unlike previous methods that generate blurry texturing
results under sparse input, our method generalizes well on both
synthetic and real data with just a few input views. Figure 1 shows
two examples reconstructed by our method. Despite the challenging
garment, pose, and occlusion, our method recovers faithful shape,
normal, and texture on the right.

In summary, the main contributions of this paper are as follows:
• We revisit the 3D volumetric representation and demonstrate
that it can support clothed human reconstruction with equal
or even better performance compared to implicit representa-
tion.

• We develop a memory and computation-efficient method
for high-resolution volumetric reconstruction using sophis-
ticated sparse 3D CNN, coarse-to-fine estimation, and voxel
culling by visual hull and narrow bands.

• We introduce a novel method to compute a texture atlas map,
which captures rich appearance details from high-resolution
input images.

• Weachieve impressive results on standard benchmark datasets
Twindom and MultiHuman, significantly reducing the point-
2-surface (P2S) precision to approximately 0.2cm from just six
input views, with more than 50% error reduction compared
to the state-of-the-art methods, including DoubleField [Shao
et al. 2022a] and PIFuHD [Saito et al. 2020].

2 RELATED WORK
Parametric Model Based Methods. Parametric human models
such as SCAPE [Anguelov et al. 2005], SMPL [Loper et al. 2015],
and SMPL-X [Pavlakos et al. 2019] have been widely adopted to
recover human pose and shapes. SMPLify [Bogo et al. 2016] es-
timates the SMPL model from a single image using 2D keypoint
detection. Recently, deep neural networks [Kanazawa et al. 2018;
Omran et al. 2018; Pavlakos et al. 2018; Xu et al. 2019] have been
trained to directly regress SMPL model parameters from a single
image. The accuracy is further improved by combining bottom-up
optimization [Güler and Kokkinos 2019; Kolotouros et al. 2019] and
using temporal generation networks [Kocabas et al. 2020]. How-
ever, the SMPL estimation from a single image suffers from shape
ambiguity. Huang et al. [2017] and Liang et.al [2019] generalize
SMPL model fitting to multiple input images. To capture cloth shape
details, methods like [Alldieck et al. 2019; Bhatnagar et al. 2019] use
SMPL+D representation to explain high-frequency details. How-
ever, this representation struggles to handle loose clothes and long
hair. In contrast to these methods, we aim to reconstruct a clothed
human without relying on any parametric model to achieve better
generalization to different poses and garments.
Implicit Function Based Methods. Implicit functions [Chen and
Zhang 2019; Mescheder et al. 2019; Park et al. 2019] provide a pow-
erful shape representation for 3D reconstruction, enabling surface
reconstruction at arbitrary resolutions and topologies. Many re-
cent works utilize implicit functions to reconstruct clothed hu-
mans. Huang et al. [2018] and PIFu [Saito et al. 2019] introduce
implicit functions for clothed human reconstruction, where a 3D
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point is projected onto the input images to gather features for oc-
cupancy regression. PIFuHD [Saito et al. 2020] improves PIFu by
extracting high-resolution features from estimated normal maps.
PHORHUM [Alldieck et al. 2022] also predicts shading parameters to
generate more realistic rendering results. MonoPort [Li et al. 2020]
accelerates the occupancy evaluation in a coarse-to-fine manner
using Octree structures.
However, the aforementioned methods compute the occupancy

or TSDF of a 3D point using point-wise inference and planar image
features, which are limited in exploring 3D context information,
especially for self-occlusions and challenging poses. As a result,
Arch [Huang et al. 2020], Arch++ [He et al. 2021], PaMIR [Zheng
et al. 2022], and ICON [Xiu et al. 2022] employ the SMPL model as a
shape prior to improve robustness to different body poses. DeepMul-
tiCap [Zheng et al. 2021] further employs a spatial attention network
and a temporal fusion method for multi-view input videos. However,
the SMPL model estimation itself is fragile, StereoPIFu [Hong et al.
2021] takes stereo images as input to exploit the geometric con-
straints of stereo vision. The recent work, DoubleField [Shao et al.
2022a], combines the neural radiance field with an implicit surface
field to generate high-quality results. DiffuStereo [Shao et al. 2022b]
further introduces a diffusion-based stereo algorithm to enhance
shape accuracy by enforcing multi-view correspondences.
As observed in [Chibane et al. 2020; Peng et al. 2020], implicit

function based 3D reconstruction can benefit from a 3D convolu-
tional feature encoder. While these two methods are designed for 3D
reconstruction from point clouds or sparse voxel inputs, we extend
a similar idea for image-based reconstruction of clothed humans.
3D convolutions can easily encode geometric contexts and compute
the TSDF values at nearby points jointly. However, it requires a
high-resolution feature volume to capture shape details.
Volumetric Methods. There are relatively fewer works adopting
volumetric representation for clothed human reconstruction, as it is
known to have expensive memory and running time costs. To reduce
memory and computation costs, earlier works [Jackson et al. 2018;
Varol et al. 2018] employ 2D convolutions to regress the occupancy
volume from a single RGB image, but only recover limited shape
details and suffer from challenging poses. DeepHuman [Zheng et al.
2019] employs 3D convolution and uses SMPL models as shape
priors to guide the volume regression. However, like parametric
model-based methods, its SMPL estimation tends to fail at challeng-
ing poses and loose garments. Gilbert et al. [2018] use multi-view
images to recover a visual hull, and then apply 3D CNN to compute
the occupancy values at the discretized visual hull. However, they
do not involve any image features in the 3D CNN, which is crucial to
recover shape details, and only generate over-smoothed results. Sim-
ilar 3D convolution is also applied to the discretized SMPL model in
[Zheng et al. 2021, 2022] to facilitate learning implicit functions, but
image features are not involved in the 3D convolution. Furthermore,
most previous methods [Jackson et al. 2018; Varol et al. 2018; Zheng
et al. 2021, 2022, 2019] use low volume resolution of 128, except the
method in [Gilbert et al. 2018] uses 256 volume resolution without
including image features.

We find it is important to use high-resolution volumes, e.g. 512 or
higher, for accurate 3D reconstruction of clothed humans. Further-
more, it is important to include image features in the 3D convolution

to reconstruct shape details. To make these ideas feasible, we design
a sophisticated volumetric method by combining efficient sparse 3D
convolution, voxel culling, and coarse-to-fine computation.
Surface Color Prediction. Traditional methods like [Waechter
et al. 2014] color surface points according to images with front par-
allel viewing directions. For human modeling tasks, PIFu [Saito et al.
2019] and its follow-up works [Yu et al. 2021b; Zheng et al. 2021]
often use an additional implicit function to compute a continuous
color field, where each 3D point is associated with a color. Implicit
functions can hallucinate colors in unobserved regions. However, it
is also difficult to capture appearance details like high-frequency tex-
tures due to the compact representation. Recently, neural radiance
field (NeRF) [Mildenhall et al. 2020] has shown its great potential
of generating high quality view synthesis. NeuralBody [Peng et al.
2021] further introduces a SMPL model to aggregate color con-
straints in the canonical frame, extending the NeRF-based human
reconstruction to sparse multi-view inputs. To capture 3D shape
details while generating realistic rendering, Doublefield [Shao et al.
2022a] combines the advantages of implicit surface field [Saito et al.
2019] and neural radiance field [Mildenhall et al. 2020], which fur-
ther speedup the convergence of NeRF models. While these methods
generate high-quality results, NeRF-based methods still require ex-
pensive per-instance optimization, which is undesirable in many
real applications. To address these problems, we follow the spirit of
traditional methods to compute a texture map on the mesh surface.
Instead of computing the texture color directly, we design a network
to estimate a blending weight to evaluate the color according to
the input images. In this way, our texture map can easily inherit
high-frequency details from high-resolution input images.

3 MOTIVATION
Given sparse view RGB images {I𝑖 } capturing a clothed human and
their calibrations, our goal is to estimate the truncated signed dis-
tance function (TSDF) D which describes the clothed human shape.
This TSDF D might be directly discretized as a 3D volume, where
each voxel grid stores the TSDF value. In contrast, recent learning
based reconstruction methods [Chen and Zhang 2019; Mescheder
et al. 2019; Park et al. 2019] employ a multi-layer perceptron (MLP)
as an implicit representation of the TSDF or occupancy function,
which is continuous and free from resolution and topology limi-
tations. Following this idea, PIFu[Saito et al. 2019] computes the
occupancy function with pixel-aligned features as,

D(X) = 𝑓 (X, F2𝐷 (Π(X))) = 𝑠, 𝑠 ∈ [−1, 1], (1)

where 𝑓 is an MLP, X is a 3D point, and Π(·) projects 3D points to
the input image. The feature map F2𝐷 is computed from the input
image with 2D convolutions.
On the other hand, the simple fully-connected network archi-

tecture of MLPs is inefficient in integrating context information
as studied in [Chibane et al. 2020; Peng et al. 2020]. These studies
suggest combining a 3D convolutional encoder with an MLP de-
coder for 3D reconstruction from point clouds. In the same spirit,
we might solve the TSDF D as

D(X) = 𝑓 (X, F3𝐷 (X)) = 𝑠, 𝑠 ∈ [−1, 1], (2)
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Fig. 2. The network architecture of the two toy networks in Section 3.1. (a) features are encoded in the 2D image plane, similar to the multi-plane encoder
proposed in [Peng et al. 2020]. (b) features are encoded in the 3D volume.

Fig. 3. Quantization error of TSDF volume at different resolutions. The
quantization error becomes negligible for volume resolutions beyond 512.

2D Features 3D Features
Chamfer/P2S 0.601/0.549 0.404/0.358

Table 1. Chamfer and P2S precision errors of the two toy networks with 2D
or 3D features tested on the Twindom[Twindom [n. d.]] dataset.

where the feature volume F3𝐷 is computed in 3D by a 3D convolu-
tional encoder. As reported in [Peng et al. 2020], learning this 3D
feature volume is superior to its counterpart 2D feature maps (i.e.
the single-plane or multi-plane feature encoder), which are com-
monly employed in earlier clothed human reconstruction methods
including PIFu[Saito et al. 2019], PaMIR[Zheng et al. 2022], and
DeepMultiCap[Zheng et al. 2021].

3.1 3D Feature Volume
To demonstrate the strength of 3D convolution in Equation 2, we
experiment with a toy network by directly appending a 3D convo-
lutional feature encoder with an MLP decoder for clothed human
reconstruction. Specifically, as in Figure 2 (b), we sample a set of
regular volume grid {X𝑤ℎ𝑑 } in 3D space, where {𝑤,ℎ,𝑑} are the
grid indices, and associate each grid vertex with the image features
at its projected image positions. We then apply 5 layers of 3D con-
volutions with filter size 3 × 3 × 3 to the feature volume, and use an
MLP to decode the TSDF value at each sampled grid vertex from its
feature. In this way, we can compute the TSDF values at all the grid

64F5M 128F5M 256F5M 256F5M* 256F1M* 256F’5M
Chamfer 0.574 0.459 0.406 0.404 0.432 0.592

P2S 0.524 0.395 0.332 0.358 0.365 0.538
Table 2. Results of the toy network using various network settings. In
each column, the F-number represents the volume resolution, while the
M-number denotes the depth of the MLP decoder. M* signifies a discrete
MLP which evaluates TSDF values only on the grid vertices, and F’ indicates
convolution is not applied to the 3D features.

vertices {X𝑤ℎ𝑑 } as,

D(X𝑤ℎ𝑑 ) = 𝑓 (X𝑤ℎ𝑑 , F3𝐷 (X𝑤ℎ𝑑 )) = 𝑠, 𝑠 ∈ [−1, 1] . (3)

Note that, Equation 3 is a discretized version of Equation 2 and
only computes TSDF values for the pre-sampled volume grids. As
we discuss in the supplementary file, we empirically find this dis-
crete approach is close to the original continuous version with
high-resolution feature volumes. The MLP 𝑓 (·) can also be heavily
simplified to just one layer in our experiments.

Alternatively, as shown in Figure 2 (a), we might use the 2D image
features directly as input to the MLP to decode the TSDF values
at grid vertices {X𝑤ℎ𝑑 }. To ensure a fair comparison, we employ
additional 3 × 3 2D convolutions in the image space to make the
number of learnable parameters similar.

We train these two toy networks using pre-sampled volume grids
at 256 resolution on the Twindom [Twindom [n. d.]] dataset, and
evaluate them on the 160 testing human models. Table 1 shows the
Chamfer distance and point-2-surface errors of both methods. It
becomes evident that learning a 3D feature volume with 3D convo-
lutions leads to more accurate reconstructions1 since the 3D CNNs
can better leverage context information.

3.2 Network Settings
Our formulation in Equation 3 includes a convolutional encoder and
an MLP decoder, similar to the hybrid representation in [Chibane
et al. 2020; Peng et al. 2020]. In this subsection, we explore variations
in the network settings, including feature volume resolution, dis-
crete versus continuous MLP, and the depth of MLP, to understand
their impact on shape reconstruction results. We first test our toy
network with 3D features using different volume resolutions. In
these experiments, we choose to learn a continuous surface repre-
sented by the MLP 𝑓 (·), as in PIFu [Saito et al. 2019]. Specifically,
we randomly sample 3D points and trilinearly interpolate features

1Note that PIFu [Saito et al. 2019] reconstructs a continuous surface which is not limited
to the pre-sampled grid vertices {X𝑤ℎ𝑑 }. In the same experiment, its Chamfer distance
error is 0.592 and P2S error is 0.538, which are slightly better than our discretized version
with 2D features, but inferior to the version employing 3D features.
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Fig. 4. Pipeline of our shape reconstruction: given sparse multi-view images, our method works in a coarse to fine manner to compute the TSDF volume of the
clothed human. During the coarse stage, we gather features from the input images for voxels within the visual hull and compute a coarse TSDF D0 by a sparse
3D CNN. During the fine stage, we discretize a narrow band nearby the surface computed at the coarse level, and collect normal features to compute a fine
TSDF Dfinal using another sparse 3D CNN.

at these sampled points from the discrete grid vertices {X𝑤ℎ𝑑 }, and
then use the MLP 𝑓 (·) to compute the TSDF value. Table 2 sum-
marizes the results of various settings, where the F-number and
M-number in each column represent the volume resolution and the
MLP depth, respectively. From the left three columns, it is evident
that increasing the volume resolution from 64 to 256 can signifi-
cantly reduce reconstruction errors by about 30%, indicating that a
high-resolution feature volume is crucial for precise results.
We further test other network settings. The two columns with

an M* indicate results with a discrete MLP, which computes TSDF
results only on the grid vertices {X𝑤ℎ𝑑 }. From these two columns,
it is apparent that the discrete MLP only slightly compromises result
quality, and even a 1-layer discrete MLP can achieve satisfactory
results. The rightmost column with an F’ represents results where
convolution is not applied to the 3D feature volume. In this scenario,
even a high-resolution 3D feature volume produces a substantial
error, which clearly highlights the effectiveness of 3D convolution.

3.3 Quantization Error
The formulation in Equation 3 involves discretization, which is often
undesirable and motivates implicit function representation [Chen
and Zhang 2019; Mescheder et al. 2019; Park et al. 2019]. In the
following, we analyze the quantization error of the TSDFDwith dif-
ferent volume resolutions. Surprisingly, we find that with relatively
high volume resolution, e.g. 512 or higher, the quantization error is
no longer a limiting factor for the reconstruction accuracy of clothed
humans. Specifically, we compute ground truth TSDFs according to
the ground truth mesh models in the THuman2.0 [Zheng et al. 2021]
dataset. We then discretize those TSDFs into volumes of different
resolutions, ranging from 32 × 32 × 32 to 1024 × 1024 × 1024. The
quantization error is measured by the average error in TSDF values

on the ground truth mesh surface. As shown in Figure 3, the quan-
tization error drops quickly with higher volume resolution. When
the volume resolution is 512 or higher, the quantization error is less
than 0.05 cm, much smaller than the reconstruction error of SOTA
methods [Saito et al. 2019; Zheng et al. 2021, 2022], which typically
exceeds 0.5 cm. This indicates that discrete TSDF representation
is not a limiting factor for clothed human reconstruction with a
volume resolution of 512 or higher.

4 METHOD
As discussed in Section 3, a convolutional encoder with 3D feature
volume can boost shape reconstruction accuracy. While discretiza-
tion causes additional quantization errors, a high-resolution volume
can effectively mitigate this issue. Therefore, it is important to de-
sign an efficient method to overcome the memory and computation
costs associated with high-resolution volumes for improved results.
For this purpose, we design a sophisticated voxel culling process,
implement a coarse-to-fine strategy, and employ the efficient sub-
manifold sparse convolutional networks [Graham et al. 2018].

Figure 4 shows our system pipeline for shape reconstruction. Our
method works in two stages from coarse to fine. In the coarse stage,
we adopt a 256× 256× 256 resolution volume and employ the visual
hull of the foreground object to eliminate irrelevant voxels. The
remaining voxel grids are associated with image features at their
projected positions. We then apply the efficient subspace sparse 3D
CNN [Graham et al. 2018] to compute an initial TSDF, D0. Unlike
conventional 3D CNN, sparse 3D CNN builds a hash-table for index-
ing non-zero elements and the convolution operator only applies
to those non-zeros elements, which makes the convolution compu-
tational and memory efficient when the input tensor is sparse. In
the fine stage, we focus on the narrow band nearby the zero-level
set of D0 and discretize that narrow band into smaller voxels of
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512 × 512 × 512 resolution. Each voxel grid is then associated with
features from normal maps computed from the input images by
the method [Newell et al. 2016]. We further fuse a coarse geometry
feature from the coarse level, and apply the sparse 3D CNN again
on the fine volume to compute the final TSDF,Dfinal. The visual hull
culling and narrow-band culling substantially reduce the sampling
grids, making the feature volume sparse enough for efficient sparse
convolution.
After reconstructing the 3D shape, we proceed to estimate the

surface texture. Texture maps need even higher resolution to cap-
ture appearance details. To address this problem, instead of naïvely
applying our TSDF regression network to compute a color volume
that evaluates color as a function of coordinates, we choose to solve
a field of blending weights. At each 3D point, the surface color is
the weighted average of the colors at its image projections. We only
solve the blending weights for a narrow band nearby the final sur-
face Dfinal for better efficiency. Our pipeline to solve this blending
weight volume is shown in Figure 6.

4.1 Feature Volume Construction
To construct the feature volume, we initial a cubic volume grid V
with an edge length of 256cm and a resolution of 256×256×256. We
then project each voxel grid point V𝑤ℎ𝑑 on the input mask images
{𝑀𝑖 } to discard points outside of the visual hull. Pruning by the
visual hull significantly reduce the number of ‘active’ voxel vertices
in the volume. Typically, over 95% of the voxel grids are culled
away by the visual hull, leaving around 200–300K voxels remaining.
Given the set of remaining voxel grids {V𝑤ℎ𝑑 }, we project them
onto feature maps to compute a feature on each grid vertex as
follows,

F𝐼
𝑤ℎ𝑑

= 𝑀𝑒𝑎𝑛(𝐹 𝐼𝑖 (Π𝑖 (V𝑤ℎ𝑑 ))) . (4)
Here, Π𝑖 is the perspective projection of the input image 𝐼𝑖 . We
sample the 2D feature maps 𝐹 𝐼

𝑖
using bi-linear interpolation at

the projected positions, and average the sampled features from
all views to compute the feature volume F𝐼 . The image feature 𝐹 𝐼

𝑖
is computed from the input image 𝐼𝑖 by a single stacked hourglass
network [Newell et al. 2016], which has 128 feature channels and at
resolution of 256 × 256.

4.2 Coarse to Fine Reconstruction
To ensure the memory consumption and inference speed, we take a
coarse-to-fine architecture to compute the TSDF D.

Coarse stage. We use a 3D U-Net with skip layers to encode the
topology context. As shown in Figure 4 the 3D U-Net consists of
three conv and deconv blocks with skip connections. The initial
TSDF D0 at each volume grid is computed by an FC layer, i.e. the
MLP 𝑓 (·) in Equation 3. More network details are provided in the
supplementary file. We have experimented with more FC layers and
empirically found that adding more layers does not help, thanks to
the 3D convolutional feature encoder with proper local information
encoding. This network outputs a coarse TSDF D0 with the same
resolution as the feature volume F𝐼 . During training, we calculate
the ground truth TSDF for each clothed human model from the
ground truth mesh model. We further truncate the TSDF value
within [-5cm,5cm]. The training loss function for the coarse stage

Fig. 5. At the fine stage, we focus on a narrow band nearby the coarse stage
result and discretize it to voxels. We then project each voxel vertex to the
normal feature map to form the fine feature volume F𝑓 .

is then defined as:

𝐿𝑐 =
∑︁

(𝑤,ℎ,𝑑 ) ∈Vhull

(Dpred
𝑤ℎ𝑑

+ 𝑏𝑖𝑎𝑠𝑐 ) − Dgt𝑤ℎ𝑑

𝐿1

(5)

Here, Dpred and Dgt are the predicted and ground truth TSDF vol-
ume respectively, and Vhull is the set of remaining voxel grids after
visual hull culling. The training loss is the L1 distance between the
predicted and ground truth TSDF values. Note that the predicted
TSDF values of voxel grids outside the visual hull will be zero ac-
cording to the submanifold sparse convolution (SSC). Hence, we
add a constant bias 𝑏𝑖𝑎𝑠𝑐 = 0.05m which is the truncation distance
to the TSDF.

Fine stage. After getting the coarse TSDF D0, we use another
branch to further refine geometry details. At this stage, we down-
sample the volume to denser voxels and associate each voxel vertex
with high frequency shape information encoded in normal maps
like [Saito et al. 2020; Zheng et al. 2021]. To facilitate computation,
we focus on a narrow band nearby the zero-level set of D0. Specifi-
cally, we tri-linearly interpolate the coarse TSDF volume D0 by 2
times to a 512× 512× 512 voxel grid. We only preserve all the voxel
vertices satisfying: |D0 | < 0.03𝑚, which are within a narrow band
of 6cm width around the zero-level set surface ofD0. Figure 5 shows
the narrow band for re-sampling. This narrow band removes irrel-
evant voxel vertices based on the initial result, helping to further
improve the storage and computation efficiency of our method.

We compute a feature at each voxel vertex in the fine stage from
the normal feature maps as follows,

F𝑁
𝑤ℎ𝑑

= 𝑀𝑒𝑎𝑛(𝐹𝑁𝑖 (Π𝑖 (V𝑤ℎ𝑑 ))). (6)

We use the same normal estimator proposed in [Zheng et al. 2021]
to estimate the normal image 𝑁𝑖 for each input view 𝐼𝑖 , and the
normal feature map 𝐹𝑁

𝑖
is computed from the input normal image

𝑁𝑖 by the same hourglass network as 𝐹 𝐼
𝑖
. Furthermore, this feature

is concatenated with the down-sampled coarse level features F𝐼
𝑤ℎ𝑑

at the last two convolution layers, which have large receptive fields
and encode strong shape information. Since the fine stage mainly
focuses on local shape details, we use a shallow sparse 3D CNN
which has 3 Conv blocks followed by an FC layer to regress the
final TSDF volume. More details of network architecture are in the
supplementary file.

We define the training loss for the fine stage as follows,

𝐿𝑓 =
∑︁

(𝑤,ℎ,𝑑 ) ∈Vband

(Dpred
𝑤ℎ𝑑

+ 𝑏𝑖𝑎𝑠𝑓 ) − D
gt
𝑤ℎ𝑑


𝐿1

. (7)
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Here, Vband is the set of voxel grids within the narrow band. We
also add a constant bias 𝑏𝑖𝑎𝑠𝑓 = 0.03𝑚 to deal with vertices outside
of the narrow band.

4.3 Texture Prediction
With the shape reconstructed, we then estimate the color at each
surface point. Instead of solving a color field encoded by an implicit
function like the earlier works[Saito et al. 2019; Shao et al. 2022a],
we exploit high-resolution input images for rich appearance details.
Specifically, we estimate a blending weight vectorW at each surface
point X. The color at X is then computed as a weighted average of
the colors at its image projections,

𝑐 (X) =
∑︁
𝑖

W𝑖 I𝑖 (xi), (8)

where x𝑖 = Π𝑖 (X) is the projection ofX in image I𝑖 . Similar to shape
reconstruction, we also sample a volume gridW and estimate the
blending weights at the grid verticesW𝑤ℎ𝑑 . In this way, our method
essentially estimates a blended texture map over the surface, instead
of computing a color field which tends to be limited by the 3D
sampling rate. With our method, the predicted texture map carries
sharp appearance details inherited from the input images.
The network architecture of our texture weight estimation is

shown in Figure 6. Thanks to the precisely reconstructed TSDFDfinal
from the shape branch, we only consider a 2cm width narrow-band
nearby its zero-level set, which is defined as |Dfinal | < 0.01𝑚. For
each input image, we compute its texture feature F𝐶

𝑖
and construct

a volume F𝐶
𝑖
by projecting them back to the discretized narrow-

band. The texture feature maps F𝐶
𝑖
are also computed by an hour-

glass [Newell et al. 2016] network from the input image I𝑖 with a
smaller network to extract a 32-channel feature of size 256 × 256.
We further compute the truncated PSDF [Yu et al. 2021b], which is
a view-dependent function indicating if the surface is viewed from
a slanted direction, and concatenate it to the texture feature.

The attention model [Vaswani et al. 2017] is used here to handle
visibility by re-weighting features across different views. Ideally, if
a 3D point is not visible from a particular view, the projected color
from that view should have less influence on the final blended color.
Therefore, the attention module is used to adjust the contribution of
the projected texture features by re-weighting them. Following this,
we apply a sparse 3D CNN on these re-weighted feature volumes
individually to regress the blending weight volume of each view.
We then normalize these blending weight volumes across views by
a soft-max to obtain the normalized blending weightsW.
The training loss for the texture blending weight estimation is

defined as:

𝐿𝑐 =
∑︁

(𝑤,ℎ,𝑑 ) ∈Wband

Cpred
𝑤ℎ𝑑

− Cgt
𝑤ℎ𝑑


𝐿1

. (9)

Here, Cpred
𝑤ℎ𝑑

is the surface color volume computed by applying the
blending weightsW𝑤ℎ𝑑 . The ground truth color volume Cgt

𝑤ℎ𝑑
is

generated from the ground truth textured mesh with nearest search.
The setWband includes all voxel grids within the narrow band for
color estimation.

After solving the blending volumeW, we use the Blender [Com-
munity [n. d.]] to generate a texture atlas map of the reconstructed
mesh model. For each pixel in the atlas map, we use barycentric

interpolation to compute its 3D location from the mesh vertices, and
then determine its color according to Equation 8. Figure 7 shows the
atlas map computed by our method. To capture rich details in the
input images, a high-resolution texture atlas map, such as 2K resolu-
tion, can be chosen. In this way, our method generates high-quality
textured results.

5 EXPERIMENTS

5.1 Implementation Details
Weexperimentedwith three commonly used datasets, Twindom [Twin-
dom [n. d.]], THuman2.0 [Zheng et al. 2021], andMultiHuman[Zheng
et al. 2021]. These datasets consist of high-quality scanned 3D mod-
els of clothed humans with varying poses and body shapes. We
followed [Saito et al. 2019] to generate multi-view images under
spherical harmonic lighting to train our network. Before training
our shape networks, we pre-computed the ground truth TSDF Dgt
for each human model in our training set. For training the texture
network, we computed the ground truth color volumeCgt by finding
the nearest mesh vertex for each volume grid. In the experiment,
we used 1,000 models from Twindom [Twindom [n. d.]] and THu-
man2.0 [Zheng et al. 2021] for training. Another 200 models from
Twindom and 30 models from MultiHuman were used for testing.
We employed the Adam optimizer with a learning rate of 1e-4. The
network was trained in an end-to-end fashion for 30 epochs, and the
training of our pipeline took approximately 8 hours using 8 NVIDIA
A100 GPUs.

At testing time, for each model, we used 1/2/4/6 input images
from different viewpoints to reconstruct the clothed human model.
To estimate normal maps, we employed the pre-trained model from
[Zheng et al. 2021]. Our testing experiments were performed with
an NVIDIA 3090 GPU. The breakdown of the running time for our
method with 6 input images and 512 volume resolution is provided
in Table 5 and Table 6 for shape and texture estimation respectively.
The most time-consuming step of our shape reconstruction is to
extract feature maps {F𝐼

𝑖
} and {F𝑁

𝑖
}. We can use buffer swapping

techniques with two GPUs to achieve ×2 speedup.
In terms of memory consumption, our method takes 18G and

45G of GPU memory during training for the 256 and 512 volume
resolutions respectively. The testing time memory consumption is
12G and 18G.

5.2 Quantitative Results on Synthetic Data
In this subsection, we compare our methods against other recon-
struction methods, including Multi-view PIFu [Saito et al. 2019],
Multi-view PIFuHD [Saito et al. 2020], DeepMultiCap [Zheng et al.
2021], DoubleField [Shao et al. 2022a], and DiffuStereo [Shao et al.
2022b]. We test the robustness of these methods with different num-
bers of input images. To ensure a fair comparison, we implemented
MultiView PIFuHD [Saito et al. 2020] and MultiView PIFu [Saito
et al. 2019] based on the public code of their single-view versions.
We used the same training and testing data for MultiView PIFu,
MultiView PIFuHD, and our method. The authors of DeepMulti-
Cap [Zheng et al. 2021] and DoubleField [Shao et al. 2022a] kindly
provided us with their results. According to their paper, these two
methods were trained on a larger set of data than our method. To

ACM Trans. Graph., Vol. 37, No. 4, Article 111. Publication date: August 2018.



111:8 • Tang et al.

Fig. 6. The texture module predicts a blending weight volume using the input texture feature maps F𝐶
𝑖
and the estimated TSDF Dfinal. The final texture map is

computed by interpolating pixel values from the input images according to the blending weights.

1 view 2 views 4 views 6 views
Chamfer P2S Chamfer P2S Chamfer P2S Chamfer P2S

PIFu 2.528/1.612 2.421/1.587 1.626/1.200 1.507/1.170 0.929/0.823 0.783/0.773 0.776/0.678 0.725/0.625
PIFuHD 2.814/1.725 2.793/1.704 1.369/1.162 1.223/1.126 0.821/0.765 0.719/0.645 0.720/0.698 0.705/0.501

DeepMultiCap – – 1.529/1.159 1.496/1.117 1.150/0.969 1.115/1.001 1.062/0.890 1.024/0.944
Doublefield – – – – 0.836/0.905 0.822/0.869 0.711/0.779 0.690/0.740
Ours(256) 2.457/1.563 2.374/1.537 1.221/0.899 1.080/0.860 0.810/0.550 0.629/0.500 0.668/0.459 0.470/0.402
Ours(512) 2.398/1.565 2.363/1.539 1.110/0.889 1.052/0.837 0.514/0.447 0.429/0.389 0.390/0.314 0.287/0.242

Table 3. Mean Chamfer and point-2-surface (P2S) errors of the reconstructed mesh on the Twindom dataset. In each entry, we report two error metrics as 𝑥/𝑦,
where 𝑥 represents recall and 𝑦 stands for precision.

1 view 2 views 4 views 6 views
Chamfer P2S Chamfer P2S Chamfer P2S Chamfer P2S

PIFu 1.975/1.540 1.872/1.511 1.370/1.216 1.249/1.169 0.893/0.653 0.742/0.604 0.660/0.523 0.472/0.462
PIFuHD 2.142/1.936 2.121/1.916 1.140/0.915 0.998/0.873 0.739/0.589 0.564/0.523 0.630/0.492 0.438/0.433

DeepMultiCap – – 1.114/0.928 1.077/0.914 0.932/0.781 0.891/0.777 0.681/0.678 0.678/0.676
Doublefield – – – – 0.743/0.788 0.621/0.748 0.652/0.664 0.579/0.621
Ours(256) 1.922/1.516 1.824/1.485 0.995/0.735 0.847/0.691 0.644/0.412 0.445/0.345 0.570/0.341 0.356/0.275
Ours(512) 1.852/1.515 1.819/1.480 0.822/0.689 0.763/0.602 0.453/0.360 0.372/0.296 0.348/0.271 0.252/0.195

Table 4. Mean Chamfer and point-2-surface (P2S) errors of the reconstructed mesh on the Multihuman dataset. In each entry, we report two error metrics as
𝑥/𝑦, where 𝑥 represents recall and 𝑦 stands for precision.

Fig. 7. The estimated shape, texture atlas map, and a rendering of the
textured model.

make the comparison fair, we sample a 512×512×512 volume to
compute the final shape using the marching cube algorithm in all
the compared methods.

Coarse Stage Fine Stage Total
{F𝐼

𝑖
} VH 3D CNN {F𝑁

𝑖
} NB 3D CNN

Time (ms) 112 85 52 112 11 93 465
Table 5. Shape reconstruction time cost. Here, columns {F𝐼

𝑖
} and {F𝑁

𝑖
} are

the time on computing these feature maps. ‘VH’ and ‘NB’ are the time on
visual hull culling and narrow band culling.

{F𝐶
𝑖
} Attention 3D CNN UV Atlas Total

Time (ms) 28 18 150 57 253
Table 6. Texture reconstruction time cost. Here, the column {F𝐶

𝑖
} indicates

the time for computing the feature maps.

In the case of a single input image, we determine the visual hull
by truncating a cone defined by the camera center and the image
silhouette with depth thresholds of −0.5m and 0.5m. We retrain the
public code of PIFu [Saito et al. 2019] on our dataset. PIFuHD [Saito
et al. 2020] only releases testing code, so we test its pre-trained
model on our dataset.

Table 3 and Table 4 provide a quantitative comparison of different
methods with 1–6 input images. Note that Deepmulticap [Zheng
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DiffStereo Ours
Chamfer/P2S 0.120/0.126 0.158/0.103

Table 7. The shape precision of our method and the DiffuStereo[Shao et al.
2022b] on the 8-view setting.

Fig. 8. The normal errors of different methods are visualized as heat maps.

et al. 2021] cannot work with a single input image, while Double-
Field [Shao et al. 2022a] cannot work with a single or two input
images. Thus, their results are absent for those settings. We report
our results with two different volume resolutions, 256 and 512 for
the fine stage (with corresponding coarse stage resolutions of 128
and 256, respectively). To better evaluate these methods, we report
both recall and precision errors for all methods. Precision is com-
puted as the average distance between each vertex on the predicted
mesh and its nearest correspondence on the ground truth mesh.
Conversely, recall is the average distance between each vertex on
the ground truth mesh and its nearest correspondence on the pre-
dicted mesh. Our method, with a 512 volume resolution, has the
lowest errors among all methods for different numbers of input
images. On the Twindown dataset (shown in Table 3), our method
reduces the mean point-2-surface (P2S) precision to 0.24cm with
6 input images, a remarkable error reduction of 51% over Double-
Field [Shao et al. 2022a] and Multi-view PIFu [Saito et al. 2019, 2020].
Furthermore, it achieves a mean P2S precision of 0.39cm using just
4 input images, with over a 39% error reduction. Even with only 2
input images, our method can achieve a 0.84cm mean P2S precision,
surpassing DeepMultiCap [Zheng et al. 2021] with 6 input views.
This significant improvement over SOTA methods is also apparent
on the MultiHuman dataset (shown in Table 4) and with the Chamf-
fer error metric. When using a single input image, the performance
improvement by our method is smaller. This is reasonable since the
main source of error here is the single view depth ambiguity, which
cannot be solved by our 3D convolution without additional input
images.

DiffuStereo [Shao et al. 2022b] requires image pairs with a smaller
baseline for their diffusion-based stereo matching, which does not

PIFu PIFuHD DMC DoubleField Ours
Twindom 9.76 9.69 13.02 11.18 6.94
Multihuman 10.61 10.46 11.92 11.66 7.25

Table 8. The normal errors of different methods measured by the mean an-
gular error (in degrees). Here DMC stands for the ‘DeepMultiCap’ method.

PIFu PixelNerf DoubleField Ours
PSNR 20.66 21.85 23.56 26.31
SSIM 0.807 0.813 0.857 0.863

Table 9. PSNR and SSIM of the re-rendered mesh on the synthetic dataset.
Our method produces results most consistent with the ground truth.

Twindom MultiHuman
Chamfer P2S Chamfer P2S

AB1 (G) 0.351 0.286 0.303 0.233
AB2 (N) 0.339 0.275 0.280 0.207

Proposed method 0.314 0.242 0.271 0.195
Table 10. Results of different ablation settings in shape reconstruction. AB1
and AB2 use different input features at the fine stage.

work on our sparse view setting in Table 3 and Table 4. Table 7 com-
pares our method with DiffuStereo using the same 8-view setting
as [Shao et al. 2022b], where each view has an adjacent view facili-
tating stereo reconstruction. We employ our model trained for the
6-view input, which has not been trained or finetuned on the 8-view
setting. Our P2S precision is 18% smaller than that of DiffuStereo,
which demonstrates the generalization capability of our method. In
this case, we follow [Shao et al. 2022b] to normalize the height of
all human subjects to 1 meter when evaluating the error metrics,
resulting in smaller error metrics than those in Table 3 and Table 4.
Table 8 and Figure 8 show the surface normal error of different

methods with 6 input views to evaluate their capability in captur-
ing fine-scale shape details. To compute the surface normal error,
we re-render the reconstructed surface into normal maps and com-
pare them with the ground truth results. Our method achieves the
smallest mean angular error on both datasets, demonstrating our
capability of reconstructing shape details. As shown in Figure 8,
other methods often produce larger errors at concave regions, such
as the pants in the second row.
Table 9 assesses the rendering quality of our textured models

using PSNR and SSIM metrics. All results are obtained under the
6-view setting. We cite the results of PixelNerf [Yu et al. 2021a] and
DoubleField [Shao et al. 2022a] from DoubleField [Shao et al. 2022a].
Our method achieves the highest score on both metrics.
To better understand the quantitative comparison, we visualize

some of the results in Figure 9, where (a)–(b), (c)–(d), and (e)–(f)
are results reconstructed with 6, 4, and 2 input images, respectively.
From left to right, the shown figures are input images, results from
Multi-view PIFu, Multi-view PIFuHD, DeepMultiCap, DoubleField,
our method, and ground truth, respectively. It is evident that our
method generates more shape details and is more robust to loose
garments and rare poses. From examples (e, f), we can observe that
Multi-View PIFu and Multi-View PIFuHD often generate broken
arms when the number of input images is small, while our method

ACM Trans. Graph., Vol. 37, No. 4, Article 111. Publication date: August 2018.



111:10 • Tang et al.

Fig. 9. Visual results on the synthetic dataset. From left to right, shown are one of the input images, results from Multiview-PIFu [Saito et al. 2019],
Multiview-PIFuHD [Saito et al. 2020], DeepMulticap [Zheng et al. 2021], DoubleField [Shao et al. 2022a], our method, and ground truth, respectively.

does not suffer from this problem. Examples (a, b) highlight our
strength in handling loose garments, where other methods often
generate noisy reconstructions. Examples (c, d) showcase our capa-
bility in addressing rare poses and unusual objects.
Figure 10 visualizes the recovered normal maps and blending

weight maps for some examples. We visualize the blending weights
of three input images in the respective RGB channels. The smooth

transition of these weights generates seamless textured models with
vivid texture details, as shown in the zoomed-in regions.

Figure 11 shows some challenging examples, such as occlusion
and multiple persons. Our method can still recover faithful shape
details and poses in these situations. Note that we use the ground
truth foreground segmentation, which includes the luggage and all
persons together. Instance segmentation, as employed in DeepMult-
iCap [Zheng et al. 2021], is not used here. Surprisingly, our method
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Fig. 10. Texturing results. The blending weight map shows the weights of three input images in the RGB channels. The final texture map captures appearance
details, such as facial expressions and cloth patterns, as shown in the zoomed-in regions.

Fig. 11. Some challenging cases on synthetic data. Our method is robust to multiple persons (without instance segmentation), occlusion, and rare poses.

can even reconstruct backpacks and luggage quite well, even though
it has never been trained on these types of objects. We believe our
3D feature volume helps to learn local implicit functions, like those
in [Jiang et al. 2020], which generalize well across object categories.
This is because, locally, backpacks and luggage have similar shapes
as clothed humans. More animated examples are provided in the
supplementary video.

5.3 Qualitative Results on Real Data
We also experiment with our own real data, which is captured using
6 calibrated and synchronized Kinect cameras (only RGB images are
used) surrounding the subject. We employ [Sengupta et al. 2020] to
generate the image masks. Figure 12 shows some of the results. As
demonstrated in these examples, our method does not rely on SMPL

model estimation, enabling it to handle challenging cases with loose
garments and unusual poses. All these examples are reconstructed
using 6 input images. Video results and additional examples can be
found in the supplementary files.

5.4 Ablation Study
We conduct ablation studies to examine the effectiveness of our
various design choices. To justify our system design, we also test a
naïve implementation using a 3D UNet, which has the same archi-
tecture as the coarse stage with conventional 3D convolutions. We
report the system performance and GPU memory consumption for
different volume resolutions in Figure 13. It is evident that higher
volume resolution can significantly reduce shape errors, especially
recall errors. However, GPU memory consumption also increases
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Fig. 12. Results on real captured images. Our method generalizes well to various garments and poses and recovers high-quality shape details.

substantially, from 6G to 69G for volume resolution of 32 and 256,
respectively. It is not feasible to scale this naïve implementation to
a volume resolution of 512 on an A100.

Ablation I: Shape ablation. To test the effectiveness of the
normal feature and coarse level feature at the fine stage shape recon-
struction, we conduct experiments using: AB1. only the coarse level
feature; AB2. only the normal feature; and the proposed method,
which uses both normal and coarse level features together.

We summarize themean Chamfer and P2S errors of these different
settings in Table 10. From AB1 and AB2, we can see that the normal
features and the coarse level feature complement each other and
should both be included when computing the final TSDF.

Ablation II: Texture ablation. To test the effectiveness of our
texture estimation, we conduct experiments using: AB3. the network
to directly compute a color field as in previous methods[Saito et al.
2019; Zheng et al. 2021]; AB4 & AB5. after solving our blending
weight field (with input images of 512 resolution by optimizing
Equation 9), we use 1K & 2K images to compute the texture atlas
map, respectively.

Table 11 summarizes the PSNR and SSIM of the different settings.
Firstly, AB3 has much poorer results than the other two settings

Fig. 13. The performance and memory consumption with different volume
resolutions when using a naïve 3D UNet.

that involve blending weight estimation. It is evident that our blend-
ing weight strategy is crucial for generating sharp texture. Visu-
alization in Figure 14 reveals that our strategy can produce sharp
high-frequency texture details, while color field regression causes
blurriness. AB4 and AB5 further demonstrate the scalability of our
method. Both settings share the same blending weight volumeW,
computed from input images of 512 resolution. We applyW to 1K
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Fig. 14. Results of different ablation settings for texture prediction. From
left to right, they are the results of color field estimation, and our blending
weight field estimation with 1K and 2K images, respectively.

Twindom MultiHuman
PSNR SSIM PSNR SSIM

AB3 23.776 0.854 24.027 0.860
AB4 26.309 0.862 26.033 0.866
AB5 26.656 0.864 26.544 0.867

Table 11. Results of different ablation settings in texture prediction. Please
refer to text for more details.

Fig. 15. Failure cases of our method. (a) Due to the incomplete visual hull
caused by poor matting, our method is unable to reconstruct the correct
shape. (b) Unobserved regions have incorrect texture.

and 2K images to compute the texture atlas map. Both settings gen-
erate high-quality results, while AB5 is slightly better. These two
experiments demonstrate that our method can capture more texture
details by re-evaluating the texture atlas map without the need for
retraining.

5.5 Limitations and Future Work
Our method has difficulties when addressing cases where the seg-
mentation module fails. Figure 15 (a) shows such an example, where
inaccurate segmentation due to motion blur results in an incomplete
feature volume, consequently leading to poor final results. Inaccu-
rate camera calibration may also contribute to poor feature volume
construction and, subsequently, inferior shape results. As for texture
prediction, our method computes texture maps by blending input
images, which makes it difficult to handle unobserved regions, as
shown in Figure 15 (b). In the future, we might consider employing
an implicit function to address this problem.

6 CONCLUSION
We re-examine volumetric reconstruction for clothed humans and
demonstrate that, with proper system design, it can generate su-
perior results than recent deep implicit methods. We find that a
high volume resolution, such as 512 or above, effectively reduces
the notorious quantization error and capitalizes on the advantages
of 3D CNNs for enhanced exploration of local context information.
To address the memory and computational challenges associated
with high-resolution volumes, our method takes a coarse-to-fine

approach, integrating sparse 3D CNN and voxel culling through
visual hulls and narrow bands. Finally, it employs an image-based
rendering approach to compute the texture atlas map by blending
input images with learned weights. Extensive experiments demon-
strate that our method significantly improves shape accuracy over
SOTA techniques and captures vivid appearance details.
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