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ABSTRACT
In this paper, we introduce ASTRA, a Transformer-based model
designed for the task of Action Spotting in soccer matches. ASTRA
addresses several challenges inherent in the task and dataset, in-
cluding the requirement for precise action localization, the presence
of a long-tail data distribution, non-visibility in certain actions, and
inherent label noise. To do so, ASTRA incorporates (a) a Trans-
former encoder-decoder architecture to achieve the desired output
temporal resolution and to produce precise predictions, (b) a bal-
anced mixup strategy to handle the long-tail distribution of the data,
(c) an uncertainty-aware displacement head to capture the label
variability, and (d) input audio signal to enhance detection of non-
visible actions. Results demonstrate the effectiveness of ASTRA,
achieving a tight Average-mAP of 66.82 on the test set. Moreover,
in the SoccerNet 2023 Action Spotting challenge, we secure the 3rd
position with an Average-mAP of 70.21 on the challenge set.

1 INTRODUCTION
The field of automatic video analysis has significantly impacted the
world of sports in recent years. Various computer vision tasks, such
as object detection, tracking, and action localization, have found
extensive applications within the sports domain. These applications
go beyond analyzing player behavior through detection and track-
ing, encompassing functionalities like automated data collection or
video summarization by identifying crucial actions throughout the
footage. It is worth noting that this field has witnessed the emer-
gence of numerous tasks and applications, as extensively reviewed
by Thomas et al. [33] and Naik et al. [24].

This paper specifically focuses on the task of Action Spotting,
which involves the temporal localization of multiple actions within
untrimmed videos. It shares a close relationship with the well-
known task of Temporal Action Localization, differing only in the
use of a single keyframe to identify each action.While several sports
datasets are available to address this task, covering domains such
as tennis [43], diving [37], figure skating [17], and gymnastics [28],
our primary focus is on soccer. Therefore, to tackle this task, we
leverage the SoccerNet-v2 dataset [10], the largest annotated video
sports dataset up to date, comprising 550 soccer matches and en-
compassing 17 distinct actions.

To address the task, we proposeASTRA (Action Spotting TRAns-
former), building upon the problem design defined in Soares et al.
[31]. This design involves producing time-point detections, each
consisting of both a class probability and a temporal displacement
over a predefined anchor. ASTRA employs a Transformer encoder-
decoder architecture, similar to the one used in DETR [5]. This
allows the model to produce outputs with the desired temporal
resolution, regardless of its input temporal resolution. Upon ana-
lyzing the dataset, we identify three main challenges: a long-tail
distribution of the data, where some actions occur infrequently;
the non-visibility of certain actions due to replays or camera an-
gles; and noisy labels resulting from the subjective judgment of
annotators in determining temporal locations. To address these
challenges, we incorporate different techniques into our model.
Firstly, we employ a balanced mixup approach to account for the
long-tail distribution of the data. Additionally, we integrate audio
signals alongside visual signals to improve the detection of non-
visible actions. Furthermore, we introduce an uncertainty-aware
displacement head that models label uncertainty using a Gaussian
distribution. These techniques enhance performance, with ASTRA
achieving an Average-mAP of 66.82 on the test split. We further
evaluate our model in the SoccerNet 2023 Action Spotting chal-
lenge, consisting of 50 matches with hidden ground-truth, where
we achieve the 3rd position with a tight A-mAP of 70.21.

The remaining sections of the paper are organized as follows:
Section 2 provides a comprehensive review of related work on the
task of action spotting. Section 3 introduces ASTRA and outlines its
components. Section 4 conducts ablation studies on different aspects
of the model, and compares our best solution against state-of-the-
art works. Finally, Section 5 concludes the paper, summarizing our
key findings and conclusions derived from this research.

2 RELATEDWORK
Temporal Action Localization & Action Spotting. Ac-
tion recognition has undergone significant advancements in recent
years, playing a crucial role in video understanding. Initially, meth-
ods focused on classifying short trimmed videos [1, 6, 14]. However,
with the progress in computer vision, more challenging tasks have
emerged. Two prominent tasks in this domain are Temporal Action
Localization (TAL) and Action Spotting (AS), which share the ob-
jective of temporally locating multiple actions within untrimmed
videos. While TAL represents actions as temporal intervals through
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the annotation of begin and end frames, AS represents actions with
a single keyframe. This distinction offers an advantage for AS in
terms of annotation cost, as it requires only one frame per action.
Moreover, AS is especially well-suited for capturing actions that are
instantaneous or have uncertain start and end times, where a single
timestamp can effectively represent them. A concrete example is
demonstrated in the SoccerNet-v2 dataset [10], where actions like
goals or fouls are typically identifiable at specific temporal points.

Given the inherent similarities between TAL and AS, the meth-
ods developed for these tasks often share common components,
with their main differences lying in the prediction head. These
methods can generally be categorized into two groups: two-stage
methods [4, 11, 15, 26, 38, 45] and one-stage methods [9, 18, 20, 23,
29, 31, 41]. In two-stage methods, proposals are first generated and
subsequently classified to determine if they correspond to actions
or background. These methods tend to be more complex and do
not allow for end-to-end training. In contrast, one-stage models
directly localize and classify actions in a single step, eliminating
the need for proposal generation. These models offer simplicity and
often achieve state-of-the-art performance on TAL and AS tasks.

Early one-stage models in temporal action localization utilized
anchor windows sampled from sliding windows [3, 22]. For in-
stance, Lin et al. [22] employed a set of anchor windows that were
classified into different categories and refined using location offsets
and overlap scores. Later, Yang et al. [39] introduced an anchor-free
approach that relied on temporal points instead of anchor win-
dows for action localizations. Their work showed the benefits of
both anchor-free and anchor-based approaches. Current state-of-
the-art methods in temporal action localization are predominantly
anchor-free. In particular, ActionFormer [41] and TriDet [29] have
achieved remarkable performance in this field. They classify each
moment as either background or one of the possible actions. Action-
Former utilizes a transformer encoder architecture with downsizing
operations, while TriDet incorporates a Scalable-Granularity Per-
ception (SGP) layer based on CNNs. The SGP layer replaces the
self-attention mechanism of ActionFormer to improve both model
performance and efficiency. These approaches also utilize temporal
regression to refine predictions and obtain more precise results.
Another method, TadTR [23], draws inspiration from the DETR
model [5] for object detection. TadTR constructs a transformer
encoder-decoder architecture with learnable queries representing
detection candidates. During training, a bipartite matching problem
pairs those candidates with ground-truth actions.

Similar techniques have also demonstrated state-of-the-art per-
formance in the task of action spotting on SoccerNet, as further dis-
cussed in Giancola et al. [13]. For instance, E2E-Spot [18] proposes a
2D CNN backbone with Gate Shift Modules [32], which incorporate
temporal context and produce per-frame predictions using a Gated
Recurrent Unit [8] layer. This model operates directly on the raw
video frames, providing increased flexibility compared to using pre-
extracted features. However, that introduces additional complexity
and computational cost during training. Soares et al. [31] achieve
SOTA results by defining a set of dense anchors (i.e. one anchor
per input token), similar to ActionFormer or TriDet, to represent

temporal positions. These anchors are then classified into different
action classes and temporally refined. The model uses pre-extracted
features obtained from various pre-trained video backbones and
utilizes a U-Net-like architecture for the model’s trunk.

Our approach takes inspiration from the Transformer encoder-
decoder architecture of TadTR and DETR. We employ a similar
architecture, with learnable queries in the decoder, where each
generated query represents a specific temporal position, akin to
the dense anchors proposed in Soares et al.’s work. Furthermore,
we also leverage a set of strong pre-extracted features to train our
model, providing a solid foundation for accurate action localization,
and avoiding the added complexity when using raw frames.

Uncertainty estimation. Uncertainty estimation techniques
have demonstrated their potential to enhance the performance of
regression models by providing reliability estimates and accounting
for potential errors in predicted values [7, 36, 40]. This becomes par-
ticularly valuable when dealing with inherently uncertain ground-
truth data, characterized by measurement errors, noise, or label
ambiguity. For instance, Tang et al. [40] approached Action Quality
Assessment (AQA) task by modelling the quality score as a Gauss-
ian distribution, maximizing the log-likelihood function to estimate
both mean and variance. Similarly, Xie et al. [36] and Chen et al. [7]
also employed Gaussian distributions for temporal regression in
TAL. However, they used the Kullback-Leibler divergence to fit their
models. In our work, we adopt a similar Gaussian distribution for
modelling temporal displacements, and like in [40], we maximize
the log-likelihood function for fitting purposes.

Multimodal approaches. In addition to the visual modality,
certain methods for action classification, TAL or AS incorporate
additional modalities. These modalities can include optical flow [21,
35, 44] or audio [19, 25, 27, 34] among others, and they differ in
how they fuse these modalities. Specifically, for AS in SoccerNet,
an approach that combines different modalities is the one in Van-
derplaetse and Dupont [34]. They extract features from the log-mel
spectrogram of the audio using a VGG-inspired model and explore
various fusion techniques. In our work, we adopt a similar approach,
leveraging a VGG-inspired model to extract audio features from the
log-mel spectrogram. However, we further fine-tune the backbone
model during training. We perform an early fusion of different
features, merging them at the input of the Transformer encoder.

3 METHODS
Problem definition. Action spotting involves the identification
and precise localization of actions within an untrimmed video 𝑋 .
Given the video input or a representation of it, the objective is to
identify and locate all the actions occurring in the video, repre-
sented as 𝐴 = {𝑎1, . . . , 𝑎𝑁 }. The number of actions, denoted as 𝑁 ,
may vary across different videos. Each action instance 𝑎𝑖 comprises
an action class 𝑐𝑖 and its corresponding temporal position 𝑡𝑖 , form-
ing a pair 𝑎𝑖 = (𝑐𝑖 , 𝑡𝑖 ). Here, 𝑐𝑖 ∈ {1, . . . ,𝐶} represents the action
class index, with𝐶 being the total number of distinct action classes.
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Figure 1: ASTRA (Action Spotting TRAnsformer) architecture: Visual and audio embeddings from different backbones (𝜑𝑣 and
𝜑𝑎) are combined and processed through a Transformer encoder-decoder (𝛤𝑒 and 𝛤𝑑 ). The resulting embeddings are then utilized
by a classification head (𝛬𝑠 ) for temporal location classification, and a displacement head (𝛬𝑑 ) to further refine predictions.

Method overview. Our solution, ASTRA, leverages embeddings
E from multiple modalities to achieve its goals. Specifically, ASTRA
is built upon |E | − 1 pre-computed visual embeddings, comple-
mented by an additional audio embedding derived from the log-mel
spectrogram of the audio using a VGG-inspired backbone. The net-
work responsible for generating this audio embedding is jointly
trained with the ASTRA model. The embeddings are input to the
model in clips spanning a duration of 𝑇 seconds. These features
from each backbone are processed in parallel streams, where Point-
wise Feed-Forward Networks (PFFN) project them to a common
dimension 𝑑 . The projected embeddings are then combined in the
subsequent Transformer encoder-decoder module, with learnable
queries in the decoder. Inspired by the architecture proposed in
DETR, this module enables ASTRA to handle different input and
output temporal dimensions (𝐿𝑖𝑛 and 𝐿𝑜𝑢𝑡 , respectively) and facili-
tates a straightforward fusion of multiple embeddings. To enhance
ASTRA’s ability to capture fine-grained details, we introduce a tem-
porally hierarchical architecture for the Transformer encoder. This
architecture enables the encoder to attend to more local informa-
tion in the initial layers and reduces the computational cost. Finally,
ASTRA employs two prediction heads to generate classification
and displacement predictions for the anchors introduced by Soares
et al. [31]. These anchors correspond to specific temporal positions
and class actions, as described in their work. Additionally, we adopt
their suggestion of employing a radius for both classification and
displacement (𝑟𝑐 and 𝑟𝑑 , respectively) to define the temporal range
around a ground-truth action within which it can be detected.

Furthermore, to account for label uncertainty, ASTRA adapts the
prediction head responsible for displacement by modeling them
as Gaussian distributions instead of deterministic temporal posi-
tions. This allows ASTRA to capture temporal location uncertainty
and provide a more comprehensive representation of the actions.

Additionally, ASTRA incorporates a balanced mixup technique to
improve model generalization and accommodate the long-tail dis-
tribution of the data.

We illustrate the ASTRA architecture in Figure 1, and further
details are discussed in the subsequent sections.

3.1 Input embeddings
As previously mentioned, ASTRA is built upon |E | embeddings
proceeding from multiple modalities, |E | − 1 pre-extracted visual
embeddings and an additional audio embedding. Let 𝐸 𝑗 ∈ R𝐿𝑗×𝑑 𝑗

denote the sequence of features associated to the 𝑗-th embedding,
where 𝑗 ∈ {1, ..., |E |}. Here, 𝐿𝑗 represents the temporal dimension
(i.e. 𝐿𝑖𝑛 for each embedding), and 𝑑 𝑗 represents the feature dimen-
sion specific to that embedding. It is important to note that different
embeddings may have varying temporal or feature dimensions.

Visual embeddings. The |E | − 1 visual embeddings used as in-
puts to our model are obtained from the Baidu Research repository.1
They are extracted using distinct backbones (𝜑𝑣 ) fine-tuned on the
SoccerNet dataset for action classification. With a receptive field of
5 seconds, each embedding is computed with a stride of 1. To ensure
a consistent feature dimension 𝑑 across all embeddings, PFFNs are
employed. These PFFNs project the embeddings through two linear
layers with ReLU activation, applying dropout with probability 𝑝 .

Audio embedding. For the additional audio embedding, we em-
ploy a VGG-inspired backbone [16] (𝜑𝑎), which is pre-trained on
the AudioSet dataset [12]. The backbone takes the log-mel spectro-
gram of the audio as input and is fine-tuned during the training of
the ASTRA model. We further replace the last linear layer of the
backbone to produce the desired feature dimension of𝑑 . In line with
1https://github.com/baidu-research/vidpress-sports
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common practice, we feed the backbone with log-mel spectrogram
segments, each spanning a duration of 𝑇𝑎 seconds. Consequently,
we obtain the audio embedding 𝐸𝑎 with 𝐿𝑎 = ⌊𝑇 /𝑇𝑎⌋ and 𝑑𝑎 = 𝑑 .

3.2 Transformer encoder-decoder
After aligning the feature dimension of all embeddings in E, they
are passed into the Transformer encoder-decoder module. Prior to
that, a learnable encoding specifying temporal position and back-
bone source is added. Then, the enriched tokens (i.e., feature vectors
corresponding to specific embeddings and temporal positions) un-
dergo aHierarchical Transformer encoder, where they progressively
interact with tokens that are further apart in terms of temporal
distance. This hierarchical structure enables the model to attend to
fine-grained local details in the early layers while gradually incorpo-
rating broader context in the subsequent layers. In the Transformer
decoder, a set of 𝐿𝑜𝑢𝑡 learnable queries, representing temporal po-
sitions, is introduced. These queries evolve and capture relevant
information from the Transformer encoder output tokens during
the self-attention and cross-attention mechanisms in the decoder.

Hierarchical Transformer encoder (𝛤𝑒 ). The Hierarchi-
cal Transformer encoder is composed of 𝑛𝑒 vanilla Transformer
encoder layers. Each layer applies the standard multi-head self-
attention with ℎ heads, followed by a two-layered PFFN with a
widening factor of 𝛼 , dropout, layer normalization, and residual
connections. To incorporate the temporal hierarchy, in each layer
𝑙𝑖𝑒 , where 𝑖 ∈ {1, . . . , 𝑛𝑒 }, the input clip of 𝑇 seconds is divided
into 2𝑛𝑒−𝑖 segments. Tokens within the same temporal segment
are processed together within the layer. Importantly, all segments
within a layer share the same transformer encoder layer, ensuring
weight sharing and parameter efficiency.

Transformer decoder (𝛤𝑑 ). The transformer decoder is com-
posed of 𝑛𝑑 vanilla Transformer decoder layers. Each layer ap-
plies the standard multi-head self-attention and multi-head cross-
attention, each with ℎ heads, followed by a two-layered PFFN with
a widening factor of 𝛼 , dropout, and residual connections. Unlike
the hierarchical structure in the encoder, in the decoder, all tokens
within the same clip interact with each other.

The Transformer encoder-decoder module in ASTRA provides
two main advantages over other methods in TAL or AS:

(1) Flexible handling of input and output temporal dimensions,
𝐿𝑖𝑛 and 𝐿𝑜𝑢𝑡 . While the input temporal dimension is typi-
cally fixed, ASTRA allows for a different output temporal
dimension, providing the ability to customize the temporal
resolution. This flexibility is particularly beneficial in our AS
task, as highlighted in Section 4.4.

(2) Seamless integration of multiple embeddings with varying
temporal dimensions. Unlike other methods that require em-
beddings to have the same temporal dimension and concate-
nate them along the feature dimension, ASTRA can accom-
modate individual embeddings as separate tokens, allowing
for diverse temporal resolutions.

3.3 Prediction heads
The evolved queries, representing 𝐿𝑜𝑢𝑡 temporal positions uni-
formly distributed over the 𝑇 seconds, are input to two prediction
heads: the classification head and the uncertainty-aware displace-
ment head. Figure 2 provides a visual representation of the predic-
tions produced by these prediction heads.

Figure 2: Example ground-truth action prediction with and
without displacements. The utilization of only the classifica-
tion head results in predictions spanning the entire range of
detection of the ground-truth action (left), whereas incorpo-
rating displacements refines the predictions, aligning them
closer to the actual temporal position of the ground-truth
action (right).

Classification head (𝛬𝑠 ). The classification head consists of
two linear layers that project the evolved queries to the desired
output feature dimension𝐶 + 1, representing the𝐶 different actions
plus an additional background class. We incorporate dropout of 𝑝
and use the ReLU activation function as an intermediate activation.
Finally, a sigmoid activation function is applied so the output for
each pair of temporal position and action class represents the prob-
ability of a ground truth action of that class occurring within the
range of detection of the corresponding temporal position.

Uncertainty-aware displacement head (𝛬𝑑 ).The uncertainty-
aware displacement head is composed of two linear layers with a
dropout rate of 𝑝 , using the ReLU activation function. Two addi-
tional linear layers are constructed in parallel, taking the previous
output as input. Both layers project the evolved queries to a feature
dimension of𝐶+1 and apply dropout. The first layer utilizes a linear
activation function and outputs the estimated mean displacement
for each query and action class. The second layer employs an expo-
nential activation function to generate positive values representing
the estimated variance. This allows us to model the displacement as
a Gaussian distribution, capturing the uncertainty associated with
the displacement estimation for each temporal position and action
class. These estimated displacements are then used to refine the
predictions produced by the classification head.

In summary, the prediction heads produce predictions 𝑦𝑡,𝑐
𝑖

=

(𝑠𝑡,𝑐
𝑖
, 𝑑

𝑡,𝑐
𝑖

∼ 𝑁 ({𝜇𝑡,𝑐
𝑖
, 𝜎̂

𝑡,𝑐
𝑖

})) for each temporal position 𝑡 ∈ {1, ..., 𝐿𝑜𝑢𝑡 }
and action class 𝑐 ∈ {1, ...,𝐶 + 1} in a given clip sample 𝑖 . The first
element corresponds to the classification score, while the second
represents the estimated Gaussian distribution for the displacement,
indicated by the predicted mean and variance.
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3.4 Data augmentation
ASTRA is strengthened by integrating a diverse set of data augmen-
tation techniques applied to the input features. These techniques
are designed to improve the model’s generalization capability and,
for some of them, to also account for the long-tail distribution of
the data. These techniques are as follows:

Balanced mixup. Similar to traditional mixup [42], virtual train-
ing examples are generated by creating linear combinations of pairs
of examples using a parameter 𝜆 sampled from a beta distribution
𝜆 ∼ 𝐵𝑒𝑡𝑎(𝛼𝑚, 𝛽𝑚). However, our approach has a distinction. In-
stead of sampling both samples from the same original distribution,
the second element of the pair is sampled from a balanced distribu-
tion created using a queue. This queue contains two samples from
each action class and is updated at each batch iteration.

Temporal dropout and temporal switch. Treating a tempo-
ral sequence as the set of tokens corresponding to the same temporal
position, we introduce two techniques. Firstly, in temporal dropout,
we randomly drop entire temporal sequences with probability 𝑝𝑡𝑑 .
In the dropped positions, we substitute them with learnable tokens.
Secondly, in temporal switch, we randomly swap the positions of
consecutive pairs of temporal sequences with probability 𝑝𝑡𝑠 .

3.5 Training details
Themodel is trained using a combination of a classification loss (L𝑐 )
and a displacement loss (L𝑑 ). For classification, we employ a binary
cross-entropy focal loss for all actions, temporal positions, and data
samples, as formulated in Equation 1, where ground-truth labels
are denoted as 𝑦𝑡,𝑐

𝑖
= (𝑠𝑡,𝑐

𝑖
, 𝑑

𝑡,𝑐
𝑖

). The hyperparameter 𝛾 adjusts the
rate at which easy examples are down-weighted.

L𝑐 = − 1
𝑁 · 𝐿𝑜𝑢𝑡 · (𝐶 + 1)

( 𝑁∑︁
𝑖=1

𝐿𝑜𝑢𝑡∑︁
𝑡=1

𝐶+1∑︁
𝑐=1

|𝑠𝑡,𝑐
𝑖

− 𝑠
𝑡,𝑐
𝑖

|𝛾 ·
(
𝑠
𝑡,𝑐
𝑖

· ln(𝑠𝑡,𝑐
𝑖

) +

(1 − 𝑠
𝑡,𝑐
𝑖

) · ln(1 − 𝑠
𝑡,𝑐
𝑖

) ·
) ) (1)

For the displacement loss (L𝑑 ), it is only applied within the 𝑟𝑑
seconds radius of ground-truth actions and is based on the negative
log-likelihood function of the target Gaussian distribution. We
formulate L𝑑 , similar to Zhang et al. [40], as shown in Equation 2.

L𝑑 = − 1
𝑁𝑑𝑖𝑠

·
𝑁∑︁
𝑖=1

𝐿𝑜𝑢𝑡∑︁
𝑡=1

𝐶+1∑︁
𝑐=1

1{∃𝑑𝑡,𝑐
𝑖

} ·
( 𝛼𝐿

(𝜎̂𝑡,𝑐
𝑖

)2
· |𝑑𝑡,𝑐

𝑖
− 𝜇

𝑡,𝑐
𝑖

|2 +

(1 − 𝛼𝐿) · ln[(𝜎̂𝑡,𝑐𝑖 )2]
) (2)

In the above equation, 𝑁𝑑𝑖𝑠 is the total number of ground-truth
displacements (i.e. inside the range of detection of a ground-truth
action). Additionally, 𝛼𝐿 is a weight that balances the attention paid
to uncertain information, with larger values of 𝛼𝐿 focusing more
on the uncertainty, while smaller values tend to result in a more
typical single point estimation of the displacement.

To effectively merge both losses, we introduce a weight𝑤𝑐 on
the classification loss. This weight ensures that both losses are
scaled to the same range of values.

3.6 Inference
At inference time, the data augmentation techniques are disabled.
Moreover, the temporal position classifications are refined by in-
corporating the displacement estimations, represented by the mean
of the estimated Gaussian distribution. To reduce the number of
candidate actions, Soft Non-Maximum Suppression [2] is applied
with a 1D adaptation as proposed in the work by Soares et al. [31].

4 RESULTS
In this section, we provide an overview of the dataset used in
our study, highlighting its key characteristics and challenges. We
also discuss the implementation details, the evaluation metric and
protocols employed for assessing the proposed models, and present
a comprehensive analysis of all ablation experiments conducted.
Lastly, we provide a detailed evaluation of our best-performing
model, including its performance on the 2023 SoccerNet challenge.

4.1 Dataset
SoccerNet-v2 is a comprehensive dataset comprising 550 soccer
matches from major European competitions. Among these matches,
500 have publicly available annotations with keyframes depicting
17 different actions. Table 1 provides a breakdown of these actions
and their frequencies in the annotated matches. The remaining 50
matches serve as a hidden ground-truth evaluation set, accessible
only to the organizers for assessing the submitted predictions.

While solving the task of action spotting for this dataset, we
encounter three main difficulties:

Long-tail data. Like many real-world datasets, SoccerNet ex-
hibits a highly unbalanced distribution. As shown in Table 1, certain
actions occur much more frequently than others. This imbalance
poses a challenge, as a model that disregards the long-tail distri-
bution may perform well on the predominant head classes but
struggle to adequately address the less frequent tail classes. Over-
fitting to these tail classes is also a concern. This issue is further
aggravated when considering the task of classifying every temporal
position 𝐿𝑜𝑢𝑡 and introducing an additional background class. To
mitigate this problem, our approach incorporates balanced mixup.
This technique forces the model to iterate more times through clips
(or mixtures of clips) containing actions, particularly those from the
tail end of the distribution. By leveraging this approach, our aim
is to enhance the model’s ability to handle long-tail actions, while
simultaneously improving its generalization capabilities across all
classes, as typically observed in mixup approaches.

Non-visible actions. In the original videos from SoccerNet, not
all annotated actions are directly visible due to replays or camera
transitions that may occlude the actions. This is accentuated in
some actions as kick-offs, clearances or indirect free-kicks, as il-
lustrated in Figure 3. Consequently, the model needs to rely on
contextual information and extrapolation to predict these actions.
To address this challenge, we incorporate audio into the model,
assuming that the broadcast commentary or the audience reactions
can assist in identifying some of the actions that are not visually
observable in the videos.
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Action Ball out of play Throw-in Foul Indirect FK Clearance Shot on target Shot off target Corner Substitution
Absolute frequency 31810 18918 11674 10521 7896 5820 5256 4836 2839
Action Kick-off Direct FK Offside Yellow Card (YC) Goal Penalty Red Card (RC) YC -> RC
Absolute frequency 2566 2200 2098 2047 1703 173 55 46

Table 1: Frequency of occurrence of the different actions in the 500 games with publicly available annotations.

Figure 3: Percentage of non-visible ground-truth actions for
each action class.

Noisy labels. Annotating actions can be subjective, leading to
varying degrees of clarity in indicating the exact temporal positions
of actions. While some actions have distinct temporal indications,
others are more complex and rely on the annotator’s judgement.
This subjectivity introduces noise in the temporal annotations. Fur-
thermore, the presence of non-visible actions exacerbates the anno-
tation challenge, as the temporal selection of these actions relies
solely on the annotator’s subjective judgment. To address these
issues, we introduce uncertainty estimation techniques. We in-
corporate an uncertainty-aware displacement head that models
displacements as Gaussian distributions rather than deterministic
values. By capturing the inherent uncertainty in the ground-truth
data, we aim to mitigate the impact of noisy labels.

4.2 Evaluation metric & Evaluation protocols
Evaluation metric. The performance of the model’s spotted ac-
tions is assessed using the Average-mAP. This metric quantifies the
Area Under the Curve (AUC) of the mean Average Precision (mAP)
at different tolerances 𝛿 . The mAP is computed by averaging the
Average Precision (AP) values across different action classes. The
AP summarizes the precision-recall curve into a single value, repre-
senting the average precision across all recalls. It can be computed
as follows:

𝐴𝑃 =

𝑆−1∑︁
𝑠=0

(𝑅𝑒𝑐𝑎𝑙𝑙𝑠 (𝑠) − 𝑅𝑒𝑐𝑎𝑙𝑙𝑠 (𝑠 + 1)) · 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑠 (𝑠) (3)

Here 𝑆 denotes the total number of thresholds considered, while
𝑅𝑒𝑐𝑎𝑙𝑙𝑠 (𝑠) and 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑠 (𝑠) refer to the recall and precision, re-
spectively, at threshold 𝑠 . We can further denote Average-AP as the
per-class Average Precision averaged across the different tolerances.

In SoccerNet, two versions of this metric are commonly em-
ployed. A loose metric with tolerances ranging from 5 to 60 seconds,
and a tight metric with tolerances between 1 and 5 seconds. We
present results for both metric versions, but we primarily focus on

the tight metric to guide decisions regarding our model’s compo-
nents because it aligns with the SoccerNet 2023 challenge.

Evaluation protocols. We employ two different evaluation
protocols to train and evaluate our models:

• Protocol 1 (P1): The dataset of 500 annotated matches is
divided into three sets: train, validation, and test. The train
split is used for model training, the validation split is utilized
to determine the optimal stopping point during training,
and the test split is employed to quantitatively compare
different models in our ablation experiments, evaluating
their performance using the previously introduced metric.
Each model is trained five times with different seeds, and
the average of these runs is reported.

• Protocol 2 (P2): The model selected based on P1 is trained
using the combined data from train, validation and test sets.
Subsequently, the trained model is used to generate predic-
tions on the challenge split and obtain the final performance.

4.3 Implementation details
We employed PyTorch for model implementation, using Adam op-
timizer with base LR of 5𝑒−5. Optimization encompassed Learning
Rate Warmup via Cosine Decay over 50 epochs, with 3 epochs for
initial warmup. The model was fed with clips of 𝑇 = 50 seconds,
using an embedding dimension of 𝑑 = 512. We utilized |E | = 6 em-
beddings, 5 corresponding to visual data, and the remaining one to
audio data. The temporal dimension of the input visual features was
set to 𝐿𝑗 = 𝑇, ∀𝑗 ∈ {1, ..., |E | − 1}, while for the audio 𝐿𝑎 = ⌊𝑇 /𝑇𝑎⌋
with𝑇𝑎 = 0.96 seconds. Furthermore, we set the temporal output di-
mension as 𝐿𝑜𝑢𝑡 = 2×𝑇 . In our model, we employed 𝑛𝑒 = 3, 𝑛𝑑 = 3,
ℎ = 8 and 𝛼 = 4 along with 𝐶 = 17. Additionally, we set 𝑝 = 0.4 for
dropout. The radii were set experimentally as 𝑟𝑐 = 2 and 𝑟𝑑 = 3 sec-
onds, and the loss function parameters were set as 𝛾 = 1, 𝛼𝐿 = 0.3,
and 𝑤𝑐 = 100. We also applied balanced mixup with parameters
𝛼𝑚 = 1 and 𝛽𝑚 = 0.6, along with 𝑝𝑡𝑑 = 0.5 and 𝑝𝑡𝑠 = 0.3. The
window size for Soft Non-Maximum Suppression was experimen-
tally determined for each action, with values ranging from 5 to 14
seconds. Code is available at https://github.com/arturxe2/ASTRA.

4.4 Ablations
The results in terms of tight and loose Average-mAP are sum-
marized in Table 2. These results are obtained on the Test split
following the evaluation protocol P1.

The base model (M0) is the simplest and differs significantly from
our solution ASTRA. It only utilizes visual embeddings and replaces
the Hierarchical Transformer encoder with a vanilla Transformer
encoder. Moreover, it does not employ any data augmentation tech-
niques. Additionally, it lacks the focal loss term in the classification
loss, and the uncertainty-aware displacement head is substituted
with a typical regression head that utilizes mean squared error as
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Model Added feature loose A-mAP tight A-mAP
Base models
M0 - 75.21 62.38
M1 M0 + Hierarchical TE 75.42 62.32
M2 M1 + 𝑟𝑐 = 2, 𝑟𝑑 = 3 74.65 63.97
Data Augmentations
M3 M2 + Mixup (0.6, 0.6) 75.61 64.97
M4 M2 + Balanced mixup (1, 0.6) 76.55 65.82
M5 M4 + Other augmentations 77.49 66.07
Output dimension
M6 M5 + 𝐿𝑜𝑢𝑡 = 𝑇 77.72 64.24
Additional improvements
M7 M5 + Focal loss 78.02 66.09
M8 M7 + Uncertainty 78.14 66.63
M9 (ASTRA) M8 + Audio modality 78.09 66.82

Table 2: Ablation experiments with Average-mAP results on
the Test split under P1 evaluation.

the displacement loss. Furthermore, it utilizes the optimal values
in Soares et al. [31] for the radii, 𝑟𝑐 = 3 and 𝑟𝑑 = 6. This model
achieves a tight Average-mAP of 62.38.

In M1, we introduce the Hierarchical Transformer encoder. As
shown in Table 2, the results are comparable to M0. There is a slight
increase in performance on the loose Average-mAP by +0.21, while
a minor reduction is observed in the tight metric by -0.06. Despite
these similar results, we opt to use the Hierarchical Transformer
encoder as it offers computational cost reduction compared to the
vanilla Transformer encoder. Moreover, through experimental mod-
ifications, we adjust the radii of action detection to 𝑟𝑐 = 2 and
𝑟𝑑 = 3 resulting in an improvement of +1.65 on the tight metric.

Figure 4: Per-class results comparison of models M2, M3, and
M5. The figure displays Average-AP scores for each action in
M2 (bottom), the differences between M2 and M3 (middle),
and the differences between M3 and M4 (top).

As anticipated, the introduction of data augmentation techniques,
such as typical mixup, enhances the model’s generalization capa-
bilities. Specifically, when using the best set of tried parameters
(𝛼𝑚, 𝛽𝑚) = (0.6, 0.6) in M3, we observe an additional improvement
of +1.00 in the tight Average-mAP. Figure 4 illustrates that these
improvements are most pronounced in tail actions, such as red
cards or second yellow cards. This can be attributed to the fact that
tail actions are more prone to overfitting, thus benefiting greatly
from improved generalization. By adapting the typical mixup ap-
proach to our proposed balanced mixup, and utilizing the best of
the tried parameter combinations (𝛼𝑚, 𝛽𝑚) = (1, 0.6), we achieve
an additional improvement of +0.85. As depicted in Figure 4, these
improvements are observed across most of the action classes, al-
though the changes are relatively smaller in head classes. Once
again, the impact on tail classes is particularly notable. These re-
sults demonstrate the effectiveness of our proposed balanced mixup
technique in handling long-tail data. Furthermore, the introduction
of additional augmentations such as temporal dropout and temporal
switch leads to a further performance boost of +0.25.

Model M6 serves as a demonstration of the importance of an
adequate output temporal dimension. As seen in Table 2, when
employing a smaller output temporal dimension (i.e.𝑇𝑜𝑢𝑡 = 𝑇 ) there
is a noticeable decrease in performance with respect to M5 by -1.84.
This finding empowers the use of the Transformer encoder-decoder
module that allows the output dimension to not be restricted by the
input dimension. Other modifications to M5, such as introducing
a focal loss term in the classification loss (M7), also led to a slight
improvement in performance, particularly in the loose metric.

Furthermore, the inclusion of the uncertainty-aware displace-
ment head inM8 resulted in a notable enhancement of +0.54, demon-
strating the effectiveness of this module. Figure 5 presents a visu-
alization of the average predicted variability associated with each
action prediction. Notably, actions with higher variability are pri-
marily those with high non-visibility (e.g., kick-off, clearance, in-
direct free-kick, throw-in) or actions that require the annotator’s
judgment for precise temporal annotation, such as offsides. It is
in these actions with high variability that the module seems to
show the most improvement, supporting our hypothesis that the
uncertainty-aware displacement head performs better in handling
noisy labels compared to a typical regression head.

Finally, the inclusion of audio in M9 further enhances the model,
contributing an additional +0.19 improvement and resulting in a
66.82 tight Average-mAP for the ASTRA model. In Figure 6 (bot-
tom), we can observe the diverse scores for each individual action.

Ensemble of ASTRAs. To further enhance the results for the
SoccerNet Action Spotting Challenge 2023, we explore the use of an
ensemble comprising modifications of ASTRA models. As shown
in Figure 6, the removal of different aspects of ASTRA leads to
models that maintain strong overall performance while exhibiting
diverse predictions. Each of the models demonstrates improved
performance for specific actions. The diversity among the models
within the ensemble is crucial for achieving effective ensembling.
With this in mind, we propose an ensemble that combines our
final ASTRA model with the models depicted in Figure 6. These
additional models remove audio, focal loss, and uncertainty com-
ponents, respectively. For each temporal position, we average the
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Figure 5: Analysis ofM8model: mean predicted displacement
variance in temporal locations with classification probabil-
ity greater than 0.5 (bottom) and difference in Average-AP
between M7 and M8 (top).

predictions of all models in the ensemble. By employing this en-
semble approach, we achieve a tight Average-mAP of 67.60 (+0.78).
This result emphasizes the ability of appropriately diverse models
in an ensemble to provide a slight improvement over the individual
performance of ASTRA.

Figure 6: Per-class results of ASTRA and ensemble models.
The figure illustrates Average-AP scores for each action in
ASTRA (bottom), the differences when removing uncertainty
(middle-down), differenceswhen removing focal loss (middle-
top), and differences when removing audio (top).

4.5 Results on challenge split
For the evaluation of ASTRA models in the challenge split, we
followed the evaluation protocol P2. The results, presented in Ta-
ble 3, showcase ASTRA’s performance in comparison to the top
models in the SoccerNet 2023 Action Spotting challenge. Notably,
ASTRA achieves a tight Average-mAP score of 69.43. With the
implementation of the ensemble approach, we observe a further im-
provement, reaching an Average-mAP of 70.21. This result secures
the 3rd position in the challenge, surpassing the previous baseline
by a +1.88 margin. It is worth noting that ASTRA’s performance
stands close to the winning solutions, with a difference gap of 1.10
points from the current SOTA. Additionally, our method achieves
the best results on the loose metric and on non-visible actions. The
incorporation of label uncertainty modeling and the inclusion of
audio input likely contribute to these results, especially in scenarios
where label noise is pronounced for non-visible actions.

Model
Tight Average-mAP Loose Average-mAP
All Vis. Non vis. All Vis. Non vis.

1- SDU_VSISLAB 71.31 76.29 54.09 78.56 81.67 69.13
2- mt_player 71.10 77.22 58.5 78.79 82.02 77.62
3a- ASTRA (ensemble)* 70.21 75.08 62.34 79.27 81.85 79.39
3b- ASTRA 69.43 74.40 61.10 79.02 81.70 79.47
4- team_ws_action 69.17 75.18 59.12 76.95 80.39 75.92
5- CEA_LVA 68.38 74.79 47.68 73.98 78.57 61.75
Baseline- Yahoo [30] 68.33 73.22 60.88 78.06 80.58 78.32

Table 3: Comparison of ASTRA with other state-of-the-art
models in terms of Average-mAP in the SoccerNet 2023 chal-
lenge. Metrics include loose and tight evaluations for all
actions (All), visible actions (Vis.), and non-visible actions
(Non vis.). Results marked with an asterisk (*) indicate slight
differences from the official SoccerNet challenge results due
to minor modifications in the ASTRA architecture.

5 CONCLUSION
This work presented ASTRA, a model designed to address the task
of action spotting in soccer matches. Ablation studies demonstrate
the effectiveness of different modules within the model in tackling
the challenges inherent to the task and the dataset, such as the
need for precise spots, the long-tail distribution of the data, the
non-visibility in some actions, and the issue of noisy labels. Addi-
tionally, ASTRA achieves good results in the SoccerNet 2023 Action
Spotting challenge. It surpasses the previous SOTA performance
by +1.88, and its performance is in close proximity to that of the
challenge winners.
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