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ABSTRACT
Effective tracking and re-identification of players is essential for
analyzing soccer videos. But, it is a challenging task due to the non-
linear motion of players, the similarity in appearance of players
from the same team, and frequent occlusions. Therefore, the ability
to extract meaningful embeddings to represent players is crucial
in developing an effective tracking and re-identification system.
In this paper, a multi-purpose part-based person representation
method, called PRTreID, is proposed that performs three tasks of
role classification, team affiliation, and re-identification, simultane-
ously. In contrast to available literature, a single network is trained
with multi-task supervision to solve all three tasks, jointly. The pro-
posed joint method is computationally efficient due to the shared
backbone. Also, the multi-task learning leads to richer and more
discriminative representations, as demonstrated by both quanti-
tative and qualitative results. To demonstrate the effectiveness of
PRTreID, it is integrated with a state-of-the-art tracking method,
using a part-based post-processing module to handle long-term
tracking. The proposed tracking method, outperforms all existing
tracking methods on the challenging SoccerNet tracking dataset.
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Figure 1: Automated analytics for team sports requires track-
ing, re-identification, role classification (e.g. player, referee,
staff, ...), and team affiliations (such as Team A or Team B) of
all detected persons throughout an entire video of a game.

1 INTRODUCTION
Automated sport analysis involves the use of computer vision and
deep learning techniques to analyze sports events and extract mean-
ingful insights. It shows potential applications in a variety of areas,
such as sports broadcasting [9, 43, 48], autonomous and personal-
ized production [5, 7, 31], coaching [1, 6, 17, 42], and performance
analysis [11, 20, 40, 41, 44, 54]. One of the key components of
automated sport analysis is object tracking, which involves the
identification of players and objects all along a video. Tracking
is essential for automated sport analysis for three main reasons.
Firstly, it allows for the identification and distinction of players,
enabling the extraction of personalized information. Secondly, it
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creates a spatio-temporal representation of the game, providing
a detailed overview that can identify keys events, game patterns,
and trends. Lastly, automatic tracking reduces the manual effort
required for game strategy analysis, allowing analysts to focus on
higher-level tasks.

Tracking is challenging due to complex and dynamic motion,
occlusions, inter-appearance similarities and intra-appearance vari-
ations. Re-identification, on the other hand, provides an important
cue to solve tracking challenges after an occlusion or a move outside
the camera field-of-view.

Moreover, end-user applications typically demand that the up-
stream tracking system provides comprehensive high-level data
regarding the individuals involved in sports, including roles (like
player, referee, staff, goalkeeper, and so on) and team affiliations
(such as Team A or B). Consequently, as illustrated in Figure 1,
a desirable sports tracking system should simultaneously tackle
tracking, re-identification, team affiliation, and role classification
challanges.

Despite substantial advancements in sports analysis methods,
as shown in recent studies [8, 14, 19, 27, 30, 45, 53], the majority
of current tracking methods do not tackle all these tasks together.
Solving each task individually is also not optimal as it overlooks
the common objectives shared by all three tasks for accurately
representing the individual, which could potentially benefit from
a unified approach. Most published sports tracking papers tend to
concentrate on one or two tasks (like tracking and re-identification),
often neglecting team and role identification, or the other way
around. Moreover, in those approaches, the role classification task
is typically accomplished by an upstream object detector. Most
state-of-the-art pre-trained detectors are limited to the "person"
class and cannot distinguish between various sports roles (player,
goalkeeper, referee, staff, etc). Similarly, the team affiliation task is
often incorrectly formulated as a classification task with predefined
teams [48, 55], preventing the model to be used to distinguish new
teams, unseen at the training phase. Finally, Re-Identification (ReID)
models trained solely with identity labels may not be suitable for
team affiliation, as theymay consider players with similar attributes,
such as skin color, more similar to each other than players from
the same team, resulting in poor team clustering.

To address these limitations, a novel representation model is
proposed that generates a multi-purpose representation from a
single backbone, enabling to jointly solve the three tasks of per-
son re-identification, team affiliation, and role classification. The
problems of re-identification and team affiliation are formulated
as deep metric learning tasks, where players with the same identi-
ties are matched according to their similarity (i.e., distance) in the
feature space. The team affiliation within a video is performed by
clustering players’ representations into two groups, thereby being
applicable to the recognition of teams that were not seen at training.
On the other hand, sports person’s role prediction is formulated
as a classification task. Our method enjoys two key benefits; i) by
integrating three distinct representation objectives during training,
the model generates richer representations resulting in superior
re-identification performance compared to models trained with a
single objective and ii) it is efficient both in terms of speed and
memory as it jointly solves three tasks using a single backbone and
a single representation.

In practice, a state-of-the-art body part-based re-identification
(BPBreID) model [35] is used as the baseline on top of which the
proposed joint model is built by adding two objectives dedicated
to role classification and team affiliation. A multi-task approach is
then utilized to train the model jointly with all three objectives of re-
identification, role classification, and team affiliation. At inference,
the model produces part-based features that can be used to solve
these three tasks, simultaneously. The method is called PRTreID
for Part-based Role classification Team affiliation and person re-
IDentification

Furthermore, the proposed PRTreID model is integrated with a
state-of-the-art re-identification-based tracking method, namely
StrongSORT [12], and the post-processing step of this tracker is
replaced with the proposed part-based tracklet merging module.

In summary, the main contributions of this work are as follows:
• The PRTreID, a novel multi-task sports person representa-
tion model, is proposed to address re-identification, team
affiliation, and role classification, simultaneously. To the best
of our knowledge, this work is the first to address these three
significant sport representation tasks with a single model
and to demonstrate the benefit of multi-task learning in en-
hancing the richness of representation features.

• The PRT-Track, a novel StrongSORT-based tracking method,
is proposed to leverage the multi-task sports person repre-
sentation model to produce long-term tracks.

• Extensive experiments are conducted to validate the effec-
tiveness of the proposed method and demonstrate the key
benefits of multi-task learning.

The prepared codebase and dataset will be released to encourage
further research on joint representation learning for sports.

2 RELATEDWORK
The literature most relevant to this work includes researches sur-
rounding the part-based re-identification and multiple object track-
ing.

2.1 Part-Based Re-Identification
Part-based re-identification methods have recently achieved state-
of-the-art results in re-identification tasks, particularly in scenarios
with occlusions, due to their ability to use local features for each
part. However, one of the challenges faced by these methods is the
need to localize each part accurately. Two different approaches are
commonly used to address this problem. The first approach uses
a fixed parts, which does not require any additional information
for localizing parts [39, 49, 51]. In the second approach, however,
the method usually involves a pose estimation model to extract
body parts, which is trained concurrently with the re-identification
part [21, 36]. For example, [35] trains a model to find body parts
of a person, using human parsing labels, and extracts embeddings
for each part simultaneously. [34] proposes a part-based approach
specific to sport works for player identification in basketball.

In the context of team sports, there are also other cues that can
be helpful in re-identification of a person, such as team affiliation
[20, 23, 48], role information [23], and jersey number [26, 46, 47].
[20] trains a network that can output embeddings that are close for
players on the same team and far from each other for players from
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Figure 2: Diagram of the proposed PRTreIDmethod. An input image is fed into a shared backbone, which outputs an embedding
for each part of the body. The foreground mask is created by combining all parts embeddings. The re-identification objective is
trainedwith triplet loss and cross entropy loss on the body parts embeddings. Additionally, team affiliation and role classification
objectives are trained with triplet loss and focal loss, respectively, on the foreground embedding. At inference time, the resulting
multi-purpose embeddings can be utilized for person re-identification, team affiliation, and role classification tasks.

different teams. In [48] an automated system containing tracking,
team classification, and jersey number recognition but used distinct
networks to extracts those multiple information. In contrast, similar
to our work, [55] presents a deep player model for re-identification
using jersey number, team class, and pose estimation features with
a shared backbone. Our work goes one step further by adopting
part-based representation features (and simply pose parameters),
and by making those embedded features compliant with role and
team affiliation prediction.

This paper utilizes the re-identification model introduced in [35]
to extract body-part-based features for persons in soccer videos,
and adds two objectives for training the model: team affiliation and
role classification. Training the model jointly for these three tasks
leads to more meaningful part-based embeddings.

2.2 Multiple Object Tracking
The dominant paradigm in existing multiple object tracking meth-
ods is track-by-detection, where objects are detected in each frame
before being associated across frames. SORT [3] used a Kalman
filter motion model and Intersection over Union (IoU) criteria for
object association. Deep SORT [50] improved upon SORT by adding
appearance features alongside motion. Recent works such as OC-
SORT [4] havemade changes to SORT to handle non-linear motions,
while others such as CBIoU [52] use a buffered version of IoU to
extend bounding boxes for better object matching. More recently, re-
identification-based trackers, like StrongSORT [12], have emerged,
which focus on extracting more discriminative features for object
re-identification to improve tracking results [2, 29, 57]. Some works
have also been specifically developed for tracking team sport play-
ers [16, 22, 30, 32, 33]. [55] proposes a deep learning-based approach
for multi-camera multi-player tracking in sports videos, leveraging
deep player identification to improve tracking accuracy and consis-
tency across multiple cameras. [22] addresses the specificity of use
cases where appearance features are quite discriminant but only
available sporadically, like it happens for the digits printed on the
shirt of team sport players.

In this work, the Strong-SORT method [12] is adopted. To im-
prove the re-identification part, its appearance embeddings are

replaced with part-based ones. Additionally, a post-processing step
is proposed to further improve the tracking results by merging
short tracklets with similar part-based features.

3 PROPOSED METHODS
In this section, first the body part-based re-identification baseline,
initially proposed in [35] is explained. Subsequently, two new com-
ponents are introduced. They correspond to the team affiliation
training objective and to the multi-role classifier head. Finally, a
tracking paradigm exploiting our proposed part-based features.

3.1 PRTreID
The overall architecture of our part-based ReID method PRTreID is
illustrated in Figure 2. Compared to global Re-Identification (ReID)
methods that produce a single embedding for each input sample,
part-basedmethods producemultiple embeddings, each correspond-
ing to a specific body region of the target person. Part-based meth-
ods have shown superior performance when facing occlusions
[13, 38] and are therefore a promising solution to address the multi-
object tracking process.

3.1.1 Part-based Re-Identification Baseline. In this work, the
body part-based re-identification method, introduced in [35], is
employed as a baseline to re-identify persons in soccer videos.
The so-called BPBReID model consists of a CNN feature extractor
backbone, alongwith twomodules for body-part attention and ReID,
used for person re-identification. The backbone receives an input
image and produces a spatial feature map (𝐺 ∈ R𝐶×𝐻×𝑊 ) that is
utilized in both modules. In the body part attention module, for each
pixel (ℎ,𝑤), a pixel-wise part classifier predicts whether this pixel
belongs to the background or one of the𝐾 body parts. This process is
similar to a segmentation task for each body part, with 𝐾 +1 classes
corresponding to one of the 𝐾 body parts or to the background.
This module employs a pixel-wise cross-entropy loss and utilizes
human parsing labels (obtained from the Open Part Intensity Field,
Part Association Field (OpenPifPaf) [24] pose estimation model)
for training. The overall loss to train this attention mechanism is
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called the part-prediction loss ℓ𝑝𝑎 , and is the sum of all pixel-wise
cross-entropy loss on the spatial feature map G:

ℓ𝑝𝑎 =

𝐻−1∑︁
ℎ=0

𝑊 −1∑︁
𝑤=0

ℓ𝐶𝐸 (𝐺 (ℎ,𝑤)) (1)

This body part attention module produces two outputs for each
body part: a mask (𝑀𝑘 ∈ R𝐻×𝑊 ;𝑘 ∈ {1, ..., 𝐾}) and a binary visi-
bility score (𝑣𝑘 ;𝑘 ∈ {1, ..., 𝐾}) that indicates if the part is visible in
the image. The masks of all parts are then merged to create a fore-
ground mask, denoted𝑀𝑓 . The second module takes the outputs
of the first module and performs a weighted average pooling of the
spatial feature map using each attention mask, to produce 𝐾 + 1
embeddings; i.e., one for each of the 𝐾 parts and the foreground
(𝑓𝑘 ;𝑘 ∈ {𝑓 , 1, ..., 𝐾}). In addition to these part-based embeddings,
two other global features are extracted; one by concatenating all
embeddings of 𝐾 parts (𝑓𝑐 = 𝑐𝑜𝑛𝑐𝑎𝑡 (𝑓1, ..., 𝑓𝐾 )), and the other by
performing the global average pooling on𝐺 (𝑓𝑔). Finally, the Global
identity Local triplet (GiLt) loss, introduced in [35], is employed
as the re-identification objective to train our model. GiLt is a re-
identification loss designed especially for part-based ReID methods,
that is robust to occluded and non-discriminative body parts:

ℓ𝑟𝑒𝑖𝑑 = ℓ𝐺𝑖𝐿𝑡 (𝑓𝑔, 𝑓𝑐 , 𝑓𝑓 , 𝑓1, ..., 𝑓𝐾 ) (2)

The overall training objective of BPBReID is therefore the sum
of two losses: the GiLt loss and the part prediction loss.

Finally, at inference, the distance between two person’s images
"𝑞" and "𝑔" is computed as the average distance of their mutually
visible body parts as

𝑑𝑖𝑠𝑡𝑞𝑔 =

∑
𝑖∈{f,1,...,𝐾 }

(
𝑣
𝑞

𝑖
· 𝑣𝑔
𝑖
· 𝑑𝑖𝑠𝑡𝑒𝑢𝑐𝑙 (𝑓

𝑞

𝑖
, 𝑓
𝑔

𝑖
)
)

∑
𝑖∈{f,1,...,𝐾 }

(
𝑣
𝑞

𝑖
· 𝑣𝑔
𝑖

) , (3)

where 𝑣𝑞 |𝑔
𝑖

is the visibility score of body part 𝑖 and 𝑑𝑖𝑠𝑡𝑒𝑢𝑐𝑙 is
the Euclidean distance between two features. A low distance 𝑑𝑖𝑠𝑡𝑞𝑔
between two person’s images corresponds to a high similarity.

For more information about the BPBReID baseline, refer to [35].
In this work, the the aforementioned model is utilized to improve
learning performance and extract richer player embeddings through
the addition of a new role classification head and two new training
objectives.

3.1.2 Role Classification. In the proposed method, a role classifi-
cation head is added to the Re-Identification model. This new head
is a fully connected layer for multi-class classification purposes. It
is designed to classify individuals in soccer videos into four classes:
player, goalkeeper, referee, and staff. The role classification head
contributes to better representations and adds new semantics to
the embeddings. The Focal loss (ℓ𝑓 𝑜𝑐𝑎𝑙 ) [25] is employed to train it;
because of the imbalance in the data between the player class and
other classes. The role classification loss is denoted as ℓ𝑟𝑜𝑙𝑒 and is
applied on the foreground embedding.

ℓ𝑟𝑜𝑙𝑒 = ℓ𝑓 𝑜𝑐𝑎𝑙 (𝑓𝑓 ), (4)

3.1.3 Team Affiliation. An additional loss is added to the Re-
Identification model. It aims at clustering players’ embeddings ac-
cording to their team affiliation. This loss function brings the em-
beddings of players from a same team closer to each other and pulls
away the ones from distinct. This feature organization strategy
is complementary to the ReID objective, which pulls together the
embeddings from the same person and pulls away the embeddings
of different persons. The triplet loss [18] is employed as the team
affiliation loss. It is defined as

ℓ𝑡𝑒𝑎𝑚 = ℓ𝑡𝑟𝑖 (𝑓𝑓 ), (5)
where players from the same team are assigned the same team ID
and are considered as positive samples, while players from different
teams are considered as negative samples. Last, but not least, this
team affiliation loss is only applied to i) foreground embedding and
ii) training samples having the "player" role; therefore, excluding
goalkeepers, referees, and staff.

The proposed mehod enjoys the advantage of not restricting it to
some predefined classes/teams, and therefore can be applied to any
match with unseen teams. At the inference phase, a clustering al-
gorithm with two clusters is conducted on the player’s embeddings
to assign their team label

3.1.4 Overall Training Procedure. The final loss of the model is
a combination of all the previously mentioned losses, and is defined
as

ℓ𝑡𝑜𝑡𝑎𝑙 = 𝜆𝑝𝑎ℓ𝑝𝑎 + 𝜆𝑟𝑒𝑖𝑑 ℓ𝑟𝑒𝑖𝑑 + 𝜆𝑡𝑒𝑎𝑚ℓ𝑡𝑒𝑎𝑚 + 𝜆𝑟𝑜𝑙𝑒 ℓ𝑟𝑜𝑙𝑒 , (6)

where ℓ𝑡𝑜𝑡𝑎𝑙 is the total loss of the re-identification network, and
𝜆𝑝𝑎 , 𝜆𝑟𝑒𝑖𝑑 , 𝜆𝑡𝑒𝑎𝑚 , and 𝜆𝑟𝑜𝑙𝑒 are hyperparameters that specify the
scaling factors for each loss.

3.2 PRT-Track
In this section, the utilization of part-based player representation
in supporting player tracking is described. The tracking method
used as a baseline is first detailed, followed by an explanation of
how both its online and offline modules are adapted to leverage the
new part-based re-identification model.

3.2.1 StrongSORT Baseline. For multi-person tracking in soc-
cer videos, the Strong-SORT [12], a recent method that uses an
extended version of the Kalman filter to predict bounding boxes in
the next frame, and a re-identification model to extract appearance
features is employed. It generates a cost matrix using the IoU and
the appearance similarity between the Kalman filter predictions
and current detections. Linear assignment is then used in an online
fashion to associate detections from the new frame with previous
tracklets. Themethod also includes two lightweight post-processing
modules; Appearance-Free Link (AFLink) and Gaussian-Smoothed
Interpolation (GSI). In fact, AFLink performs global association with
spatio-temporal information of tracklets instead of their appear-
ance, while GSI is a Gaussian-smoothed interpolation that relieves
missing detections.

3.2.2 Online Tracking Module. Our proposed PRTreID model
is integrated into Strong-SORT by replacing its global ReID features
with our part-based features. The detection-to-detection, detection-
to-tracklet, and tracklet-to-tracklet ReID distances are computed
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using Eq.(3). An exponential moving average (EMA) is applied to
update the part-based features of the tracklet as

𝑒𝑡
𝑘
= 𝛼𝑒𝑡−1

𝑘
· 𝑣𝑡−1
𝑘

+ (1 − 𝛼) 𝑓 𝑡
𝑘
· 𝑣𝑡
𝑘
,∀𝑘 ∈ {𝑓 , 1, ..., 𝐾}, (7)

where 𝑒𝑡
𝑘
and 𝑓 𝑡

𝑘
are the appearance features of the𝑘-th body part

of the tracklet and the matched detection, respectively. Parameter
𝛼 is the momentum term and 𝑣𝑡

𝑘
is the visibility score of the 𝑘-th

part of the body, where 𝑘 ∈ {𝑓 , 1, ..., 𝐾}. The visibility score 𝑣𝑡−1
𝑘

of
body part 𝑘 of a tracklet at time 𝑡 − 1 is set to 1 if the corresponding
body part is visible in at least one of the detections that are part of
the tracklet.

3.2.3 Offline Post-Processing Module. The output of the first
online tracking part consists of a set of short tracklets that need
further processings to be merged into long tracks. To address this
problem, an additional offline post-processing step based on part-
based features is proposed to merge tracklets based on their under-
lying appearance in order to form long trajectories. To this end, a
part-based appearance cost matrix for tracklets is build as

𝐴𝑖 𝑗 =

{
+∞ 𝑖 = 𝑗

𝑑𝑖𝑠𝑡
𝑖 𝑗

𝑡𝑜𝑡𝑎𝑙
otherwise,

(8)

where 𝑑𝑖𝑠𝑡𝑖 𝑗 , the distance between tracklet 𝑖 and 𝑗 , was intro-
duced in Eq.(3). The matrix 𝐴 ∈ R𝑀×𝑀 is the appearance cost
matrix and 𝑀 is the number of tracklets obtained from the first
online tracking step. The linear assignment problemminimizing the
sum of matching costs is then solved by the Hungarian algorithm.
This post-processing step aims at improving the results and lower
the identity switches. The output of this step is a set of complete
trajectories, where each trajectory corresponds to a unique identity
that has been tracked throughout the video sequence. The proposed
part-based tracking method is called PRT-Track.

Finally, it is worth mentioning that the team and role informa-
tion are not explicitly used in the association stage. However, these
details are implicitly encoded in the re-identification embeddings,
owing to the multi-task training of the model. As a result, indi-
viduals belonging to different teams or having different roles are
well-separated in the embedding space, with distances greater than
the assigned association threshold, to prevent wrong associations.

Table 1: Some numbers for the proposed SoccerNet tracking-
based re-identification dataset.

subset # ids # images # cameras
train 1352 16217 57
query 1146 3432 49
gallery 1146 13719 49

4 EXPERIMENTS
In this section, first, some details on the datasets, evaluation metrics,
and implementation setups are given. Next, the detailed results of
the proposed re-identification, team affiliation, role classification,

Table 2: Comparison of the proposed PRTreID method with
some existing re-identification methods on the test set of our
proposed re-identification dataset. R1 denotes rank-1 accu-
racy. Only PRTreID is designed to address all three tasks.
PRTreID𝑡𝑒𝑎𝑚/PRTreID𝑟𝑜𝑙𝑒 refers to a variant of PRTreID
where only the team/role objective is used at training.

Method Re-ID Team Aff Role Cls
mAP R1 mAP R1 Acc Prec

BoT [28] 62.63 80.24 - - - -
PCB [39] 63.61 80.39 - - - -

BPBreID [35] 71.43 89.31 - - - -
PRTreID𝑡𝑒𝑎𝑚 - - 91.48 96.68 - -
PRTreID𝑟𝑜𝑙𝑒 - - - - 93.64 71.45
PRTreID 72.59 89.57 92.89 97.60 94.27 74.36

Figure 3: t_SNE visualization of player embeddings in a 2D
space for a specific video, with and without multi-task train-
ing of the model. It can be observed that proposed multi-task
model improves the team players clustering.

Figure 4: Visualizations of two images from proposed ReID
dataset and their attention maps of the foreground and each
body part.

and tracking methods are presented and analyzed. Finally, the abla-
tion studies and qualitative assessments are discussed in order to
further validate the effectiveness of the proposed method.
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Table 3: Comparison of the overall tracking performance of the proposed part-based tracking method (PRT-Track) with recent
tracking methods, from the 2022 SoccerNet Tracking challenge, on the test set of the SoccerNet-Tracking dataset using oracle
detections and detections from YOLOv8. (The symbol † indicates that the results are reported from [10]).

Oracle detections using ground truth
Method Setup HOTA ↑ DetA ↑ AssA ↑ MOTA ↑ IDF1 ↑ IDs ↓

DeepSORT†[50] w/ GT 69.52 82.62 58.66 94.84 - -
ByteTrack†[56] w/ GT 71.5 84.34 60.71 94.57 - -
OC-SORT[4] w/ GT 80.94 97.81 66.98 96.76 74.79 6079

StrongSORT[12] w/ GT 83.75 95.08 73.78 94.67 79.13 2815
StrongSORT++ w/ GT 84.08 95.07 74.36 94.62 79.76 2619
CBIoU[52] w/ GT 89.20 99.40 80.00 99.40 86.10 -
PRT-Track w/ GT 90.77 99.83 82.53 98.66 88.47 3355

YOLOv8 detections
Method Setup HOTA ↑ DetA ↑ AssA ↑ MOTA ↑ IDF1 ↑ IDs ↓

DeepSORT†[50] w/o GT 36.63 40.02 33.76 33.91 - -
FairMOT† [57] w/o GT 43.91 46.31 41.77 50.69 - -
ByteTrack†[56] w/o GT 47.22 44.49 50.25 31.74 - -
OC-SORT[4] w/o GT 54.60 63.47 47.07 76.18 62.52 3593

StrongSORT[12] w/o GT 54.86 62.19 48.79 74.52 65.1 2178
StrongSORT++ w/o GT 56.21 62.89 50.27 75.02 66.53 2106
PRT-Track w/o GT 59.77 61.09 58.55 73.07 74.44 1428

Table 4: Comparison of the post-processing techniques used
by StrongSORT++ and our TrackMerge module (w/wo part-
based features).

Post-processing method HOTA Det A Ass A
StrongSORT++ 84.08 95.07 74.36

TrackMerge + global features 85.7 95.82 77.25
TrackMerge + part-based features 90.84 99.82 82.03

4.1 Datasets
4.1.1 SoccerNet Tracking. SoccerNet-Tracking [10] is a publicly
available dataset that contains player-tracking data from soccer
matches. The dataset consists of 100 video clips, each 30 seconds
long (25 frame per second), captured from the main camera. The
dataset includes 57 videos from 3 games for the training set and
49 videos from 3 games for the test set. The objects in the dataset
belong to the following classes: player team left, player team right,
goalkeeper team left, goalkeeper team right, main referee, side
referee, staff, and ball.

4.1.2 Re-Identification Dataset. is used to train and evaluate the
PRTreID model. A re-identification dataset was created by cropping
objects (excluding the ball) from videos in the SoccerNet-Tracking
dataset, using the same train/test splits. This resulted in a large
number of detections per identity, much more than a standard
re-identification dataset, with many of these detections being re-
dundant and providing no additional information as they are from
consecutive frames. To reduce the number of detections per iden-
tity, a uniform sampling approach was used along the frames. Table
1 presents the characteristics of the ReID dataset generated from
SoccerNet-Tracking.

Finally, it is worth mentioning that the SoccerNet ReID [15]
dataset was not suitable for our research on video analysis and
tracking, since it only includes cross-camera images of the same
action without videos or cross-action annotations. This limits the
ability to conduct large-scale experiments on team affiliation with
multiple crops from two teams within a game video.

4.2 Evaluation Metrics
The performance of a given person re-identification method is typi-
cally evaluated as a retrieval problem: given an image of an individ-
ual of interest (the "query") and a database of image crops of various
persons (the "gallery"), all gallery samples are ranked according
to their distance to the query, such that gallery samples with the
same identity as the query are at the top of the ranking. In line
with standard evaluation practices in ReID research, the cumulative
matching characteristics (CMC) at Rank-1 and the mean average
precision (mAP) are used to assess the quality of query-gallery
rankings. The same two metrics are also employed to evaluate team
affiliation, using the same definition as in re-identification, reflect-
ing the model’s accuracy in retrieving images from the gallery set
with the same team ID as the query sample. For the role classifica-
tion head, accuracy and precision are used as evaluation metrics. In
the tracking part, HOTA, IDF1, MOTA, AssA, ID Switches (IDs), and
DetA are reported. Additionally, a two-class clustering is performed
for the team affiliation part, and the model’s accuracy in predicting
team labels is reported.

4.3 Implementation Details
For the re-identification part, the BPBReID model was employed
with the HRNet-W32 (HR) [37] backbone, which was pre-trained
on the ImageNet dataset. The model was trained using weights
from the Market 1501 [58] dataset and the number of parts (K) was
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Table 5: Ablation for proposed PRTreID method to validate the benefits from multi-task learning.

# Loss Re-Identification Team Affiliation Role Classification
ReID Team Role mAP ↑ Rank-1 ↑ mAP ↑ Rank-1 ↑ Accuracy ↑ Precision ↑

1 ✓ 71.43 89.31 87.12 97.43 - -
2 ✓ 12.34 4.28 91.48 96.68 - -
3 ✓ 10.29 4.28 55.38 50.96 93.64 71.45
4 ✓ ✓ 72.53 89.04 89.03 97.40 - -
5 ✓ ✓ 72.78 89.34 78.51 97.33 93.27 68.79
6 ✓ ✓ ✓ 72.59 89.57 92.89 97.60 94.27 74.36

Table 6: Ablation study for team affiliation by applying a
two-cluster Kmeans algorithm on foreground embedding of
players for each video.

ReID ReID + Team ReID + Team + Role
Accuracy 91.87% 95.17% (+3.3) 95.6% (+3.73)

set to 5 (head, up torso, low torso, legs, and feet) to achieve the
best results. For the tracking part, the Strong-SORT tracker was
utilized, and its feature extractor was replaced with the proposed
PRTreID method. The training configurations were the same as in
a previous study [35]. All images were resized to 384 × 128 and
were first augmented with random cropping and 10-pixel padding,
followed by random erasing at a 0.5 probability. All networks were
trained end-to-end for 120 epochs using the Adam optimizer on
a single NVIDIA GeForce RTX 3090 GPU. The learning rate was
increased linearly from 3.5𝑥10−5 to 3.5𝑥10−4 after 10 epochs and
was then decayed to 3.5𝑥10−5 and 3.5𝑥10−6 at the 40th and 70th
epochs, respectively. A new batch sampler with a batch size of
32 was used for training. Each batch contained 4 identities from
players of the left team, 4 identities from players of the right team,
and 3 identities from other roles, with 4 images sampled for each
identity which are all from a specific video. For the team affiliation
objective, only identities from the player role were used, resulting
in a batch size of 24. The triplet loss margin defined in Eq.(2) was
set to 0.3 and 0.05 for the re-identification and team affiliation
objectives, respectively. The hyperparameters specified in Eq.(6)
were optimized by testing various values and selecting the optimal
ones. Empirically, the values were set to 0.3, 1, 0.1, and 1.5 for 𝜆𝑝𝑎 ,
𝜆𝑟𝑒𝑖𝑑 , 𝜆𝑡𝑒𝑎𝑚 , and 𝜆𝑟𝑜𝑙𝑒 respectively.

4.4 Experimental Results
4.4.1 Re-Identification Results. Table 2 shows the performance
of the proposed PRTreID model on the test set (query/gallery)
of the proposed ReID dataset in comparison to some existing re-
identification baselines. As this table shows, the proposed method
outperforms other methods, despite the heavy occlusions in some
images and the similar appearance of players from the same team.
Additionally, PRTreID also performs well in terms of team affiliation
and role classification. It should be noted that other methods do not
support the other two tasks, which renders our model unique in
its ability to perform multiple tasks simultaneously. We could not
compare the team affiliation and role classification performance

of PRTreID with other works, because none provided open-source
code allowing us to compute their performance on our dataset.

4.4.2 Tracking Results. In Table 3, the performance comparison
of the proposed tracking method to existing tracking methods on
the test set videos of the SoccerNet-Tracking dataset is given. Since
our work focuses on feature learning and association for tracking,
the results are compared to the trackers from the 2022 SoccerNet
Tracking challenge. The proposed PRT-Track, with a part-based
post-processing step, outperforms other methods on the SoccerNet-
Tracking dataset, both with and without ground-truth detections.
This demonstrates the importance of rich representations for track-
ing. Although it can be challenging to discriminate players by their
appearance features in soccer due to the similar appearance of
players and the distance between the main camera and the players,
the proposed part-based tracking method achieves state-of-the-art
performance and outperforms all previous methods.

4.5 Ablation Studies
To validate the effectiveness of each component of the PRTreID
model, comprehensive ablation studies were conducted. Table 5
shows the impact of the two additional learning objectives on perfor-
mance. As reported in the table, adding the team affiliation and role
classification objectives during training improves the performance
on both tasks as well as the re-identification performance. Addition-
ally, we evaluate team affiliation performance at inference using a
K-means clustering with two clusters on the foreground embedding
of players for each video. After clustering, a team label was assigned
to each player. The results in Table 6 demonstrate the improvements
of multi-task training on the overall model performance; the joint
model outperforms all other partial models on all tasks. Finally,
Table 4 reports a comparison of the proposed appearance-based
tracklet merging step, with those of StrongSORT++ (AFLink and
GSI). The results show that the proposed tracklet merging with
global features outperforms the StrongSORT++. Also, the tracklet
merging with part-based features achieves the best results.

4.6 Qualitative Assessment
To further validate the effectiveness of the proposed method, some
qualitative assessments of the model’s performance are conducted.
Figure 4 illustrates two images from the proposed ReID dataset
and their respective output attention maps. Each attention map
highlights a different part; five parts of the body and the foreground.
As illustrated here, the part attention module is still performing
well when trained with other objectives; as it correctly extracts
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Figure 5: Visualization of three images in the query set and
their top-5 retrieved images from the gallery set of proposed
ReID dataset, along with foreground masks. The blue color
represents the query sample, while the red color indicates
a wrongly retrieved image and the green color indicates a
correctly retrieved image from the gallery.

body parts heatmaps while excluding the background. Figure 4 also
shows three samples of query set and their corresponding top 5
retrieved gallery images from the proposed ReID dataset, along
with their foreground attention maps. The red color indicates that
the retrieved image has a different identity than the query image.
This visualization demonstrates that in occluded scenarios, PRTreID
can properly extract the attention maps of the target person and
retrieve the correct images.

Figure 3 shows qualitative results of the learned embedding
space, that is reduced to 2 dimensions using the t-SNE algorithm.
As shown in the figure, the embeddings of different teams are
much better distributed in the embedding space when the model is
trained with all three objectives than with just the re-identification
objective. In summary, these qualitative results demonstrate that

using multi-task learning to train the model leads to richer and
more discriminative representations.

4.7 Computational Efficiency Discussion
For the readers that are concerned about the computational effi-
ciency of our PRTreID model: our model has two main components:
a backbone and a ReID head comprising an attention mechanism for
part-based feature extraction and a classifier to perform role classi-
fication. Since the ReID head induces a very small computational
overhead, the overall inference time of PRTreID will be almost the
same as the backbone itself. In our work, we use a HRNet-W32 for
its high-resolution feature maps that are beneficial to ReID, but
any other smaller backbone can be used depending on the speed
requirement of the downstream application.

5 CONCLUSION AND FUTUREWORK
In this work, a novel person representation method was proposed
for sports videos. A body part-based person re-identification model
was utilized for extracting person embeddings. To extract more
meaningful embeddings, two new objectives were added to the
re-identification model for team affiliation and role classification
purposes. Experimental results showed that jointly training the
re-id model for re-identification, team affiliation, and role classifica-
tion led to rich representations, which were then used in tracking
persons as a downstream task of re-identification. Additionally, a
post-processing step was proposed using part-based features to fur-
ther improve the tracking results. The experimental results showed
the superiority of the proposed method over the existing state-of-
the-art methods. In this study, our evaluation was limited to the
SoccerNet tracking dataset, as we couldn’t find any other open-
source datasets providing annotations for re-identification, team
affiliation, and role classification all at once. In future work, we
plan to integrate a Jersey Number Recognition head into our sports
person representation model. This decision is motivated by the
challenges in team sports like ice hockey, where identical kits cov-
ering a large portion of the player’s body can compromise player
re-identification.
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