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ABSTRACT

The Multimodal Sentiment Analysis Challenge (MuSe) 2023 is a
set of shared tasks addressing three different contemporary mul-
timodal affect and sentiment analysis problems: In the Mimicked
Emotions Sub-Challenge (MUSE-MIMIC), participants predict three
continuous emotion targets. This sub-challenge utilises the HumE-
Vipmimic dataset comprising of user-generated videos. For the
Cross-Cultural Humour Detection Sub-Challenge (MUSE-HUMOUR),
an extension of the Passau Spontaneous Football Coach Humour
(PAassau-SFCH) dataset is provided. Participants predict the pres-
ence of spontaneous humour in a cross-cultural setting. The Person-
alisation Sub-Challenge (MUSE-PERSONALISATION) is based on the
Ulm-Trier Social Stress Test (ULM-TSST) dataset, featuring record-
ings of subjects in a stressed situation. Here, arousal and valence
signals are to be predicted, whereas parts of the test labels are made
available in order to facilitate personalisation. MuSe 2023 seeks to
bring together a broad audience from different research commu-
nities such as audio-visual emotion recognition, natural language
processing, signal processing, and health informatics. In this base-
line paper, we introduce the datasets, sub-challenges, and provided
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feature sets. As a competitive baseline system, a Gated Recurrent
Unit (GRU)-Recurrent Neural Network (RNN) is employed. On the
respective sub-challenges’ test datasets, it achieves a mean (across
three continuous intensity targets) Pearson’s Correlation Coeffi-
cient of .4727 for MUSE-Mimic, an Area Under the Curve (AUC)
value of .8310 for MuSE-Humour and Concordance Correlation
Coefficient (CCC) values of .7482 for arousal and .7827 for valence
in the MUSE-PERSONALISATION sub-challenge.
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1 INTRODUCTION

In its 4th edition, the Multimodal Sentiment Analysis (MuSe) Chal-
lenge proposes three different tasks, namely categorical emotion
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prediction, cross-cultural humour detection, and personalised di-
mensional emotion regression. For the Emotional Mimicry Sub-
Challenge (MUSE-M1mIc), emotional mimics are explored by in-
troducing a first-of-its-kind, large-scale (557 subjects, 30+ hours),
multimodal (audio, video, and text) dataset. The data were gath-
ered in the wild, with subjects recording their own facial and vocal
mimics to a wide range of ‘seed’ videos via their webcam. Subjects
selected the emotions they perceived in each video out of 63 pro-
vided categories plus “no person can be seen or heard in this video”
and rated each selected emotion on a 0-100 intensity scale. In this
sub-challenge, participants will apply a multi-output regression to
predict the intensities of three self-reported emotions from the sub-
jects’ multimodal recorded responses related to decision-making
emotional categories: Approval, Disappointment, and Uncertainty .

For the Cross-Cultural Humour Detection Sub-Challenge
(MUSE-HUMOUR), participants will train their models to pre-
dict humour in German football press conference recordings. Dif-
ferent from the training data, the unseen test set consists of
videos of English football press conferences, thus providing a
cross-cultural evaluation setting. The Passau Spontaneous Football
Coach Humour (Passau-SFCH) dataset [18] as featured in MuSe
2022 [17, 38, 63] is provided as the training set. For the test set, we
extend Passau-SFCH with recordings of press conferences given
by 7 different coaches from the English Premier League between
September 2016 and September 2020. Both the training and the
test set only contain segments in which the respective coach is
speaking, accounting for more than 17 hours of data in total. While
all provided videos are originally labelled according to the Humour
Style Questionnaire (HSQ) proposed by Martin et al. [42], the pre-
diction target in MUSE-HUMOUR is binary, i. e., presence or absence
of humour.

In the further featured Personalisation’ Sub-Challenge
(MUSE-PERSONALISATION), participants - predict continuous
estimations of valence and arousal using personalised approaches.
Different from the usual speaker-independent challenge setup
employed in recent years, participants will also be provided
with labelled data of each subject from the test partition. Thus,
MUSE-PERSONALISATION encourages the exploration of the adap-
tation of multimodal emotion recognition systems to individuals,
taking their specific features into account. MUSE-PERSONALISATION
utilises the Ulm-Trier Social Stress Test dataset (ULm-TSST) intro-
duced in MuSe 2021 [54, 56]. ULM-TSST consists of recordings of
69 individuals undergoing the Trier Social Stress Test (TSST), a
scenario designed to induce stress. Besides audio-visual recordings
and their textual transcripts, ULM-TSST includes the subjects’ EDA,
Electrocardiogram (ECG), Respiration (RESP), and heart rate (BPM)
signals, each of them sampled at a rate of 1 kHz.

With their variety of data and prediction targets, the three sub-
challenges target a broad audience, including but not limited to
researchers interested in affective computing, multimodal represen-
tation learning, natural language processing, machine learning, and
signal processing. MuSe is intended to serve as a common forum
to compare different approaches to the proposed tasks, thereby
leading to novel insights into the aptitude of different methods,
modalities, and features.

In Section 2, the mentioned sub-challenges, their corresponding
datasets, and the challenge protocol are outlined in more detail.
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Table 1: Statistics on the datasets of each sub-challenge.
Given are the number of unique subjects(#), and the
video durations in the format hh:mm:ss. Note that for
MUSE-PERSONALISATION, partial recordings of the test sub-
jects are also included in the train and development parti-
tion, as denoted by the round brackets.

MuSEe-HumoUuRr MuSE-Mimic MUSE-PERSONALISATION
Partition # Duration #  Duration # Duration
Train 7 7:44 :49 328 19:24:23 41 (+14) 3:39:56
Development 3 3:06:48 107 6:22:22 14 (+14) 1:20:10
Test 6 6:35:16 122 6:33:10 14 0:47:21
> 16 17:26 :53 557 32:19:56 69 5:47:27

Next, Section 3 reports our pre-processing and feature extraction
pipeline, as well as the experimental setup used to compute base-
line results for each sub-challenge. The results are then presented
in Section 4, before Section 5 concludes the paper.

2 THE THREE SUB-CHALLENGES

Following, we provide more details on each sub-challenge and
dataset as well as the challenge protocol.

2.1 The MuSe-Mimic Sub-Challenge

The acquisition of data pertaining to human expressive behaviour
remains a challenging task for researchers in the field of affective
computing: To address this, researchers have employed various
strategies, including the technique of mimicking human expres-
sions in real-world settings [12]. The utilisation of this approach
allows for specific emotions to be targeted with greater efficiency.
Emotional mimicry has been observed in childhood development
and typically occurs spontaneously during social interactions [32].
Furthermore, it has been demonstrated that humans possess a
highly precise ability to mimic emotions, even down to specific
features [33].

To address the challenge of acquiring data related to human
expressive behaviour, a multimodal dataset of mimics, called the
HuMEe-Vibmimic dataset, has been made available for use in the
MuSE-Mimic sub-challenge. This dataset includes over 30 hours of
video data, with a mean duration of 6.4 seconds, collected from 557
subjects located in the United States (cf. Table 1, for partitioning
details). The subjects in the dataset range in age from 19 to 59 years
and were recruited via Prolific, with reimbursement for their time.

In the dataset, each subject was instructed to mimic a seed video
featuring someone expressing emotion, and then rate the intensity
of the seed video, choosing from a selection of emotional classes.
The emotional expressions of Approval, Disappointment, and Un-
certainty are targeted for this sub-challenge. The labels of these
three continuous intensity targets were determined through an
agglomerative clustering approach applied to a filtered correlation
matrix of all 63 available labels! (plus no person seen or heard in

! Admiration, Adoration, Aesthetic Appreciation, Amusement, Anger, Annoyance,
Anxiety, Approval, Awe, Awkwardness, Boredom, Calmness, Concentration, Confi-
dence, Confusion, Contemplation, Contempt, Contentment, Craving, Determination,
Disappointment, Disapproval, Discomfort, Disgust, Distress, Doubt, Ecstasy, Embar-
rassment, Empathic Pain, Enthusiasm, Entrancement, Envy, Excitement, Fear, Frus-
tration, Gratitude, Guilt, Hesitancy, Horror, Interest, Joy, Love, Nostalgia, Pain, Panic,
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the video) with p > 0.3. For each sample, after removing from the
63 emotions the ones with a lower correlation and normalisation of
the intensity per emotion, the target label was determined by taking
the mean intensity rating for a seed-mimic pair, across the corre-
sponding cluster of labels. The clustering is as follows: Approval
unites Approval, Admiration, Adoration, Enthusiasm, Excitement,
Joy, and Love; Uncertainty unites Uncertainty, Doubt, Romance,
Sexual Desire, Shock, and Surprise (negative); and finally, Disap-
pointment unites Disappointment, Anger, Annoyance, Contempt,
Disapproval, Disgust, and Frustration.

The data preparation process involved a speaker-independent
partitioning of the dataset into training, development, and test sets.
An automatic transcription is provided for each sample, and the
faces of individuals within the videos were detected at a frequency
of 2 frames per second.

For the MuSE-Mimic sub-challenge, the aim is to perform a multi-
output regression from features extracted from the multimodal
(audio, video, and text) data for the intensity of the 3 emotional
intensity targets. Pearson’s correlation coefficient (p) is used as the
evaluation metric.

2.2 The MuSe-Cross-Cultural Humour
Sub-Challenge

Humour - defined as an expression that establishes surprising or
incongruent relationships or meaning with the intent to amuse [27]-
constitutes one of the most complex phenomena in human social
interaction with manifold potential positive or negative effects [13].
Thus, humour has been a focal research interest in affective com-
puting and human-computer interaction, such as natural language
interfaces [10]. As humour can be expressed both verbally and non-
verbally, multimodal approaches are especially suited for detecting
humour. Several datasets for multimodal humour recognition have
been proposed [30, 44, 62], but typically rely on staged scenarios
such as TED talks or TV series. Also, some studies equate audience
laughter with (successful) humour which is a common, yet crucial
flaw. In contrast, to the best of our knowledge, PAssau-SFCH is the
only database for predicting spontaneous and non-scripted displays
of humour with a nuanced humour measurement.

Since humour is embedded in linguistic and contextual factors,
a cross-cultural study can help to understand commonalities and
differences in humour usage. Recently, studies are diving into the
multimodal intricacies of humour in different countries, such as
differences in displayed smiling behaviours of American and French
persons [50] or amongst others, gesture and prosody for humour
construction in German-Brazilian interactions [36]. However, to
the best of our knowledge, automated multimodal cross-cultural
humour detection, which sheds light on the transferability of hu-
mour, has not been done, yet. MUSE-HUuMOUR is designed to elicit
first insights for this topic.

Participants will train their models utilising Passau-SFCH’s
press conference recordings of 10 different German Bundesliga
football coaches. The English test set comprises press conference

Pride, Realisation, Relief, Resentment, Romance, Sadness, Sarcasm, Satisfaction, Seren-
ity, Sexual Desire, Shame, Shock, Surprise (negative), Surprise (positive), Sympathy,
Tiredness, Triumph, and Uncertainty.
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recordings of 6 football coaches from the English Premier League.
However, only one of them is a native English speaker, while the
other five coaches come from 5 different countries (Argentine,
France, Germany, Portugal, and Spain). Every coach in both the
training/development and the test set is male. The training sub-
jects are aged between 30 and 53 years, and the test subjects’ age
span ranges from 47 to 57 years. We split the German coaches
into a training and development partition for our baseline experi-
ments, where the development partition is identical to that of 2022’s
MuSe-HuMmour challenge [2, 19]. Detailed statistics on the dataset
can be found in Table 1.

We segment all videos such that the data only includes the parts
in which the coach is actually speaking. Both training and test data
include the segmented audio-visual recordings as well as manual
transcripts with timestamps. All videos are initially annotated at a
2 Hz rate for the sentiment and direction (self-directed vs others-
directed) of humorous utterances, following the HSQ [42]. We ob-
tain binary labels denoting the presence or absence of humour as
described in [19], leading to 2 s video frames, each of which is either
considered humorous or not. In total, 438 % of the training data,
2 81% of the development data, and 6 17% of the test data are labelled
as humorous in the gold standard.

Analogously to 2022’s MUuSE-HUMOUR sub-challenge, we employ
the AUC metric as the evaluation criterion.

2.3 The MuSe-Personalisation Sub-challenge

When working with real-world data, often significant differences
can be observed between individuals (e. g., high variance in pitch
within a person’s speech or variations in personality characteristics
such as genders, age ranges, or cultural background) [1, 37, 61].
However, most approaches today tend to neglect these individual
variations, resulting in models trained on a broad population which
do not always generalise well to subjects not present in the training
set [22]. To solve this problem, personalisation methods are needed
that incorporate the characteristics of one individual, leading to
personalised models which are capable of providing more accurate
predictions [37]. MUSE-PERSONALISATION is aimed to serve as a
benchmark for personalisation in multimodal affect analysis.

Participants of this sub-challenge are supplied with the mul-
timodal ULm-TSST dataset. It consists of recordings of subjects
participating in the TSST [35], which defines a stress-inducing, job
interview-like scenario. Participants are asked to deliver a five-
minute free speech presentation on why they are suited for a hypo-
thetical job. ULM-TSST comprises recordings of these speeches by
69 subjects (age range 18-39), 49 of which are female, accounting
for circa 6 hours of video data.

The data is partitioned into a training, development, and test set
in a speaker-independent manner. The training dataset comprises
41, both development and test sets 14 videos. Note that the split is
identical to the splits of Ulm-TSST employed for 2021’s and 2022’s
Emotional Stress Sub-Challenge (MUSE-STRESS) challenges [19, 54].
In order to facilitate personalisation on the test subjects, we provide
labelled parts of their videos as follows: we take the first 60 seconds
of each test video and consider this our subject-specific training
data. Moreover, the next 60 seconds are employed as subject-specific
development set. The remaining parts of each test subject’s video



4th Multimodal Sentiment Analysis Challenge and Workshop, October 2023, Ottawa, Canada

serve as the sub-challenge’s test data, i. e., their annotations are
kept confidential. Table 1 lists key statistics of this partitioning of
ULm-TSST.

Urm-TSST has been labelled with 2 Hz arousal and valence sig-
nals by three annotators. The gold standards are identical to those
in 2022’s MUSE-STRESS challenge [19] which attracted considerable
interest, e. g., [31, 40, 47, 64]. For the valence gold standard, we
fuse these three annotations employing the Rater Aligned Anno-
tation Weighting (RAAW) method [57]. RAAW combines tempo-
ral alignment utilising Canonical Time Warping (CTW) [67] with
annotation fusion via Evaluator Weighted Estimator (EWE) [28].
Regarding arousal, for each video, the signals of the two annotators
with the highest agreement are merged with the video subject’s
downsampled and smoothed EDA signal, as EDA has been shown
to be an objective indicator of arousal [15], in contrast to inevitably
subjective annotations. Details on the gold standard creation can
be found in [19], for extensive experiments on merging biosignals
and annotation signals for arousal see [9].

We provide participants with the audiovisual recordings, manual
transcripts and the ECG, RESP, and BPM signals.

2.4 Challenge Protocol

In order to enter the challenge, participants need to hold an aca-
demic affiliation and complete the EULA available on the MuSe 2023
homepage?. The organisers do not take part in any sub-challenge
as competitors. During the competition, participants submit their
predictions for test labels on the CodaLab platform3. Up to 5 pre-
dictions are possible in each sub-challenge. All participating teams
are encouraged to submit a paper describing their experiments and
results. In order to officially win a sub-challenge, a paper, which
must be accepted, is mandatory. Papers will undergo a double-blind
peer-reviewing process.

3 BASELINE APPROACHES

We supply an extensive set of pre-extracted features in order to
support participants in time-efficient model development. For each
sub-challenge, seven feature sets (3 audio-based, 3 video-based, 1
text-based), as outlined in the following, are provided4.

3.1 Pre-processing

As described in Section 2, we partition every sub-challenge’s dataset
into training, development, and test sets. In doing so, we take length,
speaker independence, and label distributions into account (cf. Ta-
ble 1). For MUSE-MIMIC — as can be seen in Table 1 —, a 60-20-20%
split strategy is applied. There is no additional segmentation ap-
plied. Each sample contains a single mimic of a seed video, and
labels were normalised per sample to range from [0:1].

The Passau-SFCH press conference recordings are segmented
into clips in which the respective coach is speaking. We manually
remove a few of these clips where the coach is using any language

https://www.muse-challenge.org

3https://codalab.lisn.upsaclay.fr/. The link(s) to the respective challenges will be
emailed to the participants.

4Note: Participants may employ other external resources (e.g., features, datasets,
pretrained foundation models). The usage of additional resources, tools etc. is expected
to be clearly stated in the corresponding paper.
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other than English. Moreover, we discard clips whose audio quality
is considerably impaired.

The recordings in the ULM-TSST dataset are cut to only show
the job interview presentation defined by the TSST protocol. To
preserve subjects’ privacy, we also delete parts of videos in which
they disclose their names. Besides the segmentation of the test
subjects’ videos described in Section 2.3, no further segmentation
is conducted for MUSE-PERSONALISATION.

3.2 Audio

Before extracting audio features, we normalise all audio files to
-3 decibels and convert them to mono, at 16 kHz, 16 bit. We then
utilise the oPENSMILE [25] toolkit to compute handcrafted features.
Moreover, we compute high-dimensional audio representations
using both DEEPSPECTRUM [4] and a variant of WAV2VEC2.0 [7].

Both systems have proved valuable in audio-based Speech Emo-
tion Recognition (SER) tasks [6, 11, 26].

3.2.1 EGEMAPS. Using the oPENSMILE toolkit [25]°, we extract 88
extended Geneva Minimalistic Acoustic Parameter Set (EGEMAPS)
features [24] which have shown their suitability for sentiment
analysis and SER tasks [8, 59]. For each sub-challenge, we apply
the standard configuration and extract features with a window size
of two seconds, and a hop size of 500 ms.

3.2.2 DEEPSPECTRUM. We apply DEEPSPECTRUM [4]° to obtain
deep Convolutional Neural Network (CNN)-based representations
from audio data. In particular, we first create a Mel-spectrogram (128
Mels, viridis colour mapping) from each audio file with a window
size of one second and a hop size of 500 ms. We then forward the
spectrogram representation into DENSENET121 and take the output
of the last pooling layer as a 1 024-dimensional feature vector. The
efficacy of DEEPSPECTRUM has been shown for speech and audio
recognition tasks [3, 5, 46].

3.2.3 Wav2VEc2.0. Self-supervised pretrained Transformer mod-
els have attracted considerable interest in computer audition
recently [39]. A popular example of such a foundation model
is WAv2VEC2.0 [7], which has frequently been employed for
SER [45, 48]. As all sub-challenges are affect-related, we utilise
a large version of Wav2VEc2.0 fine-tuned on the MSP-Podcast [41]
dataset for continuous emotion recognition [60]”. We extract fea-
tures for an audio signal by averaging over its representations in
the final layer of this model, resulting in 1024-dimensional embed-
dings. Regarding MuSE-HUMOUR and MUSE-PERSONALISATION, we
obtain 2 Hz features by sliding a 3 s window over each audio file,
with a step size of 500 ms. Due to the comparably short segments
in MUSE-MIMIC, a 2 s window size is applied there.

3.3 Video

We compute features of the visual modality based on the subjects’
faces. Therefore, we first automatically extract faces via Multi-
task Cascaded Convolutional Networks (MTCNN). Subsequently,
Facial Action Units (FAUs), FACENET512 and V1T representations
are obtained for them.

Shttps://github.com/audeering/opensmile

®https://github.com/DeepSpectrum/DeepSpectrum
https://huggingface.co/audeering/wav2vec2-large-robust-12-ft-emotion-msp-dim
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3.3.1 MTCNN. We employ the MTCNN [65] face detection model?,
to extract pictures of the subjects’ faces.

In the videos of Passau-SFCH, typically several persons can be
seen, whereas only the coach is relevant. In the first step, we attempt
to filter out the respective coach’s face per video automatically via
clustering of face embeddings. Afterwards, we manually correct the
thus obtained face sets and only keep the one corresponding to the
coach. For ULM-TSST and HuME-VIDMIMIC, no such postprocessing
is necessary. In both datasets’ recordings, typically only one person
is displayed per video. Subsequently, the extracted face images
serve as the basis for feature extraction via Py-FEAT , FACENET512,
and VIT.

3.3.2  FAU. The concept of FAUs [23] provides an interpretable
way of encoding facial expressions by reference to the activation
of certain facial muscles. As facial expressions contain important
cues to a person’s affective state, FAUs have received considerable
attention from the AC community [66]. We compute automatic
estimations of the activation of 20 different FAUs via the respective
SVC model included in the Py-FeaT ? library.

3.3.3 FACeNET512. In order to compute high-dimensional face
representations, we make use of the FACENET512 model [52] as
implemented in the deepface library [53]. FACENET512 is trained on
the task of face recognition and yields a 512-dimensional embedding
for every face.

3.3.4  Vision Transformer (VIT). As an alternative vision-based
strategy, we employ the DINO-trained V1T, which has been pre-
trained on the ImageNet-1K dataset in a self-supervised manner
using the self-distillation with no labels (DINO) method[14]. This
model has demonstrated its efficacy for various image-based tasks,
including emotion recognition from facial expressions [16, 58]. The
model processes the extracted facial images and outputs a 384-
dimensional embedding for each image. We do not conduct any
further pretraining or fine-tuning.

3.4 Text: Transformers

Text-based features are obtained via pre-trained Transformer mod-
els in the fashion of BERT [21]. We compute sentence represen-
tations by taking the model’s final layer’s encoding for the CLS
token, a special token referring to the whole input sentence. For
MuSE-Mimic, the English transcripts are encoded via a small pre-
trained ELECTRA [20] model, yielding 256-dimensional embed-
dings. As MUSE-HUMOUR features a German training and devel-
opment, but an English test set, we opt for the multilingual ver-
sion of BERT [21]!° here. This model has been pretrained on
Wikipedia entries in 104 languages including German and Eng-
lish. It has been shown to generalise effectively from one lan-
guage to another [49]. Regarding the German-only transcripts
for MUSE-PERSONALISATION, we employ a German BERT model'!.
Both mentioned BERT variants account for 768-dimensional repre-
sentations. Note that we do not fine-tune any of the models.

8https://github.com/ipazc/mtcnn

“https://py-feat.org
Ohttps://huggingface.co/bert-base-multilingual-cased
https://huggingface.co/dbmdz/bert-base-german-cased
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3.5 Alignment

Each dataset includes audio, video, and transcripts. In order to
ease the development of multimodal models utilising the provided
features, we align the different features along with each other and
the respective task’s labelling scheme.

For all tasks, both the audio and the face-based features are ex-
tracted with a rate of 2 Hz by employing sliding windows of step
size 500 ms for audio and sampling faces at a 2 Hz rate for video. In
order to obtain sentence-wise timestamps for MuSE-HumoUR and
MUSE-PERSONALISATION from the manual transcripts, we employ
a pipeline consisting of three steps: first, we utilise the Montreal
Forced Aligner (MFA) [43] toolkit to generate word-level times-
tamps. We then automatically add punctuation to the transcript
via the deepmultilingualpunctuation tool [29]. Finally, we use
PySBD [51] to segment the transcript into sentences, such that
sentence-wise timestamps can be inferred from the word-level
timestamps. We then compute 2 Hz textual features by averaging
the embeddings of all sentences whose timestamps overlap with the
respective 500 ms windows. Since the videos in HUME-VIDMIMIC are
typically only a few seconds long, we do not conduct a temporal
alignment of their transcripts. The biosignals in ULm-TSST are orig-
inally sampled at a 1 KHz rate. In addition, we downsample them
to 2 Hz, and, subsequently, smooth them via a Savitzky-Golay filter.
We make both the 1kHz and the downsampled biosignals available.
Since ULM-TSST is also labelled at a 2 Hz rate, the features provided
for MUSE-PERSONALISATION are already aligned to the annotation
signals. As the labels in PAssau-SFCH refer to windows of size 2s,
the features for MUSE-HUMOUR are not directly aligned to the an-
notations, but can easily be matched to them. In MuSE-Mimic, the
labels refer to whole videos, such that no alignment to the labels is
necessary.

3.6 Baseline Training

Given that all tasks are based on video recordings and thus of
sequential nature, we opt for a GRU-RNN followed by two feed-
forward layers to serve as a competitive, yet simple baseline system.
We conduct a hyperparameter search on this model for each indi-
vidual sub-challenge and feature. More specifically, we optimise the
GRU’s hidden representations’ size, the number of stacked GRU
layers and the learning rate. Furthermore, we consider both uni-
directional and bidirectional GRUs. Having trained all unimodal
models, we also experiment with a simple late fusion approach
to obtain multimodal baselines. More specifically, we average the
best unimodal models’ predictions, weighted by the models’ perfor-
mance on the development set. We make the code, hyperparameters,
and best model checkpoints publicly available on GitHub!2. Fol-
lowing, we outline task-specific training details.

3.6.1 MuSE-Mimic. In order to predict the scores for the three clip-
level emotion annotations in HUME-VIDMIMIC , we encode a video
by feeding the video’s features into the GRU model and taking its
final hidden representation. The model is trained utilising Mean
Squared Error (MSE) loss. Due to the large size of HUME-VIDMIMIC,
we conduct the hyperparameter search on a subset of the data
comprising 5000 data points.

2https://github.com/ETHW/MuSe-2023
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3.6.2 MuSe-Humour. Since Passau-SFCH’s labels refer to 2s
frames while the features are sampled every 500 ms, one train-
ing data point corresponds to a sequence of at most 4 steps. The
late fusion is based on the predictions per 2 s frame. For each hyper-
parameter configuration, the training routine is run with 5 different,
fixed random seeds. Due to the binary prediction target, we aim for
the binary cross-entropy loss function.

3.6.3 MUSE-PERSONALISATION. Aiming to leverage both the full
Urm-TSST dataset and the test-subject specific data, we employ a
two-stage approach for the MUSE-PERSONALISATION baseline. Fol-
lowing [34], we first train a model on the whole dataset. Specifically,
we do so via a hyperparameter search using 3 fixed random seeds.
We then select the single best model checkpoint based on perfor-
mance on the development set. In the second step, this model is
duplicated for every test subject and further trained on the sub-
jects’ data only, employing 5 fixed random seeds. For that, another
hyperparameter search optimising the number of epochs and the
learning rate is conducted. The final predictions are obtained by
taking for every test subject the best among the 5 subject-specific
models and having it predict the respective subjects’ test labels.
If, however, the best subject-specific model does not outper-
form the initial model on the respective subject’s development data,
we take the initial model’s predictions for this subject instead. In
both stages, the training data is segmented. Window size and step
length of the segmentation are optimised within the hyperparame-
ter search. Analogously to previous MuSe challenges [19, 54, 55],
we employ CCC-Loss as the loss function. We limit our experiments
to audio and video-based features and leave experimentation with
both physiological signals and textual features to the participants.

4 BASELINE RESULTS

We train GRUs as described in the previous section. In the following,
we present and discuss the baseline results.

4.1 MuSE-MiMmIc

The results for MuSe-Mimic are given in Table 3.

The results of the experiment show that Wav2VEc2.0 features
perform best among all unimodal approaches, with Mean Pearson’s
values of .4317 and .4296 achieved on the development and test sets,
respectively. ELECTRA features exhibit comparable performance,
yielding Mean Pearson’s values of .4079 and .3855 on the develop-
ment and test sets, respectively. In contrast, the other five audio-
and video-based features display considerably lower performance,
with FACENET512 ’s result on the test set (0.0292) indicating only a
very weak correlation. Furthermore, all face-related features pro-
duce relatively low Pearson’s values, with FAUs performing the
best among them, .1337 on the test set. With respect to the audio
modality, WAv2VEc2.0 features stand out clearly, surpassing the
p values of both EGEMAPS and DEEPSPECTRUM by a substantial
margin. This could be due to the fact that the WAv2VEC2.0 model
incorporates linguistic knowledge as it is pre-trained on an Auto-
matic Speech Recognition (ASR) task [60]. Moreover, the relatively
high Pearson values obtained with textual-only features (ELECTRA)
indicate that the textual modality encodes essential information
for the task. Therefore, it is likely that the model primarily exploits
linguistic information embedded in the WAv2VEc2.0 embeddings,

Lukas Christ et al.

Table 2: Results for MUSE-Mimic. We report the Pear-
son’s correlation coeflicient (p) for the mean of the 3 emo-
tional targets, Approval, Disappointment, Uncertainty. The
reported score is the best among 5 fixed seeds, as well as the
mean p over these seeds and the corresponding standard de-

viations.
[Mean p]

Features Development Test
Audio
EGEMAPS .0842 (.0739 £ .0067)  .0546 (.0462 + .0070)
DEEPSPECTRUM  .0800 (.0748 +.0043) .0708 (.0734 + .0072)
Wav2VEc2.0 4317 (14290 £ .0020) .4296 (.4330) + .0029)
Video
FAU .1280 (.1241 £.0032)  .1337 (.1319 £ .0019)
VIT 11202 (1151 £ .0041) = .1068 (.1046 + .0098)
FAceENET512 .0669 (.0540 +.0072)  .0292 (.0275 + .0160)
Text
ELECTRA 4079 (4027 +.0028)  .3855 (.3902 + .0037)

Late Fusion

A+T 14718
A+V 4234
T+V 4027
A+T+V 4789

4695 + .0022) 4679
4131 +.0094) 4281
3983 +.0049) .3965
4761 +.0024) .4727

4657 + .0025)
4209 + .0079)
3869 + .0075)

(.
(.
(.
(. 4711 + .0023)

(
(
(
(

Table 3: Class-wise Pearson’s correlation values (p) for the
best feature per modality and the late fusion of all of them.
Reported are the mean results across 5 fixed seeds and the
respective standard deviations.

[Class-wise p]

Features Approval Disappointment  Uncertainty
Wav2VEc2.0 (A) .5139 +.0032 4813 +£.0023 .3045 £ .0036
ELECTRA (T) .4590 + .0055 4227 £+ .0054 .2889 +.0034
FAU (V) .1786 + .0030 .1407 £ .0041 .0763 + .0064
A+T+V .5536 +.0029 .5139 + .0032 .3395 +.0015

thus outperforming the audio-only features DEEPSPECTRUM and
EGEMAPS.

Table 3 provides further insights into the performance of the best
models with respect to individual emotion classes. The analysis
reveals that, for all three labels, the highest mean class-wise correla-
tion is achieved for Approval, while Uncertainty consistently proves
to be the most challenging emotion target. For instance, in the case
of WAv2VEC2.0, a p value of .5139 is observed for Approval, while
the corresponding value for Uncertainty is only .3045. This trend is
also reflected in the late fusion results (A+T+V), which outperform
all unimodal class-wise results with mean correlations of .5536,
.5139, and .3395 for Approval, Disappointment, and Uncertainty,
respectively.

Moreover, as evident from Table 2 and Table 3, that performance
is enhanced by the multimodal late fusion approach. Notably, the
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Figure 1: Training method employed in MUSE-PERSONALISATION. Note that the IDs in the figure do not correspond to actual

IDs in the ULm-TSST dataset.

combination of audio and text yields promising results, improv-
ing upon the Wav2VEC2.0 outcomes by approximately .04 on both
the development and test sets. Finally, the fusion of predictions
obtained with the best features per modality, namely Wav2VEc2.0,
FAUs, and ELECTRA, leads to a Pearson’s of .4789 and .4727 for
development and test, respectively. Therefore, although the textual
modality seems to play a critical role in the task at hand, multi-
modal approaches are expected to outperform text-only methods,
indicating that all three modalities contain valuable information
that can contribute to the task.

4.2 MUuUSE-HUMOUR

Table 4 reports the results for MUSE-HUMOUR.

All features lead to results above chance, i.e., 0.5 AUC. With
AUC-Scores of .8435 and .7940 on the development and test data,
respectively, WAv2VEc2.0is the best-performing feature overall.
Analogously to the results for MUSE-MIMIC, one reason might be
that WAv2VEC2.0, pretrained on an ASR task, also encodes linguistic
information already [60] and can thus not be regarded as a strictly
unimodal feature extractor. It clearly outperforms EGEMAPS and
DEeEPSPECTRUM, which are, by construction, based on audio signals
only. EGEMAPS and DEEPSPECTRUM generalise well to the test data,
with the mean AUC for EGEMAPS decreasing from .6836 to .6554
and the mean AUC of DEEPSPECTRUM even improving slightly from
.6936 on the development data to .7019 on the test data set. In
contrast, notable generalisation issues can be observed for the video
modality, in particular for the FAU and FACENET512 features. The
mean AUC-Score obtained with FAU features drops from .7702 on
the development data to .5948 when evaluating on the cross-cultural
test data. Considering only the best seed, the textual features (.7572
AUC) outperform all other features but Wav2VEc2.0 on the test
set. However, their performance is rather unstable. Their standard
deviations of .0717 on the development data and .0830 on the test
data are higher than those of all other features.

As for the simple late fusion approach, all possible modality
combinations yield improvements over the respective unimodal
results, demonstrating the multimodal nature of humour expression.

Table 4: MuSE-HuMoOUR baseline results. Each line refers to
experiments conducted with 5 fixed seeds and reports the
best AUC-Score among them, together with the mean AUC-
Scores and their standard deviations across the 5 seeds.

[AUC]
Features Development Test
Audio
EGEMAPS 7235 (6836 + .0254)  .6672 (.6554 £ .0169)
DEEPSPECTRUM  .6969 (.6936 + .0022) .7012 (.7019 + .0025)
WAV2VEC2.0 8435 (.8332 +.0082)  .7940 (.7929 + .0113)
Video
FAU 7879 (7702 + .0087)  .6398 (.5948 + .0546)
VIT 8277 (7890 + .0257)  .7457 (.7478 + .0093)
FACENET512 .7342 (.6608 + .0671)  .5350 (.5446 + .0188)
Text
BERT 8105 (7635 + .0717)  .7572 (.7108 + .0830)

Late Fusion

A+T 8791 (.8600 +.0218) 8218 (.8067 + .0149)
A+V 8656 (.8362 +.0205) 8222 (.8125 £ .0112)
T+V 8428 (8125 +.0246) 7907 (.7780 + .0259)
A+T+V 8759 (.8504 +.0209) .8310 (.8244 + .0168)

The combination of the best audio, text, and video models accounts
for the best AUC-Score on the test set overall, namely .8310.

4.3 MUSE-PERSONALISATION

Table 5 reports the results obtained for MUSE-PERSONALISATION.
In every experiment besides Valence prediction with Wav2VEc2.0,
the result on the test partition is considerably lower than the CCC
value on the development set. For both modalities and prediction
targets, at least one feature set exists that leads to a CCC value
larger than 0.5 on the test partition. Regarding the video modal-
ity, FACENET512 clearly trumps the other two feature sets for both
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arousal and valence, with its arousal CCC value of .5959 on the
test data exceeding the second best video feature’s (FAUs) by more
than 0.200. Moreover, FACENET512 is the best-performing feature
for valence, surpassing all other unimodal results on both the de-
velopment and the test data. As for audio, there is no such clearly
superior feature set. While EGEMAPS accounts for the best results
on the development data of both arousal and valence, its result on
the test sets are outperformed by DEEPSPECTRUM for arousal and
Wav2VEc2.0 for valence. In general, audio features can be said to
achieve better results for predicting arousal than face-based feature
sets. The CCC values of both EGEMAPS and DEEPSPECTRUM on
the test set for arousal, namely .7395 and .7482, outperform the
best visual-based result, i. e., the CCC value of .5959 obtained using
FAceNET512. For valence, such a tendency does not exist. Here,
only one feature set per modality yields a CCC value slightly above
0.5 on the test data, namely Wav2VEc2.0 accounting for a CCC of
.5232 and FACENET512 leading to a CCC of .5654.

The late fusion results demonstrate the complementarity of the
audio and video modality. In particular, the fusion of EGEMAPS and
FACENET512 for valence considerably improves upon their individ-
ual performance on the test set, resulting in a CCC value of .7827.
This effect is less extreme regarding arousal, where the late fusion
result of .7450 on the test set only slightly exceeds the respective
result achieved utilising EGEMAPS only, i. e., .7395. Overall, the
best combined score of .7639 on the test set is obtained using the
late fusion approach. The differences between one feature’s per-
formance on the development and on the test data can be large.
This issue might be addressed by a more sophisticated usage of the
provided data. In particular, participants are not bound to use the
first 60 seconds as training and the second minute as development
data.

Table 5: Results for MUSE-PERSONALISATION. Reported are
the CCC values for valence, and physiological arousal af-
ter subject-specific training, i. e.,, based on the best person-
alised model among five seeds for each subject. Combined
refers to the mean of the respective feature’s valence and
arousal CCC values.

Arousal Valence Combined

[ccC] [ccC] [ccqC]
Features Dev. Test Dev. Test Test
Audio
EGEMAPS 9073 .7395 5892 .3944 .5670
DEgEPSPECTRUM  .8064 .7482 3536 .2836 .5159
Wav2VEc2.0 7421 5325 5142 5232 5279
Video
FAU 6382 3766 .1468 .1076 2421
ViT 2691  .0001 .6050 .4490 2246
FACENET512 .8260 .5959 .6491 .5654 .5807

Late Fusion
A+V 9145 .7450 .8559 .7827 .7639
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5 CONCLUSIONS

We introduced MuSe 2023 - the 4th Multimodal Sentiment Analysis
challenge. MuSe 2023 comprises three sub-challenges:

For the MuSe-Mmvic Sub-Challenge, the novel HuME-
Vipmimic data set is made available, consisting of recordings of
people mimicking emotional videos. Participants predict the degree
of Approval, Disappointment, and Uncertainty for each video.

The MuSE-HuMoUR Sub-Challenge is based on an extension of
the Passau-SFCH dataset [18], aiming at the recognition of spon-
taneous humour in press conferences. A cross-cultural setting is
put forward for this task, where participants train their model on
German recordings, but have to predict humorous utterances in
English data.

In the MUSE-PERSONALISATION Sub-Challenge, participants are
encouraged to develop methods for tailoring models to specific in-
dividuals. MUSE-PERSONALISATION employs the ULmM-TSST dataset
already featured in previous iterations of MuSe [19, 54]. While
all sub-challenges feature rather simple scenarios involving one
person, we believe that the variety of prediction targets and modal-
ities will also foster progress in empathetic dialogue systems and
conversational sentiment analysis.

We utilised publicly available software to pre-compute a wide
selection of features for the audio, video and text modalities. More-
over, on the basis of these features, we trained a simple GRU model
to obtain the following official baseline results on the respective
test sets: for MUSE-MIMIC, a mean p value of .4727 was obtained via
the late fusion of the audio, video, and text features. Similarly, for
MuSE-HUMOUR a late fusion of all three modalities accounts for the
baseline AUC value of .8310. Regarding MUSE-PERSONALISATION,
DEeEPSPECTRUM features lead to the best arousal CCC value of .7482,
while a late fusion of audio and video features yielded the best
results for both valence (.7827 CCC) and the mean of arousal and
valence, namely .7639 CCC.

We made the code, data sets and features publicly available. The
results of our fairly simple baseline systems provide first insights
into the suitability of the different modalities and features for the
proposed sub-challenges. We expect that these baseline results
can be improved considerably via more sophisticated models and
methods. MuSe 2023 is intended to be a common platform for
developing and evaluating such novel multimodal approaches.

For future efforts, beyond the mere optimisation of performances
targeted by this challenge, many more will need to be faced, includ-
ing pressing aspects such as dependability, explainability, fairness,
‘green’ efficient processing, to name but some of the most urgent
ones.
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