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“How Do YouQuantify How Racist Something Is?”:
Color-Blind Moderation in Decentralized Governance
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Volunteer moderators serve as gatekeepers for problematic content, such as racism and other forms of hate
speech, on digital platforms. Prior studies have reported volunteer moderators’ diverse roles in different
governance models, highlighting the tensions between moderators and other stakeholders (e.g., administrative
teams and users). Building upon prior research, this paper focuses on how volunteer moderators moderate
racist content and how a platform’s governance influences these practices. To understand how moderators deal
with racist content, we conducted in-depth interviews with 13 moderators from city subreddits on Reddit. We
found that moderators heavily relied on AutoMod to regulate racist content and racist user accounts. However,
content that was crafted through covert racism and “color-blind” racial frames was not addressed well. We
attributed these challenges in moderating racist content to (1) moderators’ concerns of power corruption, (2)
arbitrary moderator team structures, and (3) evolving forms of covert racism. Our results demonstrate that
decentralized governance on Reddit could not support local efforts to regulate color-blind racism. Finally, we
discuss the conceptual and practical ways to disrupt color-blind moderation.
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1 INTRODUCTION
To address harmful behaviors (e.g., hate speech and harassment) in online community spaces,
sociotechnical systems of governance are often deployed to structure and organize the myriad
user contributions being made [33]. In this paper, governance refers to the evolving structures that
mediate and shape the everyday interactions and experiences of those who participate in online
spaces [92]. These structures can include everything from policies established by the founders of a
given online community to the diverse models through which content is moderated on platforms.
For example, organizations like Facebook and Twitter often deploy commercial content moderation
whereby paid content moderators engage in hierarchical moderation practices [24, 78]. Other
spaces, such as Reddit, rely on a combination of systems, from platform policies to the work of
bottom-up volunteer moderators, to govern content and thus the experiences of those who use the
platform [19].
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In this work, we focus explicitly on the primary form of governance often instituted in online
community spaces and virtual worlds—content moderation. Content moderation is a mechanism
of governance where user behavior (e.g., user-generated content) is established as acceptable or
not [33]. What is acceptable or not is highly contextual, meaning that determination depends on a
range of factors, such as the features of any given platform, how rules are developed and deployed,
and the people who are actually doing the work of moderating content or developing rules and
norms. How and what content is moderated can shape the experiences of the diverse range of
people who participate in online communities. In fact, scholars have characterized how online
communities exhibit the characteristics of platformed racism—they enable the construction and
propagation of racist ideologies and narratives (e.g., Twitter [17, 70], Facebook [49, 52, 61, 70],
Reddit [59, 105], YouTube [67] and others [34, 58]). Online platforms normalize racist speech and
grant legitimacy to racist behaviors [52, 61]. Racist narratives thus shape the culture of platforms
and marginalize vulnerable groups or push them to the margins of communities [94]. Yet, less
attention has been paid to how content moderation might be contributing to this phenomenon.
Given the rampant racism and other problematic content that continues to marginalize people

online, there is great interest amongst governments and organizations to develop appropriate
frameworks to better regulate behaviors in online platforms [90]. Whereas several exist, content
moderation has become the de facto feature mediating people’s experiences in online community
spaces and other digital platforms [31, 68]. Content moderators have been conceptualized as
the “custodians of the Internet”; they serve as a buffer between those who use a platform and
the potentially harmful and problematic content being produced by other users that they may
encounter, such as hate speech and harassment [31]. Yet, efforts to moderate racist content have
been problematic. Prior work has shown that algorithms and content moderation practices are
political—they are shaped by societal norms, as well as the individual’s or company’s politics within
which they are designed [31]. In this way, the various technological artifacts, rules, and norms
established to govern a platform, and the people involved with making governance decisions, can
be biased and reinforce existing social norms that perpetuate racism. On the one hand, various
platforms have developed and/or deployed algorithms and tools to identify and moderate racist
content. However, research has found that the algorithms and tools used to moderate racist content
were in fact most critical of the content being produced by People of Color [79]. On the other
hand, on platforms that adopt volunteer human moderation, such as Facebook Groups, Reddit, and
NextDoor, moderators have employed a more hands-off approach to moderating racist content,
which has, in turn, empowered racist content creators [16, 30, 43, 68]. Taken together, this leads to
the question: how do moderators manage conversations around race and racism in online platforms?
Our work seeks to answer this question through an explicit focus on how content moderators

moderate racist content and how they moderate this content as influenced by the governance—
rules and norms—employed by the platforms for which they moderate. To this end, we report
on a study investigating volunteer human moderation of racism on online platforms. We build
on prior scholarship on governance models in online communities (e.g., [27, 38]) and volunteer
moderation (e.g., [64, 87, 104]) in the HCI community. We draw on Bonilla-Silva’s conceptual
framework of color-blind racism [7] to explore content moderation practices. This study explores
this phenomenon through an investigation of content moderation on Reddit–our research site.
Reddit adopts both an automatical moderation system1 and volunteer humanmoderators to regulate
its subcommunities (i.e., subreddits). We recruited volunteer moderators from city subreddits for a
semi-structured interview study. Through in-depth interviews with 13 moderators from 11 city
subreddits, we obtained rich descriptions of moderators’ experiences and challenges in moderating

1The automatic moderation system is known as AutoModerator or AutoMod. https://www.reddit.com/wiki/automoderator
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racism. Participants reported various forms of racism cases in their subreddits. The results revealed
that moderators heavily relied on AutoMod to regulate racist content and accounts. However, covert
racism, mediated by and through color-blind2 ideologies, was typically not addressed. We argue that
both human and machine moderation practices are profoundly shaped by and through color-blind
perspectives, as illustrated through the challenges of fear of power corruption, arbitrary moderator
team structures, and evolving covert racism. We reflect on the findings with prior moderation
literature, propose a moderation justice framework, and discuss design implications to disrupt
color-blind moderation.

2 RELATEDWORK
To address how moderators manage conversations around race and racism in online platforms, we
first review online community governance models and discuss the relationship between governance
models and content moderation. Here, we argue that human moderators are an essential element in
online community governance. Then, on the micro-level, we review howmoderators perceived their
roles in community governance, highlighting issues regarding power, authority, and responsibilities
shared by moderators and other governance actors (e.g., platform owners and users). In the end,
we situate the work of moderators in the context of the regulation of racist content. We draw on
Bonilla-Silva’s color-blind racism and define “color-blind moderation” as moderation mechanisms
and practices that are mediated through color-blind racial ideologies. We also provide a review of
studies on color-blind moderation and governance in existing literature.

2.1 Governance Models in Online Communities
Governance, broadly construed, refers to the systems by which organizations are run and the
means by which constituents are held accountable and responsible for their everyday actions and
interactions within a system [50]. It is often invoked to analyze the structures in place to organize
and shape behavior within nations, schools, and businesses [45]. The models of governance can
vary greatly, depending on the context. For instance, nations have different models of governance
through which their people are governed, while businesses often have different structures to
organize their members’ activities.

In the context of the Internet, scholars exploring online community spaces have examined them
through the lens of governance to understand the evolving structures that mediate and shape the
behaviors and experiences of their users [92]. Online communities such as Facebook and Reddit
adopt different governance frameworks or models to regulate content and user behaviors. Drawing
from political science and communication studies, scholars have explored taxonomies and models of
governance in online contexts. There are two primary models of governance, based on the amount of
agency allocated to different constituents, such as designers and users, within an online community
space: the industrial governance model and the community-reliant governance model [38]. The
former is a centralized governance model that relies on global policy regulation through top-down
efforts by platform creators, while the latter is a decentralized governance model, allocating more
agency and power to local volunteers (e.g., sub-community moderators) in shaping and enforcing
platform rules [38]. Jhaver et al. highlighted the benefits of community-reliant governance, as it
allows for local users’ needs to be better served than with industrial governance. Seering further
conceptualized this relationship within the context of content moderation, distinguishing between
the “platforms and policies” approach and the “communities” approach [84]. The former focuses on
top-down governance, while the latter relies on the involvement of sub-community members in the

2We note that the term “color-blind” is ableist. We use it here because it is defined as such in the literature. We use
“color-blind” and new racism interchangeably.
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moderation process. Gorwa proposed a third governance model, known as “co-governance”, which
goes beyond the frameworks and models that have become prominent in the field [32]. This model
suggests the potential of including external stakeholders in the governance of online platforms,
even when they are not actual designers or users of the system [32]. Co-governance is composed
of self-governance layers, such as platform companies, and users and external governance layers,
such as governments, other political actors, and investigative journalists [32].
With regard to the governance frameworks employed by online communities, online spaces

have broadly exhibiting an “implicit feudalism” approach whereby (1) power is inherited from
platform owners, (2) power is in the hands of a small group of individuals, and (3) the decision-
making process is opaque [82]. This is seen in everything from early networked communities
(e.g., BBSes and email lists) and peer production communities (e.g., Wikipedia) to current global
online communities (e.g., Facebook and Reddit), where the power and authority mediating the
behaviors within online communities are held by a small minority of people [82]. As such, scholars
have sought to explore and understand the most democratic and effective ways of distributing
power and authority in online communities [27, 28, 38, 87]. This has been examined through the
lenses of centralized governance and decentralized governance, investigating howmuch democratic
accountability online communities require of their constituents. As of yet, there is no agreed-upon
“best” or “most effective” model for online community governance.

On the one hand, scholars have argued for decentralized governance for online communi-
ties [28, 38, 87]. Forte et al. observed how online communities often move toward decentralization
when they become larger [27]. Through their exploration of local governance cells, such as on
WikiProjects, they found that decentralized governance was an emergent property growing out
of the need for consensus driven decision-making by local participants. This work highlights the
importance of including and empowering the voices of those participating in localized efforts, as
opposed to allowing global voices to mediate governance [27]. To discover more feasible gover-
nance models, scholars have started to discuss the innovation of decentralized governance models
in online communities [38, 83, 106]. Jhaver et al. proposed “multi-level governance,” defined as
“decentralization in the form of authoritative decision making dispersed vertically across multiple
levels, and horizontally over many local governance units” [38]. They argued that platforms with
multiple-level governance are more likely to see to the welfare of all users [38].

On the other hand, some researchers have argued that oligarchy is necessary for the survival of
online communities [89, 107]. For example, Shaw et al. found that Wiki’s governance became more
oligarchic as the scale of peer production increased [89]. Centralized moderation was conducted by
qualified moderators and, thus, was more consistent than distributed moderation [41]. However,
Chandrasekharan argued that oligarchy or centralized moderation is less responsive to public
concerns and inquiries and is flawed when it comes to procedural justice [13].

2.2 The Roles of Moderators in Online Community Governance
Scholars have found that both centralized and decentralized governance can benefit online commu-
nities; however, these systems of governance can also create and perpetuate structures that harm
the most vulnerable members. Distributed governance can lead to the construction and propagation
of dominant normative logics shaped by the majority, which can be detrimental to minoritized
members of online community spaces [22, 71]. On the other hand, oligarchic governance can
marginalize minoritized members through one-size-fits-all policies that overlook the explicit needs
and experiences of some users [15, 36]. Geiger used blockbots as an example of how marginalized
groups had conducted bottom-up infrastructure reconfigurations to confront harassment [28].

To address harm, online communities have implemented moderation of community content as a
governance mechanism to “facilitate cooperation and prevent abuse” [33]. Platform governance
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determines the moderation mechanisms [41]. According to Jhaver et al., middle-level governance
agents such as moderators played a vital role in coordinating between top-level administrators and
bottom-level users in a decentralized governance model [38]. Examples of middle-level governors
included moderators on Reddit, streamers on Twitch, and moderators in Facebook Groups, who
both enforced platform policies and established community-based norms.

Studies show that moderators perceive themselves to play diverse roles when moderating prac-
tices and actions under the different infrastructure and regulatory frameworks of platforms [85,
87, 104]. Moderators in the distributed moderation model exercise more power than those in the
centralized moderation model. For instance, on Reddit, volunteer moderators regulated individual
subreddits [41]. Since moderators could promote posts, remove content, and ban users, they pos-
sessed the ability to profoundly influence and shape the values and norms of their communities [33].
Moderators are seen as civic leaders who regulated and governed their online communities [44].
For example, moderators in the Asian American and Pacific Islander communities developed collec-
tive and cultural narratives to confront identity erasure and colonial oppression [21], while other
moderators combated a surge of newcomers through active team coordination and a shared sense
of community [46]. With more authority than other users on Twitch, moderators were more likely
to be imitated, which helped them curate the culture of their channels [86].

In some cases, moderators are given limited administrative power for moderation [64, 65]. Matias
described volunteer moderators as “civic labor” who negotiated their authority and responsibil-
ity with platform operators, peer moderators, and community users in everyday practices [64].
Moderators on Reddit participated in a blackout to demand platform operators’ support and more
moderation tools [63]. However, their power did not extend beyond the platform [41]. Sometimes,
moderators’ authority or power is challenged by community members. Jhaver et al. pointed out
conflicts between moderators and users in multi-level governance communities [38]. On Reddit,
users were allowed to vote for content, which gave them more power to regulate their communities
and indicated that moderators had limited power [93].
Moreover, human moderation work has been viewed as digital labor [66, 98] or emotional

labor [19, 75, 104]. Schneider pointed out that the governance ideology of implicit feudalism
granted authority to moderators by treating them as a form of uncompensated outsourcing [82].
Moderators were responsible for guarding against harmful, user-generated information such as
racist, homophobic, and misogynist imagery, language, or violence on social media platforms [76].
During the moderation process, they needed to acquire background information, fully understood
the meaning of an incident, and made a fair judgment, which could lead to mental health issues [75].
Additionally, moderators must deal with complex interpersonal relationships with peer moderators
and community members [104].

Moderators’ roles are also impacted by how they collaborate with automated content moderation,
which employs automated detection and filter tools to identify, prioritize, remove, and ban certain
content and/or users. These automated tools provide support to human moderators and users [77],
such as automatically removing a significant amount of inappropriate content and providing
explanations to users whose content is being removed [36]. Theworkwould be very time-consuming
and require emotional labor if conducted by human moderators. However, due to their poor
reliability and accuracy in detecting certain types of language, automated content moderation
systems are not able to fully replace human moderators [3]. Hence, platforms have commonly
adopted hybrid content moderation, which combines both manual and automated approaches [33].
In the hybrid mode, automated tools flag problematic content, and human moderators take a second
look [74]. This approach can balance accuracy and productivity by applying both approaches to
decision-making [74].
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Although they play a critical role, the practices of volunteer moderators in moderating prob-
lematic content are still understudied by the HCI community [47]. Scholars have studied the
moderation of problematic content in online communities, focusing on harassment [4, 5], hate
speech [12], and commercial content [76], and have attempted to develop better tools to fix myriad
issues [9, 14, 28, 36, 39, 92]. Our work builds on existing scholarship through an explicit focus on
the moderation of racist content and behavior in online communities. Studies have shown that
online communities are permeated by racist ideologies [29, 99], yet we do not understand very well
how content moderators are working to address (or are perhaps contributing to) the racist logics
that have come to dominate online spaces, and thus shape the experiences of minoritized users of
online platforms.

2.3 Color-Blind Moderation in Online Communities
More broadly, we know that technologies such as facial recognition [69], judicial [97], and hiring
decisions [2] are deeply problematic and shaped by color-blindness. This is best elaborated by Ruha
Benjamin, who explains how “the danger of New Jim Code impartiality is the neglect of ongoing
inequity perpetuated by color-blind designs. In this context, algorithms may not be just a veneer
that covers historical fault lines. They also seem to be streamlining discrimination—making it easier
to sift, sort, and justify why tomorrow’s workforce continues to be racially stratified. Algorithmic
neutrality reproduces algorithmically sustained discrimination” [2]. This shows how technology
can be conceived as “race-blind” in how it re-enforces the dominant structure of power and the
historical oppression of People of Color on online platforms.

Content moderators, moderation algorithms, and moderation tools have been utilized to detect
and combat racist content on online communities and social media platforms. In our work, we focus
on the technology of moderation, comprising the people and tools who govern the content and, thus,
the experiences of the constituents of online communities. We are interested in how moderation
systems and practices are created through or mediated by color-blind racial ideologies—what we
dub color-blind moderation. Bonilla-Silva found that color-blindness is a new type of racism that has
developed and evolved since the Civil Rights era [6]. Color-blindness is the dominant racial ideology
in the contemporary US, whereby people use color-blind racial frames, styles, and stories to justify
or deny racial inequality at all levels [6, 7]. This ideology borrows from the notion of liberalism and
justifies racial matters with non-racial explanations [7]. Thus, color-blind moderation is defined as
moderation that is shaped by and through color-blind racial frames. For example, when discussing
residential segregation, users and moderators may regard discussions of racism as race-baiting
behavior, arguing that segregation is not a matter of racism anymore and that everyone has the
right and ability to live where they like.

Recent studies have revealed that moderation on social media platforms does not work as intended
and can lead to racially biased moderation. Facebook claimed that its automated moderation system
was “race-blind,” meaning it treated all races equally [23]. However, Sap et al. found that hate speech
detection tools were more likely to flag posts created by African American users or written in
African American English as “offensive” content [79]. To address this issue, Facebook shifted to self-
regulation, placing the burden of moderation on users [91]. Kelly’s study revealed that Black users
on Nextdoor were unfairly moderated compared to their White neighbors; for example, Black users
were muted by moderators after participating in discussions about race, while inflammatory racist
content continued to appear [43]. Reddit applied “quarantine” to isolate certain toxic subreddits, but
Chandrasekharan found that this community-wide moderation did not significantly reduce racist
language [11]. Matamoros-Fernández noted that platform governance normalized racist humor
and abuse on Twitter, Facebook, and YouTube during a racist incident [60].
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Previous scholarship has demonstrated that moderation work is steeped in race-blindness and
fails to address or reduce racism in online communities. This signals a need to further understand
the factors that lead to color-blind moderation. To fill this gap, this study aims to unpack how
platform governance and moderation create racial discrimination through color-blind ideologies. To
do so, we draw on Reddit as the research site since Reddit applies a hybrid moderation framework
of automated and human moderation. In the following section, we will briefly introduce governance
and moderation on Reddit.

3 RESEARCH SITE: MODERATION ON REDDIT
Reddit is a social sharing and discussion website that contains many sub-communities called
“subreddits.” Community members can post content such as text, links, pictures, and videos, which
are then voted on by other community members. Reddit enforces three levels of rules to regulate
user behaviors: Reddit policies, Reddiquette3, and subreddit rules [26]. Reddit adopts multiple
content moderation mechanisms, and its content policy states that “the culture of each community
is shaped explicitly, by the community rules enforced by moderators, and implicitly, by the upvotes,
downvotes, and discussions of its community members” [72]. In other words, the culture of each
community is co-constructed by both moderators and users.
Reddit has volunteer moderators to regulate its subreddits [64]. Studies have found that these

volunteer moderators have limited administrative power for removing content and banning
users [64, 65]. Prior studies have highlighted the challenges that volunteer moderators on Reddit
face, such as responding to users’ complaints of censorship [64], welcoming and educating large
influxes of newcomers [46], cleaning commercial content [76], and enacting a jurisprudence record
and standardizing community norms for community maintenance [65]. Jhaver et al. investigated
Reddit users’ attitudes toward content removal and found that users requested more transparency
after content removal [35, 37].

Moderators of Reddit can adopt multiple automated tools [10]. The most popular tool is AutoMod,
which requires human moderators to set up pre-chosen phrases. AutoMod will scan a post for
the presence of these phrases and filter it out for human moderators to review or directly remove
it [36]. However, AutoMod cannot fully understand human language, and the pre-chosen phrases
need to be continually updated by volunteer moderators [10].
Users can moderate content on Reddit through voting posts and comments [53]. This voting

mechanism gives users the power to regulate content [48]. Each post and comment will receive
a karma score, which is the difference between the number of upvotes and downvotes. A higher
karma score will increase the visibility of the post or comment, as Reddit’s post-sorting algorithm
prioritizes content based on its karma score. Therefore, the higher the karma score, the higher the
visibility. The karma system is a means of content moderation on Reddit [55, 56].

4 METHOD
To understand moderators’ views and experiences moderating racist behaviors on Reddit, we
conducted a study drawing on semi-structured interviews. The Institutional Review Board office
approved the study. We recruited participants from local/city subreddits.

Below, we describe the participant recruitment process, the interview protocol, and the procedure
for the data analysis.

3Reddiquette is “an informal expression of the values of many redditors” and written by users rather than site operators.
https://www.reddithelp.com/hc/en-us/articles/205926439
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Table 1. Participants’ demographic information

No. Gender Age Race/Ethnicity Education Region of Subreddit
P01 Male 40 White Graduate West
P02 Female 37 White Bachelor’s degree West
P03 Male 31 Hispanic College Southeast
P04 Female 31 Caucasian High school Southeast
P05 Male 51 Caucasian College Northeast
P06 Male 54 White/Palawan College West
P07 Male 45 White Bachelor’s degree Northeast
P08 Male 42 White Graduate Southeast
P09 Male 51 Caucasian/White Bachelor’s degree Southeast
P10 Male 25 White Master’s degree Southeast
P11 Male 33 White Bachelor’s degree Southeast
P12 Male 44 White College Southwest
P13 Female 32 Latinx/Culturally American Master’s degree Southwest

4.1 Participant Recruitment
We targeted city/local subreddits on Reddit as a research site, as these provide a public sphere for
users to discuss issues relevant to their everyday life. As people engage in these conversations, any
racism that emerges does so naturally. This strategy of selecting research sites has been adopted in
other CHI and CSCW studies of political discourse [51, 88].
The eligibility criterion for recruitment was serving as a moderator or having served as a

moderator on Reddit of a subreddit devoted to a city/local area within the US. To identify desirable
subreddits, we consulted lists of the most popular city/local subreddits [101, 102]. Popularity was
a critical factor, as subreddits with more subscribers were more actively engaged in discussing
local affairs. We manually checked the number of subscribers for each city/local subreddit listed
in [101, 102] and generated a list of 58 city/local subreddits. Notably, we excluded city subreddits
from other countries, since differing histories among countries might lead to incommensurable
conversations about race and racism. Thus, our study focused on city/local subreddits based in the
US.
We recruited 13 moderators in total, from 11 city/local subreddits, using the Reddit messaging

system. This enabled us to quickly and easily contact moderators and send them recruitment ads.
Table 1 presents the participants’ demographic information; only the subreddit region information
is reported to protect their privacy.

4.2 Interview Procedure
Interviews were conducted from July to September 2021 using Zoom and the mobile phone, based
on the preferences of any given participant.
We started the interviews by asking some icebreaker questions. We asked participants about

their general moderating experiences on Reddit, such as “Can you please tell me the story of why
you chose to become a moderator?” and “Can you briefly describe your routine for moderator work
in the subreddit(s)?”

Then, we delved into participants’ experiences with moderating problematic content. We asked
questions such as, “When was the last time you moderated something you considered problematic?”
and “Have you had experiences moderating problematic content that was geared toward people’s
race/ethnicity, gender, sexual orientation, or class?”
If the participants did not mention race-related problematic content, we asked the question,

“Have you seen any content that you would characterize as racist?” We also probed further with,
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“Can you please give me an example?” “Why do you think this kind of content is racist?” and “Is it
hard to identify this kind of content? What makes it hard to identify?” We then asked, “How do
you moderate the content containing racism?” and probed further with questions such as, “What
are the rules and norms reflecting this kind of racism moderation?” and “Is it difficult to moderate
this kind of content and what makes it difficult?”
To collect data on the participants’ online experiences with racism and stereotypes in other

online spaces, we asked, “Have you ever seen or interacted with racist content in other online
spaces (e.g., Facebook, Twitter, Instagram)?” “As regards the racist content on Reddit and other
online space(s) you mentioned, are they different?” “What makes them different?”

Lastly, we asked the participants for suggestions for managing racist behaviors and stereotyping
online, for example, “Based on your experiences, do you think we should do something more with
racist content online?” At the end of the interview, we requested demographic information from
the participants (i.e., gender, age, racial/ethnic identity, education, and residence).
After exploring the initial interview data, we revised the interview questions. For example, we

added questions regarding the participants’ handling of teamwork, since the first few participants
significantly mentioned issues with their moderator teams. We asked, “How do you work with your
moderator team?” “Do you have any disagreements or conflicts with each other?” and “Are there
any challenges with the current moderator team?” We also added a question: “Is there any case of
racist content that you did not moderate?” to get participants to reflect on this sort of situation.

During the interviews, we encouraged the participants to share with us some examples of their
experiences and describe moderation tools/interfaces, in hopes that this would promote participants’
recall and lead to detailed answers.

Each interview lasted approximately one hour. Participation was voluntary and not compensated.
All the interviews were audio-recorded with the participants’ oral approval.

4.3 Data Analysis
All the interviews were transcribed and combined with our interview notes so that we could glean
insights and analyze patterns across cases. The first author conducted an inductive coding process
derived from the grounded theory method [95]. This involved coding the first three interview
transcripts at the sentence level and generating a codebook. The two authors then met and revised
the coding results. Subsequently, the first author coded another ten transcripts independently,
adding new codes to the codebook. The codebook reached saturation during this process.
The open coding generated 583 codes in total. The authors discussed the coding results and

grouped the codes into 11 categories. The names of the categories, counts of the codes, and examples
for each category were as follows:

• Ways/standards used to moderate problematic content on Reddit (236): zero tolerance for
racism, dealing with face accounts, different moderation tactics, global rules vs. local rules

• Interactions among different roles (85): moderating in turn, limited feedback from admins,
when to provide explanations

• Authority of moderators (28): concerned about power, voting for moderation, example(s) of
neutral moderation

• Problematic content/behaviors on Reddit (61): brigading, nomadic racists, cross-posting
• Attitudes toward and suggestions for Reddit design/tools (10): complaints about Reddit tools,
disliking new Reddit, the reasons for liking new tools

• General moderation experiences on Reddit (17): subreddit moderating, reasons for being a
moderator, time spent on moderation
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Table 2. The axial coding results: Themes and their code categories

The authority of moderators

Authority of moderators—Light moderation vs. heavy-handed moderation
Authority of moderators—Being neutral as a moderator
Interactions among different roles—Interactions between Reddit users and moderators
Other platforms—Moderation on other platforms

The governance structures of moderator teams

Interactions among different roles—Relationships and interactions among moderators
Interactions among different roles—Conflicts/disagreements among moderators
The interaction among different roles—Moderator team governance structure
Interactions among different roles—Interactions between admins and moderators

Evolving racist content and behaviors

Problematic content/behaviors on Reddit—Racist content/behaviors on Reddit
Problematic content/behaviors on Reddit—Nomadic racist accounts/subreddits on Reddit
Problematic content/behaviors on Reddit—Covert racist content/behaviors on Reddit
Ways/standards used to moderate problematic content—Challenges moderating racist content
Other platforms—Racist content/behaviors on other platforms
Other platforms—Moderation on other platforms
*: “Light moderation vs. heavy-handed moderation” is a sub-category of “Authority of moderators”
(the same below).

• Other issues/facts on Reddit (44): the homogeneous ideology of Reddit, political disagreement,
harm of crime-related posts

• Other platforms (59): comparisons with different platforms, Facebook with poor moderation,
rampant racism across different sites

• General personal experiences and beliefs (21): the harms of racism to the country, under-
standings about racism, personal life experiences

• Demographic information (6): age, gender, ethnic identity
• Other (16).

Then we performed axial coding [18] and generated a final coding schema featuring three
primary themes: “the authority of moderators,” “the governance structure of the moderator team,”
and “evolving racist content and behaviors.” Table 2 shows the codes that were re-grouped under
each theme.
Taken together, our analysis found that the perceptions of moderators and their practices

were tightly integrated, meaning they mutually informed one another. Specifically, our findings
highlighted how color-blindness shaped and mediated moderation systems, from how teams
organized their work to how they drew on and used tools like AutoMod. We present are three
themes through this lens.

4.4 Researcher Positionality Statement
Researchers’ beliefs and values influence the ways they interpret data [96]. We reflect our position
and privilege as scholars. The first researcher is an Asian woman who is not an American citizen,
and the second researcher is an Iraqi-American, cisgender, heterosexual man who is a member of a
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minority, indigenous population in Iraq. To avoid being author colonizers—“much of the work of the
academy is to reproduce stories of oppression in its own voice” [100]—the research team conducted
open coding of the interview data and carefully developed claims based on the participants’ stories.
Nevertheless, we need to acknowledge the many intersections of people’s race, gender, sexual
orientation, socioeconomic status, and other characteristics. Our analysis cannot be representative
of everyone’s.

Second, the interview interpretation is not related to participants’ character or morality. White
people may frame color-blind narratives unconsciously [7]. In our work, we identified racism as
a problem of power rather than of individual intentions or actions. Our analysis did not aim to
identify “good” or “bad” moderators or Reddit users; instead, we focused on understanding the
power dynamics of moderation.

4.5 Limitations
For this study, we interviewed the moderators of 11 city/local subreddits on Reddit. The results
may not be generalizable to other subreddits or other online spaces.

Moreover, despite our best efforts, most of the participants in our study were White or Caucasian.
This biased data sampling reflects the racial and ethnic distribution of moderators on Reddit, which
could potentially impact the moderation practices and viewpoints of participants reported in the
study. Moderators of Color might adopt different approaches to manage racist content, and this
limitation and its impact on content moderation in online spaces are further discussed in the
discussion.
The two researchers had no moderation experience on Reddit; therefore, their biases toward

moderation work could not be avoided. Virtual ethnography could be conducted in the future, where
researchers participate on Reddit as moderators to better understand the contexts and challenges
involved.

The interview study did not explicitly ask participants to define what they considered to be racist
content in their subreddits. Participants may possess different mental models for this definition,
which could be further explored in future work.

5 COLOR-BLIND VOLUNTEER MODERATION IN DECENTRALIZED GOVERNANCE
This study revealed that color-blind racial perspectives mediate human and machine moderation
practices on Reddit. Participants provided examples of racist content and behaviors on the subreddits
and reported how they applied a range of moderation mechanisms and tools, such as reporting,
banning, removal, and the use of AutoMod, to identify and regulate racist interactions. Moderators
heavily relied on AutoMod to detect and moderate racist content and accounts, yet covert racism
usually remained unresolved. Participants reported challenges of the fear of power corruption,
arbitrary moderator team structures, and evolving covert racism when they dealt with racist
content. The results are organized around higher-level themes related to how color-blindness
mediates moderation. We highlight the complexity of moderation practices, featuring how people’s
perceptions mediated and shaped their practices and integration of tools into the broader work of
moderation.
All participants had experience of moderating racist content. Ten participants shared their

experiences of dealing with covert racism. Among them, five participants (P01, P05, P9, P10, P12,
and P13) perceived covert racism as coded words or dog whistles. For example, P11 said that racism
is rooted in a community’s beliefs and attitudes toward Black people, which is not necessarily
expressed explicitly but instead manifests itself in the ways people interact with each other and the
stances they take on certain topics.
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Yeah. But it’s tricky because it’s hard to say. It’s not like. I’ve been to 4chan and stuff,
like, I know, the kinds of things which get posted, and no one like sharing coded white
supremacist messages or dropping in bombs. It’s not like that. It kind of stems from
these topics that just from growing up in the community, understanding what’s at the
core of them, and then people fall on either side of it in very predictable ways, which I
would guess that if you boil down the fire behind their argument, it comes down to do
they like Black people or not? (P11)

To moderate racist content or regulate racist accounts, participants (P01, P02, P03, P04, P05,
and P10) reported that AutoMod could effectively detect and remove a wide range of racial slurs
and their variants. P10 explained how moderators could create a list of racial slurs to train their
AutoMod tools, which would automatically detect and remove them:

Sure. Um, let’s, so you can create, with maybe five minutes of work, a single rule to just
remove racial slurs. Like any slur you can think of, you can use regular expressions
to make it a little bit more sophisticated, you know, match variations on slurs, you
know, replace, you know, the letter L with a one, you know, just to do all of those texts
and stuff like that. But you created this very sophisticated matching scheme that can
find all of these racial slurs and just remove them as soon as they come [inaudible]. ...
They’re incredibly useful, incredibly, incredibly useful. Without automated tools, they
wouldn’t be able to do it. (P10)

However, participants reported several cases of racism that were difficult to moderate using
AutoMod or moderators. One such case was when a controversial incident occurred and was posted
in their respective subreddits. P06 described managing the influx of posts and comments that
followed a mass shooting of African Americans by a Caucasian man in a wealthy area. The shooter,
a middle-aged Caucasian man, had been invited to join a group of dark-skinned African Americans
at a pool party in La Jolla, but tragically pulled out a gun and started shooting, killing people. In
response, people from the condo complex posted updates and videos on their balconies, giving more
up-to-date information than the regular news media. This resulted in an influx of news coverage.
P06 spent a lot of time managing the influx in the subreddit, manually checking reports, deleting
offensive posts, checking users’ profiles, and banning racist users.
Besides controversial incidents, participants also reported more complicated racist cases. P03

mentioned a controversial slur that could be seen as disregarding the culture of Hispanic commu-
nities. The International Association Football Federation (FIFA) issued a ban on a Mexican chant
that had been used for many years. The chant was deemed a gay slur by some communities, but
the Hispanic communities did not view it as such. This point of view was echoed by members of
the subreddit r/MLS4, who were against the Hispanic crowd using the chant. However, in other
Hispanic communities, it was seen as having a completely different meaning:

So lately, FIFA has banned Mexican fans from saying a certain chant that they’ve been
saying for many, many years. Because it was a gay slur. But in the Mexican community,
there’s not a gay slur in my community as well. It’s not a gay slur. But it’s funny, saying
because, in MLS and r/MLS, which is the American subreddit, they’re, like, very anti
the Hispanic crowd saying this chant. And, but it’s funny because you go to, like, other
Hispanic communities there just like. No, it just means, you know, means something
completely different. (P03)

4r/MLS: The central hub for all levels of soccer in the US & Canada, especially Major League Soccer. https://www.reddit.
com/r/MLS/
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With the reported various understandings of racism and moderation practices, this study took
a further step to investigate the challenges and issues in dealing with racism on Reddit. Taken
together, we argue that moderation on Reddit is shaped by and through color-blindness. The
decentralization of governance on Reddit led to a passive and inconsistent moderation of racism,
hindering any local efforts to revise color-blind racism. Three primary challenge themes emerged:
1) the responsibility of moderators, 2) the team structure of moderators, and 3) evolving covert
racism.

5.1 The Pitfall of Power Corruption: Limiting Moderators’ Responsibility
The interviews revealed that color-blind moderation was partly due to participants’ fear of power
corruption. The fear limited moderators’ responsibility, including their regulation of racist content.
A major issue is that White members of the population either remain ignorant of racism or take
no action against it. As a result, moderators perpetuated racism through their unwillingness to
confront color-blind racism.
Moderators on Reddit wield a great deal of power. They can create their own rules for their

subreddits and take whatever moderation actions they deem necessary. Some participants have
expressed concern that this power may be abused. P12 used the phrase “power corrupts” to describe
moderators who had overstepped their bounds in subreddits. Other participants raised questions
about the legitimacy of moderators’ power and the complaints from Reddit users. In response to
these concerns, some participants reported that they had adopted a light moderation approach.
This led to a form of color-blind moderation, where moderators were not proactively monitoring
the racist content of the subreddit.

First, one of the concerns about power corruption was that personal beliefs and judgment might
intervene in moderation standards, leading to dictatorial moderation. Thus, some participants
avoided moderating based on personal beliefs. P04, P05, and P08 expressed that they held different
opinions toward problematic behaviors when they were in the roles of users and moderators, with
an implicit meaning that some moderation practices are inconsistent with their own beliefs. For
example, P04 explained that her moderator team was careful about making moderation decisions
regarding problematic content. She tried not to use personal beliefs to “cloud” her judgment and
instead wanted to be “objective” and “unbiased.” It also became clear that P04 and her team hesitated
to deal with content that went against their own beliefs. They were very cautious about being
dictators. She used the words accountable and impartial to describe the importance of being “neutral”
in moderation practices:

The biggest thing that we have is trying to keep our personal beliefs and politics
and everything from clouding our judgment. Like, especially with [subreddit name],
because our moderation team almost universally leans pretty far to the left by American
standards. So we kind of have to take a step back and try to be as objective as we can
and not let our own personal bias lead to it. So we have a pretty, pretty clear cut, I
guess, kind of our own internal judgment as to whether or not was, like, being a little
too biased.
And, like, we always, like, if we’re not sure, we always ask each other, like, like, hey,
am I right here? Or, like am, am I letting my own beliefs, like, cloud judgment here? I
like things like that, and we try to hold ourselves accountable and be as impartial as
possible. (P04)

Second, the concerns of power corruption arose because the position of moderator did not
grant any authority. Moderators felt that their power was not legitimate to use. For example, P05
explained that moderators were in a position of authority. Nevertheless, he quickly withdrew the
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term authority and instead used “the police for the subreddit” to describe the role of moderators.
This quote suggested that even though P05 did not agree with the idea of policing, someone needed
to be empowered to stop troublemakers in order to maintain order and prevent censorship:

And sometimes, I want to call someone out. And I feel like maybe it’s not appropriate.
Because, I mean, I guess a position of authority, it’s not really much authority, but you
know, it’s like the police for the subreddit. ... [W]e get other people saying, oh, why
was this post deleted? You know. And they complain about that, you know, and they
tried to say we’re censoring them as if we’re the only source of media. ... [I]f someone
starts acting anti-socially, it’s not really for the general public to act, right. You need
someone with authority, or as I’m saying this, I’m surprised because I’m not pro-police
at all, you know, but someone needs to be empowered to stop troublemakers. (P05)

P05 and P12 reported complaints from users claiming they felt they were being overly moderated.
P12 gave an example of the dilemma they faced when moderating subtle racism, which likely
received support from users through upvotes. If the moderators removed the subtle racist content,
they would be accused of biased moderation by those who supported it. Conversely, if they left it,
they would be accused of the same:

That subtle kind of racism, people will upvote that. And sometimes it’s like, if I remove
it, that’s really, that’s kind of a tough call. Because if I remove it, then I get accused
of being biased. And if I don’t remove it, then someone’s gonna say, why don’t you
remove this racist crap? (P12)

Given their concerns about power corruption, the participants reported that they would apply
light or mild moderation rather than heavy-handed moderation—as P08 described it, “laissez-faire,
open and passive in moderation.” This open and passive approach, whereby moderators are able
to maintain a neutral standpoint and let the community (users) decide what is good and bad by
voting, allows for the majority voices, often of White supremacists, to dominate. P13 said her
moderation followed the reactions of users—if users reacted lightly to the content, she would do
nothing to it; if many users were bothered by the content, she would remove it. P11 used the killing
of Breonna Taylor5 as an example. Breonna Taylor was a 26-year-old African American woman
who was shot to death in her apartment when police officers used forced entry for a drug-dealing
investigation. Taylor’s boyfriend, Kenneth Walker, was with her in the apartment. P11 did not give
specific context about how users talked about this incident, but he chose not to ban users from
discussing this kind of situation. P11 believed that given the demographics of this subreddit, similar
to those of Reddit, users would downvote hate speech:

But clearly, the implications of if you believe that Breonna Taylor deserved to get shot
because you believe her boyfriend was a drug dealer, and it was an honest mistake
by the police to shoot her but serve you right for being around a drug dealer? Is that
racist? I don’t know. I mean, I would presume that’s coming from a racist place. And I,
you know, will downvote that comment. But is it overtly racist? I think there’s room for
interpretation. And again, I think that goes into the situation of when to ban and when
to downvote. So, in a lot of these situations, I’ll just not ban [them], but I’ll downvote
them, and then everyone else would have, too. And so I know, I know, that community
is very, because of the demographics of the community and Reddit in general, are very
active in, you know, wanting to force out hate speech online. They do a great job of
flagging crazy stuff, you know, so I trust the community to take care of that content.
(P11)

5Killing of Breonna Taylor. https://en.wikipedia.org/wiki/Killing_of_Breonna_Taylor
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Overall, the moderators’ concerns about power corruption, to varying degrees, undermined their
authority as the guardians of Reddit communities and resulted in hesitant moderation of problematic
content, particularly content that included subtle and covert racism. The light moderation led to
color-blindness, allowing White supremacists to dominate.

5.2 The Team Structure of Moderators: A Roll of the Dice
Participants discussed how the structure of moderator teams could affect the moderation of racist
content. It was noted that the structure of a moderator team is often determined by the supreme
moderator’s personality or ideology and can lead to power shifts. In a hierarchical structure, if
senior moderators are “blind” to race, junior moderators may struggle to challenge the regulations.
In a flat structure, moderators may opt not to address subtle and covert racism in order to avoid
conflict. Both structures lack arbitration mechanisms, resulting in an unstable performance in
moderation and an inability to deal with racist behaviors.
In relation to this, we provide background information on the moderator team on Reddit and

report participants’ experiences. If a user creates a new subreddit on Reddit, they automatically
become the subreddit’s moderator. They can then invite other users to join them in governing
the community. A list of moderators in chronological order is available in each subreddit. The
moderators listed at the top are the senior ones, while those at the bottom are the junior ones.
The user who created the subreddit is listed first and is considered the “supreme” moderator. This
moderator can assign another moderator to take on this role.
The participants reflected on the moderator teams of their subreddits, which revealed a great

variety of team structures. These structures can be broadly categorized as hierarchical and flat. In a
hierarchical team, the senior moderator(s) would take charge of other moderators’ assignments
and make primary decisions (e.g., rule revision); in a flat team, moderators would usually apply the
majority vote principle to make decisions.
According to the participants’ reflections, the structure of a moderator team is based on an

arbitrary decision-making process, determined mainly by the suprememoderator, or by the supreme
moderator’s personality or ideology. Reddit yields control to moderators and cannot intervene in
such situations. This can lead to an oligarchy or unstable performance in moderation, including
failure to deal with racist behaviors. Furthermore, it is easy for arbitrary decision-making to
result in color-blind moderation, no matter whether the team structure is hierarchical or flat. In a
hierarchical moderator team, if the senior moderators are “blind” to race, it becomes difficult for
junior moderators to challenge the regulation of rules and norms framed around color-blindness. In
a flat moderator team, moderation can be color-blind, too. Moderators may hold nuanced attitudes
toward racism, even if they claim to be anti-racist, and to avoid personal differences, they are more
likely to compromise over inaction toward subtle and covert racism. Therefore, the structure of a
moderator team can influence the moderation of racist content or even re-enforce racist behaviors.

First, in a team with a hierarchical structure, the moderator would not resolve disagreements in
a democratic way, which can lead to intense conflicts among moderators. In extreme circumstances,
somemoderators were removed from the team by the senior moderator(s), or they left the subreddits
by themselves. In one case, P05 recalled that in a subreddit he moderated, the first moderator was
called the “boss,” meaning the team structure was hierarchical. The “boss” performed very hands-off
moderation. He had different opinions about dealing with racism and other problematic content.
And one day, P05 found that he and several other moderators had been removed by the “boss” from
the moderator list. After that, P05 realized that the “boss” was running a moderation experiment to
see what would happen in the subreddit with very light moderation. This resulted in blatant racist
narratives being widely disseminated on the subreddit. P05 and other moderators reported this to
the Reddit administration and were later added back to the list. This experience highlighted how
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higher ranking moderators might not take into account racial issues, which can make it difficult
for lower ranking moderators to question the rules and standards that ignore race:

The thing, it wasn’t even a disagreement. It was—so the guy, he had views on censorship
where he basically felt like it should be completely hands-off. And I didn’t agree with
that because I didn’t want to see this racism and stuff, and neither do most people. ...
He was very hands-off, like he would disappear for weeks sometimes. And then he
would be popping up with strange rules. ... So I went, I looked at the page, and I saw I
had been removed as well. And then I looked at the list, and I saw we were all removed.
... I think he kind of looked at it as an experiment and just wanted to see what would
happen. (P05)

P01 and P06 reported similar cases, where moderators in one subreddit would not address
disagreements, leading to some moderators leaving and creating a new, equivalent local subreddit.
P06 said the new subreddit competed for participants and played the devil’s advocate against the
first one. P06 was harassed with toxic language in the new subreddit. P01 reported that in the
city subreddit he was moderating, the users were divided into two groups—the moderates and the
progressives. The progressives are democratic socialists, and the moderates are more traditional
Democratic Party candidates. Issues in the city subreddit were often debated around progressive
policies versus moderate policies, for example, whether or not to build taller buildings or build
more buildings:

So now we’ve subdivided sort of like the Democratic Party into the two groups called
the moderates and the progressives, and they generally the progressives are democratic
socialists, and the moderates are more traditional Democratic Party candidates like
very far left of center, but like not actively pushing for like ending the concept of
private property and stuff like that. So this, I mean, the progressive versus moderate
divide is it has to be significant in the city. Right, because it’s first past the post. So all
the political candidates are trying to, there will always be a divide somewhere. And so
the issues that people fight about in [the city name] are generally related to progressive
policies versus moderate policies. (P01)

Moderator teams with a flat structure are better at dealing with controversial behaviors. P10
explained that in a more democratic team, when moderators encountered racism and were unsure
how to deal with it, they could benefit from the team discussion, which helped to bolster their
confidence and enabled them to make better decisions:

Because if you’re not sure, you know, you can ask the team, “Hey, I think this breaks
our rules against racism. This is what I’m thinking of as the punishment for it. What
do you think?” You know, other people will in and will come to some sort of consensus,
we’ll take action, and then it’s a team decision, you know, because we can rely on each
other to help make better choices as far as moderation policy goes. (P10)

Most participants preferred a flat team structure; however, this did not guarantee that racism
would be addressed effectively. P01 noted that he and another moderator in their subreddit were
both progressive and had a good relationship, but they had different levels of tolerance when it
came to racist narratives. P13 mentioned that sometimes, she and other moderators could not reach
an agreement and desired to be open to divergent opinions on racist narratives. The flat team
structure could also lead to an inability to effectively address racist behaviors.
In short, in both hierarchical and flat structures, moderators lacked an arbitration process to

address racist behaviors. In the hierarchical structure, senior moderators might be blind to race,
making it difficult for junior moderators to challenge the regulation of rules and norms that
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were framed around color-blindness. In the flat structure, moderators often compromised over
inaction toward subtle and covert racism to avoid personal differences. The lack of arbitration
mechanisms, such as voting, resulted in an unstable performance in moderation, leading to the
failure to effectively address racism.

5.3 Evolving Covert Racism: Sluggish Top-Down Deployment
Most participants reported that the current moderation tools (e.g., AutoMod) were useful for de-
tecting and removing racist content. However, some still faced challenges in dealing with emerging
forms and behaviors of covert racism, such as racial slurs, new memes, racist usernames (screen
names), and entire racist subreddits. These new forms had nothing explicitly to do with race, but
were coded with racial buzzwords. Moreover, there was no way to report a user because of their
racist screen name. The participants noted that the top-down deployment of moderation mech-
anisms and policies was too slow to react to these new forms of covert racism, which condoned
color-blind moderation or disregarded evolving covert racism on Reddit.

Several participants reported that it was challenging to figure out if a dog whistle was racist or
not. For example, P13 mentioned that sometimes she was unsure if a meme was a racial dog whistle
for hate speech or just a weird meme. When P13 tried to moderate this kind of meme, she received
pushback from users, asserting that “this is a good meme” and not a dog whistle. P09 described how,
in conversations, users turned a slang expression into a dog whistle. In these examples, the users
were confident that they could circumvent punishment because they knew color-blind governance
still dominated this site.

P05 provided an example of users’ using “inner city” to refer to Black neighborhoods. Inner city
is a racially coded phrase used in the conservative news. To deal with this coded word, moderators
had to be prepared for users’ objections that “I didn’t say anything wrong.”

But you know, when the news when they say inner city, you know, they mean Black
people, right? That’s, that’s a code word for the conservative news to mean, you know,
Black people. (P05)

To cope with these ambiguous dog whistles, P09 developed a sensitivity to whether users were
exchanging dog whistles and turning conversations racist. He tried to keep up with new memes
that were becoming popular on Reddit:

But it’s, it does allow me to kind of keep up on some things that people use in order to
start, starting to turn conversations away from something useful into something racist
where you don’t know. (P09)

Despite praising the usefulness of AutoMod for moderating racism, the participants also high-
lighted its shortcomings. P10 noted that AutoMod is not yet sophisticated enough to detect subtle
or disguised racism in language, which requires a human eye to accurately identify:

Always no. They can do the simple stuff. And some of you know the more complex,
complicated stuff, but you know, identifying racism gets much, much harder as users
get more sophisticated. So, you know, we could have a user post a, you know, a four-
paragraph essay, trying to explain why Black people commit all of the crimes in the
United States, and they wouldn’t just straight up say that. They would say, you know,
well, according to these government reports, they might even include links, and they
might just include dog whistles for racism that aren’t, you know, quite as clear-cut as
just like, you know, 13% of the population but 50% of the current, you know, biased
statistics from the FBI or something like that. So identifying those instances of racism
as much as it takes a human eye, we can’t really automate that. At least not yet. So
things like that we, we do manually. (P10)
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P03, P06, and P10 conducted manual checks if AutoMod could not process covert racist narratives.
After a comment was filtered out by AutoMod, they investigated further to determine whether it
should be removed for the right reasons. As an example, P03 checked the poster’s comment history
to see if they had a history of making similar comments. This allowed P03 to make an informed
decision about whether to ban the poster or not:

For example, the N-word, any racial slurs that are offensive, you just added to the filter.
Anytime someone makes a comment, the filter automatically removes a comment right
away without anybody having to do any action. We get a notification every time that
happens. ... Make sure to take a look, and so one of the first things that we would do is
make sure that it was removed for the right reason. We do a little bit more investigation.
The first thing I do, what I would do is read the poster’s comment history to see exactly
what they were, just to see if they have a history of doing this anywhere else before
we banned them or anything like that. (P03)

Racism can also be embedded in users’ screennames and subreddit names, making moderation
more difficult. For example, P10 explained that there were a lot of anti-Jewish words embedded
in usernames. Reddit has forbidden these racist behaviors in usernames or subreddit names in its
community policy6. However, there were no moderation mechanisms for dealing with these racist
usernames or subreddit names. Moderators could remove racist posts or comments, or they could
ban a user from posting or commenting, but they could not report someone for their username. As
P10 mentioned, this issue remained unaddressed for a long time, frustrating users.
Several participants reported having encountered racist subreddits on Reddit and expressed

concerns about the lack of moderation mechanisms to regulate them. For example, with racist
usernames, there was no button for users to report the subreddits; instead, it was up to the Reddit
administrative team to manage them. However, before the administration team could shut a
subreddit down, it could remain active for a long time, creating and disseminating racist content.
Even when a racist subreddit was shut down, the users could move to other subreddits or start
new ones. For example, P02 found one possibly racist subreddit called r/Europe, with about three
million subscribers. She suspected that the current moderators had taken over the subreddit and
turned it into a space for White supremacists. P02 also estimated that there were about 1,000 racist
subreddits, but she, as a user, could not find them on her own:

I mean, some like, you know, one subreddit that I think, I think it’s r/Europe is, is just a
bunch of racists is what I’ve been told, like a whole bunch of White supremacists, and
I don’t know how they managed to take over the whole subreddit r/Europe. ... I mean,
there are probably 1,000 little subreddits that are racist, but I can’t find them all. (P02)

Given the challenges of emerging forms of racism and limited moderation resources, the par-
ticipants suggested that Reddit should provide more resources to support moderators, such as
policy enforcement, moderator training, and racism detection tools. P10 was a very experienced
moderator. He had been a moderator for multiple subreddits, four of which had more than 20 million
subscribers, and he used to be the head moderator for two subreddits. When asked what suggestions
he would give to assess and manage racist behaviors, he pointed out a fundamental question: “How
do you quantify how racist something is?” Even with his rich experience moderating both overt
and covert racism, he was still troubled by this question, noting that detecting racism requires
one’s perceptual and rational judgment, and even training to make a judgment:

6“Do not threaten, harass, or bully” in Rule 1—“Behavior can be harassing or abusive regardless of whether it occurs in public
content (e.g., a post, comment, username, subreddit name, subreddit styling, sidebar materials, etc.) or private messages/chat”
from https://www.reddithelp.com/hc/en-us/articles/360043071072
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How do you quantify how racist something is? Is that even a reasonable question to, is
that something reasonable to even attempt, like how would you quantify how racist
something is, and my personal answer wouldn’t be, “I don’t think you can kind of
make a qualitative judgment, um, that requires, you know, experience and intuition
and training and empathy to actually get right.” (P10)

Apparently, P10 did not think Reddit provided sufficient resources to support moderators in judging
racist behavior. He called for better top-down policies from the Reddit administration. In fact,
Reddit and most subreddits forbid racism and provide examples of racism (e.g., “Post describing
a racial minority as sub-human and inferior to the racial majority,” “Meme declaring that it is
sickening that People of Color have the right to vote.”) [73]. Nevertheless, P10 argued that it was
not the responsibility of the moderators to create rules against racist or other problematic content,
although most subreddits had those sorts of rules. Instead, the platform Reddit needs to make
anti-racist policies more explicit and enforce them. To ensure these policies are enforced, Reddit
could provide training for moderators on how to manage this kind of content and consider their
well-being.

To better address the issues of new forms of racism, participants suggested the implementation
of moderation tools that could be applied universally across the platform. For example, in regard to
concerns about racist subreddits, P02 suggested that Reddit should provide a site-wide list of slurs
that could be used to detect comments containing racist content, rather than having subreddits do
it individually. This would not only help the Reddit administration identify potentially toxic racist
subreddits, but it would also benefit moderators:

I mean, at the very least, they should just take that list of slurs and put it in, like a
site-wide comment capture, like, there’s no reason you shouldn’t have to do that on an
individual subreddit. (P02)

Other participants shared their experiences of using external tools such as tagging tools for
labeling racist users, word-cloud tools for illustrating trends, and detection tools for hiding toxic
content or estimating its toxicity. All these efforts or experiences demonstrate Reddit’s sluggishness
in updating its moderation mechanisms to react to evolving forms of racism.

6 DISCUSSION
Racism and other problematic content online have drawn more attention from governments and
organizations to develop appropriate regulatory frameworks for online platforms [90]. Content
moderation has become the necessary attribute of platform regulation [31, 68]. Studies have revealed
that current moderation systems on platforms have resulted in racially unfair moderation [11, 43, 60,
79]. This study deepens the understanding of the current moderation scholarship by exploring how
color-blind racial ideologies mediate moderationmechanisms and practices on Reddit, which we dub
color-blind moderation. Color-blind moderation is exhibited through the laissez-faire moderation of
racism, arbitrary team structures inclining to color-blindness, and sluggish top-down deployment
that fails to keep up with evolving covert forms of racism. We reflect on the findings with prior
moderation literature, propose a moderation justice framework, and discuss design implications to
disrupt color-blind moderation and support moderators’ work.

6.1 Reflection on Color-Blind Moderation Practices
The moderation practices on Reddit are profoundly shaped by and through color-blind racial
perspectives. Prior studies have demonstrated that color-blindness is embedded in the moderation
practices of platforms [11, 43, 91]. This is especially true on Reddit, where the majority of the
participants in this study were White or Caucasian, reflecting the overall demographic distribution
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of Reddit, which leans towardWhite. In 2016, about 70% of Reddit users wereWhite non-Hispanic in
the US [81]. This dominant White culture on Reddit has been perpetuated in moderation practices,
including the moderation work of AutoMod, the burden of race taxation in volunteer moderation,
and users’ voting and reporting on racism.

6.1.1 Color-Blind Moderation with AutoMod. This study revealed that moderators heavily relied
on AutoMod to detect and moderate racist content and accounts. However, covert racism, framed
through color-blind ideologies, was typically not addressed by the system. Automated moderation
systems have often been criticized for their one-size-fits-all approach to different types of hate
speech [90]. Existing linguistic frameworks have not been able to capture the implicit implications
where people express social differences and power imbalances through language [80]. Racism has
usually been treated as a single kind of hate speech [62], making it difficult for technology to
identify implicit inferences associated with covert racism [8]. As a result, automated systems are
unable to detect and address this type of racism.

To better address the issue of race-related content, research suggests that there is a discrepancy
in how White and non-White raters process tweets with racial topics [54]. Specifically, non-White
raters may view certain tweets as negative, while White raters may view them as harmless, positive,
or neutral [54]. This discrepancy could explain why many covert acts of racism were not detected
or regulated by moderators or automated tools. White moderators may not be as sensitive to (or
may be ignorant of) the subtleties of racism as non-White moderators on Reddit. Additionally,
automated hate speech detection tools have been found to be more offensive to content created by
People of Color than content created by White people, suggesting that automated tools may not be
as race-blind as previously thought [23, 79]. This study did not find unequal automated detection;
however, future work should focus on the views of non-White moderators or users.

Our results showed that racism is widely considered a norm violation across Reddit and is written
in the rules of many subreddits. However, the definition of racism is not explicitly addressed in
these rules. Chandrasekharan and colleagues [13] found that hate speech associated with racism
and homophobia is widely regarded as a norm violation across Reddit; they define a norm as a
“hidden rule” that can guide moderators when they create rules for their subreddits [13]. Fiesler and
colleagues [26] further coded the rules of 100,000 subreddits, where hate speech was addressed in the
main rules, but racism was not explicitly defined. This highlights the importance of understanding
racism and its implications, as well as providing resources to help moderators address it more
effectively. To ensure that racism is adequately regulated, it is essential to explicitly define racism
in the rules.

6.1.2 “Race Taxation” in Volunteer Moderation Work. Scholars have coined the term “race taxation”
or “cultural taxation” to refer to the additional burdens faced by People of Color in their work
or other obligations [42]. Similarly, in our research, we found that moderators were subjected to
various forms of “race taxation” when dealing with racism in their moderation work. This type of
labor has been labeled as digital labor [66, 98] or emotional labor [19, 75, 104], as moderators are
expected to take on an emotional burden while working for free, which can be taxing for them.
Our study revealed that moderators needed to address the evolving forms of covert racism.

Roberts et al. found that moderators served as shields against harmful user-generated information
such as racism, homophobia, and misogyny on social media platforms [76]. During the moderation
process, they need to acquire background knowledge, fully understand the meaning of an incident,
and make a fair judgment, which can lead to mental health issues [75]. Jiang et al.’s research
revealed that moderators faced new challenges, such as detecting disruptive noise while moderating
voice-based online communities; they must develop strategies to deal with the ephemeral nature
of voice communication [40]. These challenges could result in ineffective moderation or false
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accusations [40]. Additionally, as Reddit does not provide a clear definition of racism, moderators
must provide one and educate Reddit users about racial slurs, leading to extra work if AutoMod
mistakenly “catches” posts with language that is not explicitly racist [87].
In addition, moderators need to manage complex interpersonal relationships with their peers

and community members [104]. Weld et al. found a discrepancy in perceived democracy between
moderators and users on Reddit [103], and there may be personal conflicts between moderation
teams when different opinions are expressed on racism [20]. Moderators must navigate a fine line
between their power and responsibility when dealing with racism. If they choose to moderate
aggressively, they could be accused of being too harsh or of abusing their power. In our study,
several moderators reported being harassed or removed from their teams due to personal conflicts.
Moreover, Reddit heavily relies on volunteer moderators who are not compensated for their

work [82]. Schneider argued that this lack of payment and recognition for the responsibility that
moderators bear, often for their own subreddits, is due to the platform’s governance ideology of
implicit feudalism, which grants authority to moderators through uncompensated outsourcing [82].
Furthermore, moderators are unable to negotiate collectively with platform administrators about
their role due to not being employees, which adds to their burden.

6.1.3 Users’ Voting and Reporting on Racism. In online platforms, users often participate in mod-
erating racist content through voting and reporting mechanisms. Our results showed that when
moderators were concerned about power corruption, they preferred community members (users)
to report or vote against harmful content or accounts. Community members leveraged voting
and reporting mechanisms to achieve their collective goals. For example, Reddit users integrated
authentic information and carefully used upvotes to increase the visibility of crucial information
during crisis events [55, 56].

User voting and flagging mechanisms have been proposed as a way to moderate hate speech and
racism online [28]. Geiger et al.’s research indicated that collective, bottom-up technical mechanisms
could be effective in addressing racism in online community platforms. These mechanisms involved
the development of blocklists and users choosing to subscribe to them based on their preferences.
While this approachmay be beneficial formarginalized groups, user voting and flaggingmechanisms
can be manipulated to amplify certain viewpoints and censor others [105]. This was confirmed
by our study participants, who reported that their experiences with user voting and flagging
mechanisms in some subreddits had resulted in the reinforcement of racist culture.

6.2 A Race-Conscious Justice Framework for Online Platforms
This work reveals the many challenges of moderating racist content and user behaviors on Reddit.
These challenges relate to how moderators use their power, how they structure their teams, and
how the platform and moderators react to new covert racism. All of these issues point to the
larger issue of how platforms can eliminate color-blindness through governance and what roles
moderators can play.
We suggest that platforms develop a “race consciousness” to disrupt color-blind moderation.

According to Bell, race-consciousness means “to be awake, aware, mindful, informed and intentional
about challenging racism and working toward racial justice” [1]. Such a racial-conscious lens can
help to “unmask apparently nonracial phenomena as precisely racial in nature” [57]. Race is still a
salient factor in many online interactions, and a race-conscious lens confronts ignorance about
issues of race and normalizing hierarchies of power and privilege. Bell [1] suggested that rather
than focusing on intent, it is more important to focus on the outcomes of practices and policies, as
they can produce racism and harm People of Color, even when not intentional. Thus, moderation
should focus on the outcomes of their moderation rather than guessing at the intent of users.
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To address the issue of moderating racist content and user behaviors, we propose a race-conscious
justice framework, which is tri-leveled comprising the levels of governance, moderators, and users.
This justice framework seeks to ensure that platforms are held accountable for governing racism,
that moderators have the necessary tools and resources to moderate racist content and user
behaviors on Reddit, and that users have the reporting mechanisms to help moderate racism. At
the governance level, the framework seeks to ensure that data and policies do not reinforce existing
power structures and inequalities and make platforms more transparent about how policies and
tools (e.g., AutoMod) are designed. To accomplish this, platforms need to make their policies and
tools more race-conscious. Additionally, they should provide users and moderators with training
in racial literacy. At the moderator level, the framework seeks to ensure that moderators have
the authority and resources to effectively moderate racist content and user behaviors on Reddit.
Moderators can seek and implement both internal and external tools to regulate their communities.
At the user level, the framework seeks to ensure that users have the effective mechanisms to vote
and report racist content and user behaviors.

6.3 Design Implications
In light of the findings and the proposed moderation justice framework, we discuss design implica-
tions to dismantle color-blind moderation.

Moderation of platforms needs to refer to the experiences and knowledge of People of Color who
have been exploited on platforms [54, 90]. To this end, Larimore et al. proposed that annotations of
anti-Black racism should be based on the interpretation of Black people [54]. To better recognize
what is implied by covert words, scholars have proposed and developed state-of-the-art practices.
For example, Sap et al. introduced the SOCIAL BIAS FRAMES to model the pragmatic frames in
which social inequalities and biases are projected onto others and created the Social Bias Inference
Corpus [80]. Elsherief et al. developed a theoretical taxonomy of implicit hate speech and created
an evaluation dataset with precise tags [25]. These methods and datasets have incorporated the
perspectives of People of Color in order to mitigate implicit linguistic biases and stereotypes enabled
or reinforced by language models. This will help to develop moderation tools that can detect the
subtle nuances of covert racism and other biases.
Moderation practices can help address biased reporting or voting systems by creating more

diverse and inclusive moderation teams. To ensure racism and other forms of discriminatory
content are identified and addressed, moderators should be composed of people from different
genders, races, and ethnicities. Furthermore, moderators should be provided with training and
education in recognizing and responding to racism and other forms of discrimination. Additionally,
Reddit should provide financial and emotional support to moderators, such as compensation and
mental health resources. To encourage users to report racism and other forms of discrimination, the
platform should also implement clear and effective mechanisms, such as elections, boards, juries,
and petitions, to enable more democratic decision-making and ensure greater accountability for
moderation teams.
Moderation tools can be created in one community and easily embedded in the governance

infrastructure of another community. To facilitate this, platform owners need to build a fundamental
governance infrastructure. For example, on Reddit, many moderation-related subreddits (e.g.,
r/ModSupport7), third-party tools, and blocklists have been created to enable moderators to better
manage their communities. Channel chat moderation modes are tools available to limit how
users post in chatrooms; they were found to reduce spam across all three modes [86]. However,
these resources have not yet been adopted across the site nor tailored to target different types

7Mod Support. https://www.reddit.com/r/ModSupport/wiki/moderator-tools/
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of behaviors. Moderators have to navigate these resources on their own. To speed up innovation
deployment, platform owners can integrate resources and distribute them to moderators. The
moderator participants reported that they could test AutoMod configurations for racial slurs and
run experiments for different moderation ideologies. Moderators supported maintaining a smooth
flow of innovation. To promote the innovation of governance and moderation, the platform needs
to set up an innovation pipeline that allows moderators to test and report innovative practices and
tools [83]. This system enables moderators to experiment with modular innovations and improve
their moderation strategies.

7 CONCLUSION
This study reveals color-blind content moderation practices on Reddit. AutoMod was found to
be cumbersome to detect covert racism, especially when framed as color-blindness. Additionally,
moderators were encumbered by other aspects of the decentralized governance structure, such as
power corruption, arbitrary team structures, and evolving covert racism. It is evident that there
is a need to rethink the efficacy of Reddit’s decentralized governance model in addressing racial
oppression across the site. Our research contributes to scholarship in pushing back against racism
and racist ideologies in online spaces, and we hope that it will help to create meaningful change.
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