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Figure 1: Our framework enables physically simulated characters to master highly varied and extensive skills with high
efficiency and effectiveness. Notably, it offers an explicit control handle for directly specifying the desired skill from a diverse
and extensive set of skills. Here, a character is instructed by the user to perform a sequence of skills, including kick, jump
attack, sword bash, shield bash, and finally, roaring.

ABSTRACT
We present C·ASE, an efficient and effective framework that learns
Conditional Adversarial Skill Embeddings for physics-based char-
acters. C·ASE enables the physically simulated character to learn
a diverse repertoire of skills while providing controllability in the
form of direct manipulation of the skills to be performed. This is
achieved by dividing the heterogeneous skill motions into distinct
subsets containing homogeneous samples for training a low-level
conditional model to learn the conditional behavior distribution.
The skill-conditioned imitation learning naturally offers explicit
control over the character’s skills after training. The training course
incorporates the focal skill sampling, skeletal residual forces, and
element-wise feature masking to balance diverse skills of varying
complexities, mitigate dynamics mismatch to master agile motions
and capture more general behavior characteristics, respectively.
Once trained, the conditional model can produce highly diverse
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and realistic skills, outperforming state-of-the-art models, and can
be repurposed in various downstream tasks. In particular, the ex-
plicit skill control handle allows a high-level policy or a user to
direct the character with desired skill specifications, which we
demonstrate is advantageous for interactive character animation.
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1 INTRODUCTION
Humans possess a remarkable ability to acquire a wide range of
skills through years of practice and can effectively utilize these skills
to handle complex tasks. Generally, the motion of these diverse
skills is heterogeneous. For instance, stationary standing and highly
dynamic back-flipping exhibit significant differences in terms of
their movement over time. In practice, humans can divide these
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heterogeneous skill motions into homogeneous sets so as to focus
on a specific skill during each training session. This divide-and-
conquer idea is classic and has demonstrated efficacy in the field of
physics-based character control [Liu and Hodgins 2018; Won et al.
2020].

However, this is at odds with recent state-of-the-art literature
in learning a large-scale, reusable and unified embedding space for
physics-based characters, where samples (i.e., state transitions) gen-
erated from diverse skills with heterogeneity are treated as homoge-
neous and learned collectively into latent representations [Peng et al.
2022; Won et al. 2022; Yao et al. 2022]. Apparently, transitions of
an idle motion differ significantly from those in a sword-swinging
motion. This inconsistency undermines the performance of ex-
isting models that assume learning on homogeneous samples, as
evidenced by the severe mode collapse [Peng et al. 2022; Yao et al.
2022]. Moreover, these holistically embedded skill representations
do not provide controllability in the form of direct specification of
the desired skills, which is a highly desirable property of character
animation for offering an interactive and immersive experience
to the user. Although some have shown skill-level control with
additional training to stimulate corresponding emergent behaviors
from holistically embedded skills [Yao et al. 2022], they have not
demonstrated the scalability to extensive skills.

In this work, we advocate that the heterogeneous nature of di-
verse skills, combined with the need for controllability over embed-
ded skills, necessitates a novel training paradigm for efficient skill
learning. To this end, we employ the classic divide-and-conquer
strategy and present C·ASE, an efficient and effective framework
that learns Conditional Adversarial Skill Embeddings for physics-
based characters. While learning individual skills had been adopted
in training physics-based character [Liu and Hodgins 2018; Won
et al. 2020], a particular emphasis of this work is to scale it up
to large-scale motion datasets. Specifically, given a large dataset
containing diverse motion clips and labels, which can be annotated
per clip manually or using a neural skill labeler (see Appendix A.2),
a low-level latent-variable model is conditioned on skill labels to
capture the conditional behavior distribution, and is trained via
conditional adversarial imitation learning. The conditional model
can learn extensive skills efficiently while also naturally offering
explicit control over the character’s skills.

That being said, we have to address unique challenges arising
from training our characters. First, efficient training should dis-
tribute the learning resources, such as training time, over skills
with different levels of complexity. For instance, imitating energetic
sword swinging is apparently harder than idling. This is achieved
by the focal sampling strategy in our framework, which encourages
the training to dynamically mine hard skill samples and eventually
leads to faster and balanced coverage of diverse reference skills. In
addition, incorporating a vast array of heterogeneous skills leads to
challenges or even failure in adversarial imitation learning, which
has also been revealed and explained by the dynamics mismatch
between the virtual character and real human in [Yuan and Kitani
2020]. Hence, we resort to the skeletal residual forces to augment the
character’s control policy when learning highly varied motions, im-
proving the motion quality of particularly agile skills. Last, as sam-
ples under each skill are sparse, we further adopt an element-wise
feature masking, which is simply realized by introducing dropout

layers inside the discriminator to avoid over-reliance on motion de-
tails and hence enable capturing general behavioral characteristics,
leading to diversified transitions learned under each skill condition.

Once pre-trained, our conditional model can produce highly
diverse and realistic skills and offers an explicit control handle for
direct manipulation of the character’s skills. Experiments show
our model achieves state-of-the-art performance in capturing the
reference motion distribution, outperforming competing methods
by a significant margin (coverage: Ours - 91% vs. CALM [Tessler
et al. 2023] - 71% vs. ASE [Peng et al. 2022] - 66%). Furthermore, we
demonstrate that our conditional model can benefit the character
animation by integrating it into an interactive authoring system
by training deep RL-based high-level policies, that allows users to
manipulate physically simulated characters with discrete skill label
specifications and other control signals. This is similar to those in
video games, but our model supports a much wider range of skills
and produces physically plausible motions. Last, we showcase the
use of our conditional model in various traditional high-level tasks,
where policies learn to direct the low-level conditional model for
completing different tasks (Appendix A.3).

2 RELATEDWORK
With advancements in Deep Reinforcement Learning (DRL) and the
accessibility of high-quality motion capture (mocap) datasets [CMU
2002; Harvey et al. 2020; Mahmood et al. 2019; SFU 2011; Tsuchida
et al. 2019; Wang et al. 2020], data-driven methods have demon-
strated impressive results in physics-based character animation. In
the following, we mainly cover these data-driven methods that fall
into two categories:

Tracking-based Methods. Bergamin et al. [2019]; Fussell et al.
[2021]; Park et al. [2019]; Peng et al. [2018]; Won et al. [2020] train
controllers to imitate reference motions by tracking target pose
sequences from motion clips. DeepMimic [Peng et al. 2018], the
pioneering work, trains a policy network with random state ini-
tialization and early termination for mimicking. The idea was later
extended to track motion matching-generated reference motions
for responsive characters [Bergamin et al. 2019] and improved by
removing motion matching dependency [Park et al. 2019] with a
recurrent neural network predicting future reference poses. Efforts
have been made to control the diverse behaviors of physically simu-
lated characters. Won et al. [2020] constructs a large motion graph
from mocap data, groups graph nodes into clusters, and trains a
mixture of expert networks for tracking. SuperTrack [Fussell et al.
2021] introduces a world model represented by a neural network
trained to approximate physical simulation, enabling supervised
policy network training and accelerating the process.

However, tracking-based methods typically struggle to imitate
various skills from large, diverse motion datasets. Composing dis-
parate skills often requires a dedicated motion planner to select
appropriate clips for complex tasks, which eludes these methods.

Learning Skill Priors. The prevailing trend in physics-based char-
acter is to learn powerful skill priors from large and diverse motion
datasets. By embedding distinct skills into a low-dimensional latent
space, these models can reproduce versatile skills and be reused to
learn high-level controllers for complex tasks. Merel et al. [2018]
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distill skill expert networks into a latent space for high-level tasks,
while Catch and Carry [Merel et al. 2020] incorporates vision sig-
nals for diverse full-body tasks. Won et al. [2020] utilize a mixture
of experts to learn skills from a diverse set of behaviors, where
the expert network for each skill needs to be trained individually,
and subsequently, a gating network is trained to combine the ex-
perts. However, training a large number of experts can be laborious
and costly, and learning the gating network to effectively integrate
them can be challenging. Peng et al. [2019] propose a hierarchi-
cal controller with multiplicative compositional policies for more
composable control. Recently, Won et al. [2022] employ a condi-
tional variational auto-encoder (VAE) for embedding skills into a
low-dimensional Gaussian distribution. Yao et al. [2022] further
introduces ControlVAE to learn a state-conditioned motion prior.

In the GAIL regime [Ho and Ermon 2016], Peng et al. [2021]
present Adversarial Motion Prior (AMP) for goal-conditioned rein-
forcement learning with life-like motions. However, AMP’s high-
level objective is coupled with a low-level style reward, necessitat-
ing tedious fine-tuning for complex tasks. Later, Peng et al. [2022]
introduce Adversarial Skill Embeddings (ASE) to learn reusable skill
priors, with which high-level controllers learn to direct for complex
tasks. [Juravsky et al. 2022] focuses on aligning skill embeddings
with a pre-trained language latent space [Radford et al. 2021], al-
lowing natural language-directed characters. CALM, a concurrent
work that shares a similar setting to ours, introduces a framework
for learning semantic motion representations from a large dataset
and also demonstrates control over the skills with known semantic
labels of reference motion clips. Their key is to heuristically align
overlapping samples extracted from the same clip while pulling
apart those from different clips. Hence, their success is still contin-
gent upon well-semantically segmented clips. As a consequence,
CALM’s training is unstable and suffers from severe mode collapse,
as recognized by the authors and evidenced in our comparisons.

In general, while these methods can generate various motions,
they often suffer from mode collapse when handling highly varied
and extensive skills. We attribute this issue to treating samples
from distinct skills as homogeneous ones, which goes against the
nature of human motions, and propose decomposing the whole
repertoire into homogeneous subsets for learning skill-conditioned
behavior distributions with several crucial training techniques. Last,
our low-level conditional model provides effective controllability
over the embedded skills, allowing a high-level policy or user to
direct characters to perform desired skills.

3 METHOD
Our framework consists of three stages (See Figure 2): 1) Pre-
training stage, where a low-level conditional policy is trained to im-
itate reference skills; 2) Interactive controller training stage, where
more high-level policies are trained to allow more interactive con-
trols of the character; and 3) Interactive character animation stage,
where users can interactively animate the character in various
ways.

During the pre-training stage, a reference datasetM = {(𝑚𝑖 , 𝑐𝑖 )}
with annotatedmotion clips𝑚𝑖 and skill labels 𝑐𝑖 is used for learning
conditional adversarial skill embeddings. Each motion clip𝑚𝑖 =
{s𝑖𝑡 } is represented as a sequence of states that depicts a particular

Figure 2: Our framework contains three stages: the pre-
training, interactive controller training, and interactive char-
acter animation stages. During pre-training, a low-level pol-
icy 𝜋 learns conditional adversarial skill embeddings from
a diverse and extensive motion dataset, followed by more
high-level policies 𝜋 trained to allow interactive control of
the character. Last, during the interactive character anima-
tion stage, users can interactively animate the character in
various manners, possibly with desired skills.

skill. Note that different𝑚𝑖 can correspond to an identical skill label
𝑐𝑖 in the dataset. Then, a low-level conditional policy 𝜋 (a|s, z, 𝑐)1 is
trained through conditional adversarial imitation learning, mapping
latent variables z to behaviors resembling motions specified by 𝑐 . At
the interactive controller training stage, we train additional policies
to attain more controls for interactive character animation, such as
directional control, path-follower, etc. At the interactive animation
stage, trained policies are fixed, and then users can interactively
animate the physics-based character by specifying the desired skills,
moving directions/paths or target location.

3.1 Learning Conditional Adversarial Skill
Embeddings

C·ASE divides the dataset into sub-sets that each contain homoge-
neous samples, from which a conditional low-level policy learns a
conditional action distribution. We assume that a transition under
a skill category 𝑐 is represented by a latent variable z sampled from
a prior hypersphere distribution Z, i.e., z = z/∥z∥, z ∼ N(0, I).

1For simplicity, we ignore the superscript and subscript from now on
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Specifically, a low-level policy 𝜋 (a|s, z, 𝑐) takes as input the charac-
ter’s current state s, a latent variable z, and, more importantly, a
skill label 𝑐 , and then learns to output an action a that eventually
leads to motions conforming to behavioral characteristics specified
by motions sampled from the skill indicated by 𝑐 .

Building upon the success in [Peng et al. 2022], a pioneer work
learns large-scale adversarial skill embeddings in a GAN-like frame-
work, we train the low-level policy network with a conditional ad-
versarial imitation learning procedure, where the low-level policy
𝜋 learns to fool a discriminator 𝐷 (s, s′, 𝑐), that is also conditioned
on skill labels 𝑐 and learns to distinguish reference motions from
generated ones. We train with the imitation objective and diversity
objective to capture the conditional behavior distribution implicitly.
Specifically, the conditional discriminator is trained to minimize:

min
𝐷

= − E𝑑M (s,s′,𝑐 )
[
log(𝐷 (s, s′, 𝑐)

]
− E𝑑𝜋 (s,s′,𝑐 )

[
log(1 − 𝐷 (s, s′, 𝑐)

]
+𝑤gpE𝑑M (s,s′,𝑐 )

[
∥∇𝜙𝐷 (𝜙) |𝜙∈ (s,s′,𝑐 ) ∥2

]
,

(1)

where 𝑑M (s, s′, 𝑐) and 𝑑𝜋 (s, s′, 𝑐) denote state transitions (s, s′)
drawn from the reference skill 𝑐 and ones generated by the con-
ditional policy 𝜋 , respectively. The last term is a gradient penalty
regularization for stabilizing the training.

To facilitate training 𝜋 , we first employ a conditional motion
encoder 𝑞 to enforce the mapping between state transitions (s, s′)
and the latent z under the 𝑐 label-conditioned distribution. Since
the conditional latent space under 𝑐 is modeled as a hypersphere,
𝑞 is modeled as a von Mises-Fisher distribution: 𝑞(z|s, s′, 𝑐) =
1
𝑍
𝑒𝜅,𝜇𝑞 (s,s

′,𝑐 )𝑇 z, where 𝜇𝑞 (s, s′, 𝑐) is the mean of the distribution,
which is further normalized by requiring | |𝜇𝑞 (s, s′, 𝑐) | | = 1. 𝑍 and 𝜅
represent a normalization constant and a scaling factor, respectively.
The encoder network 𝑞 for each skill condition 𝑐 is then trained by
maximizing the log-likelihood:

max
𝑞
E𝑝 (z)E𝑑𝜋 (s,s′,𝑐 |z)

[
𝜅𝜇𝑞 (s, s′, 𝑐)𝑇 z

]
(2)

Then, the reward for policy 𝜋 at each simulation time step 𝑡 is
given by: 𝑟𝑡 = − log(1 − 𝐷 (s𝑡 , s𝑡+1, 𝑐)) + 𝛽 log𝑞(z𝑡 |s𝑡 , s𝑡+1), where
𝛽 is a balancing factor. We further add the diversity term to the
total objective of 𝜋 in a buffer of 𝑇 𝑠𝑖𝑚 simulation time steps:

argmax
𝜋

= E𝑝 (𝑍 )E𝑝 (𝜏 |𝜋,𝑍,𝐶 )

[𝑇 𝑠𝑖𝑚−1∑︁
𝑡=0

𝛾𝑡 (𝑟𝑡 )
]

− 𝜆𝐷E𝑑𝜋 (s)Ez1,z2∼𝑝 (z)
[
(𝐷𝐾𝐿 (𝜋 (·|s, z1, 𝑐), 𝜋 (·|s, z2, 𝑐))

0.5(1 − z1z2)
− 1)2

]
(3)

The above description provides a conceptually valid formulation
for learning the conditional distribution. We further elaborate on
algorithmic designs that are crucial for training the low-level policy
in the following sections.

Focal Skill Sampling (FSS). Large motion datasets exhibit a no-
table characteristic wherein the skills contained within vary in
terms of their difficulty to learn. This would inevitably cause unbal-
anced development, i.e., missing a considerable number of skills, if
all skills were treated equally. To overcome this issue, we devise a
focal skill sampling strategy that naturally fits into the conditional

imitation learning course, improving the training via adaptively
adjusting the sampling across different reference skills.

At each training step, let𝑤𝑐 denote the sampling probability of
skill 𝑐 into the reference motion buffer, and 𝑏𝑐 ∈ (0, 1) represent the
average score (the probability that the sample is real, i.e., from the
reference data) output by the conditional discriminator 𝐷 on the
generated motions under skill category 𝑐 . The sampling probability
is then updated online at each training step as follows:

𝑤𝑐 = (1 − 𝛼)𝑤𝑐 + 𝛼𝜎 (𝑏𝑐 ), 𝜎 (𝑏𝑐 ) = 1 − 𝑏𝑐/
∑
𝑐∈C 𝑏𝑐 , (4)

where C denotes the set of skill category labels, 𝛼 control the
update rate, and𝑤𝑐 is the evenly initialized sampling weights. Note
that we normalize 𝑤𝑐 =

𝑤𝑐∑
𝑐∈C 𝑤𝑐

to serve as the final sampling
probability. Empirically, this strategy is applied after approximately
2500 training steps, allowing 𝐷 to gain discrimination ability first.
We demonstrate that this approach enables the policy to effectively
cover more skills with high efficiency.

Skeletal Residual Forces (SRF). To augment the control policy to
effectively imitate complex and agile motions, such as the jump
sidekick, we apply a torque computed from PD target control sig-
nals to each joint and require the policy network to predict the
residual force at each joint position, effectively compensating for
the dynamics mismatch between the virtual character and the real
human. Note that such skeletal residual forces are applied to the
character in both training and inference stages. The equation of
motion for multi-body systems with residual forces is given by:

𝐵(𝒒) ¥𝒒 +𝐶 (𝒒, ¤𝒒) + 𝑔(𝒒) =
[
0
𝝉

]
+

∑︁
𝑖

𝑱𝑇𝒗𝑖𝒉𝑖︸    ︷︷    ︸
Contact Forces

+
𝐽 −2∑︁
𝑗=1

𝑱𝑇𝒆 𝑗 𝝃 𝑗︸     ︷︷     ︸
Residual Forces

(5)

On the left-hand side, 𝒒, ¤𝒒, ¥𝒒, 𝐵, 𝐶 , and 𝑔 represent degrees of free-
dom (DoFs) of joints, joint velocities, joint accelerations, the inertial
matrix, the vector of Coriolis and centrifugal terms, and the gravity
vector, respectively. On the right-hand side, the first term comprises
the torques 𝝉 computed from the PD target control signals applied
to the non-root joint DoFs, whereas 0 denotes the non-actuated
root DoFs. The second term describes the contact forces 𝒉𝑖 on the
humanoid (typically exerted by the ground plane) and the contact
points 𝒗𝑖 of 𝒉𝑖 , ascertained by the simulation environment. The
Jacobian matrix 𝑱𝒗𝑖 = 𝑑𝒗𝑖/𝑑𝒒 delineates the manner in which the
contact point 𝒗𝑖 varies with respect to the joint DoFs 𝒒. The Jaco-
bian matrix 𝑱𝒆 𝑗 = 𝑑𝒆 𝑗/𝑑𝒒 defines the change of the contact point
𝒆𝑖 of the residual force 𝝃 𝑗 w.r.t. the joint DoFs 𝒒. In the last term,
similar to [Yuan and Kitani 2020], we ask the policy network to
predict the residual forces 𝝃 𝑗 at contact point 𝒆 𝑗 . We set the contact
points 𝒆 𝑗 to be 𝐽 − 2 body joints 𝒋, excluding the sword and shield.
In this paper, the joint number 𝐽 of the avatar is 17. We apply regu-
larization to the residual forces, ensuring that the policy employs
these forces when necessarily required: 𝑟 𝑓 = exp(−∑𝐽 −2

𝑗
𝝃 𝑗=1).

Element-wise Feature Masking (EFM). Learning conditional dis-
tributions exacerbates data scarcity under each skill, leading to
overfitting and reduced motion diversity. Hence, we further adopt
an element-wise feature masking strategy, which is simply real-
ized by introducing dropout layers inside the discriminator, to
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significantly alleviate this issue. This stochastic operation avoids
over-reliance on motion details, enabling the capture of general
behavioral characteristics from sparse samples and resulting in
diversified transitions under each skill.

3.2 Interactive Character Animation
The learned low-level conditional model can capture extensive and
diverse skills and provides explicit control over the character skills.
Moreover, we train additional deepRL-based high-level policies to
support interactively animation of the character in various ways.

Directional Control. To enable directional control, a high-level
policy takes as input the control signals (𝑐𝑡 , 𝑑∗𝑡 , ℎ∗𝑡 ) where 𝑐𝑡 , 𝑑∗𝑡 , ℎ∗𝑡
represents the user desired skill, target local facing direction of the
root and the target moving direction, respectively; ∗ stands for the
character’s local coordinate frame. The objective of the interactively
directional control is given by

𝑟𝐷𝑡 = 0.7 exp
(
−0.25∥v∗𝑡 − d∗𝑡 · ¤xroot𝑡 ∥2

)
+ 0.3h∗ · hroot𝑡 , (6)

where hroot𝑡 and ¤xroot𝑡 represent the heading direction and velocity
of the character root under specified skill label 𝑐𝑡 . We vary the
desired velocity 𝑣∗ ∈ [0, 5] m/s during training for velocity control.
Instead of training the interactive controller to learn to switch skill
labels, our low-level model allows for skill switching by explicitly
assigning 𝑐𝑡 at the 𝑡-th time step, and the interactive controller
thus only needs to predict a configuration of latent codes z to
complete the task under skill 𝑐 . During training, we randomize the
skill label every five execution steps to simulate user interactive
control. After training, users can interactively control the character
by specifying the desired skills while dynamically controlling the
moving direction akin to those in video games.

Target Location Control. We also support re-locating the char-
acter to a target location. The inputs to the high-level policy are
(𝑐𝑡 , 𝑥∗𝑡 ), where 𝑐𝑡 , 𝑥∗𝑡 represents the user desired skill and target
location in the character’s local frame, respectively. The objective
is given by

𝑟𝐿𝑡 = −0.5∥x∗𝑡 − xroot𝑡 ∥2 . (7)

Here, xroot𝑡 is the character root location. The high-level controller
predicts latent codes z to navigate the character through the low-
level controller. Skill labels are randomized every five execution
steps. Once trained, users can dynamically specify a target location
and a desired skill label to re-locate the character.

In addition to these interactive controllers, we also evaluate
C·ASE in various representative high-level tasks, such as Reach,
Steering, Location, and Strike as in [Peng et al. 2022]. In these tasks,
no user-specified labels are used, and the high-level policies learn
to predict the configuration of the skill label and skill latent code
for completing the task. For details, please refer to Appendix A.3.

4 EXPERIMENTS
We evaluate the efficacy of our framework by training skilled-
conditioned control policies for a 3D simulated humanoid character.
Please refer to the supplementary video for more qualitative results.

Dataset. We conduct evaluations on two datasets, including: 1)
Sword&Shield dataset from [Peng et al. 2022] containing 87 clips 2

and each with a corresponding skill label; 2) Composite Skills dataset,
that has 265 types of skills, including 87 motion clips from [Peng
et al. 2022] and 691 clips of 178 manually annotated skills from the
CMU Mocap dataset [CMU 2002]. The character, equipped with
a sword and shield, has 37 degrees of freedom. We retarget the
motions from the CMU Mocap dataset to an avatar with a sword
and a shield; more details are in Appendix A.5. Unless specified, we
conduct experiments on the Sword&Shield dataset for a fair compar-
ison with baselines. In addition, we also demonstrate the scalability
of our method on the Composite Skills dataset in Appendix A.1.

Training. We train the character in IsaacGym [Makoviychuk et al.
2021] with a simulation frequency of 120 Hz and policy frequency
of 30Hz. The policies, value functions, encoder and discriminator,
are modeled using separate multi-layer perceptions, and the policy
networks 𝜋 and 𝜔 are trained with the proximal policy optimiza-
tion [Schulman et al. 2017]. Policies are trained on a single A100
GPU, with about 1.5 billion samples, corresponding to approxi-
mately 1.5 years of simulated time, taking 1.5 days, and high-level
policies taking one day. The final animation is retargeted to a rigged
avatar. Curriculum learning and joint masking are employed during
training; See more details in Appendix A.5.

4.1 Low-level Conditional Policy
We first train the low-level policy alone to evaluate its ability to
reproduce skills in the motion dataset, particularly when directed
by a specified skill label. The policy is able to follow a random skill
label presented to it, such as left sword swing, right shield bash,
etc. Although the Sword&Shield dataset contains only one clip of
each skill label, the policy is able to perform corresponding skills
with local variations. Examples of behaviors produced by the policy
when given various skill labels are shown in Figure 3. Next, we
present more quantitative evaluations of the low-level policy. More
results are presented in the supplementary video.

Filtered Motion Coverage Rate. We evaluate our model in repro-
ducing various motions in the dataset when given random skill
labels. Moreover, we compare our model to SOTA methods – ASE
and CALM, which also train a low-level policy to reproduce skills
in the dataset. Note CALM also trains a low-level conditional pol-
icy. All models are trained with the Sword&Shield dataset released
by [Peng et al. 2022; Tessler et al. 2023]. While there are other
important prior works [Juravsky et al. 2022] , we were not able
to compare exhaustively with them as they have not released the
source code. Specifically, the quantitative comparison is conducted
with the metric motion coverage rate, following [Peng et al. 2022].
The trajectories of our model are generated using random skill
labels and latent codes, whereas the trajectories of ASE and CALM
are obtained with random skill latent codes. Furthermore, we pro-
pose to compute filtered motion coverage to factor out stochastic
factors built upon the motion coverage rate proposed by [Peng et al.
2022]. For each state transition (ŝ𝑡 , ŝ𝑡+1) produced from the policy

2Due to permission issues, the released dataset contains only 87 clips instead of the
187 described in [Peng et al. 2022], as confirmed by the authors.
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Figure 3: C·ASE enables the physically simulated character to perform skills specified by skill labels and transition latent codes.

Figure 4: Comparison of the motion coverage. The coverage
rate of ASE and CALM falls dramatically with an increasing
filtering rate, implying a serious imbalance of the coverage,
whereas ours consistently produces high coverage rates.

𝜋 with a skill label 𝑐 and a latent code z, we find the closest motion
clip𝑚∗ in the reference motion datasetM = {(𝑚𝑖 , 𝑐𝑖 )}:

𝑚∗ = argmin
𝑚𝑖 ∈M

min
(s𝑡 ,s𝑡+1 ) ∈𝑚𝑖

| |ŝ𝑡 − s𝑡 | |2 + ||ŝ𝑡+1 − s𝑡+1 | |2 . (8)

We repeat it for every transition in randomly generated trajectories,
and the reference motion clip that contains the best-matched tran-
sition will be marked as the one that best matches the trajectory.

Let 𝑙𝑖 denote the number of matched motions under the 𝑖-th skill
category. The expected number of samples under each category is
given by 𝑁

𝐾
, where N is the number of generated trajectories and K

is the number of skill categories. Then, a reference motion skill is
identified as covered only if 𝑙𝑖 > 𝛾 𝑁𝐾 , where 𝛾 denotes the filtering
rate. Then, the filtered motion coverage rate is given by:

coverage(M, 𝜋,𝛾) = 1
𝐾
I𝑖∈{1,· · · ,𝐾 } (𝑙𝑖 > 𝛾

𝑁

𝐾
) . (9)

Figure 4 presents the motion coverage rate under different filter-
ing rates. We can see although ASE achieves a competitive coverage
rate to ours when no filtering is applied, its coverage dramatically
drops to 66%, 57%, and 40% at the filtering rate of 10%, 20%, and 50%,

respectively. The coverage rate of CALM drops from 84% to 71%,
and 43% at the filtering rate of 10%, 20%, and 50%. These results
indicate a serious unbalance of the motion coverage, i.e., many
motion clips are matched only a few times, possibly due to sto-
chastic factors existing in the randomly generated trajectories. In
contrast, our model produces consistently high motion coverage
rates at different filtering rates, indicating that all motion clips are
matched rather evenly by the randomly generated trajectories. This
is further evidenced by Figure 5, which records the frequencies at
which 𝜋 produces trajectories that match each motion clip in the
dataset across 10,000 trajectories. We also evaluate on the larger
Composite Skills dataset. For a fair comparison, we conducted the
evaluation on the Composite Skills dataset while maintaining con-
sistent SRF settings for baseline comparisons. The results are as
follows: a) With SRF, our approach achieved a filtered coverage
rate of 82%, outperforming CALM with 58% and ASE with 51%.
b) Without SRF, our approach achieved a filtered coverage rate of
80%, surpassing CALM with 55% and ASE with 44%. We observed
that the inclusion of SRF positively impacted the performance of
all models in terms of motion coverage. Notably, the increase in
motion coverage was particularly evident for highly dynamic, agile,
and stylized motions such as ballet, sidekick, and zombie walks.
Despite these improvements, our model continues to excel in learn-
ing extensive and complex skills compared with CALM and ASE,
which underscores the effectiveness of learning conditional skill
embeddings and other key design elements in our framework. See
more details in Appendix A.1.

Fréchet Inception Distance. Following [Hassan et al. 2021; Wang
et al. 2022], we further measure the similarity between the distri-
bution of generated motions and that of reference motions using
Fréchet Inception Distance. The distance is computed using the
character state of each frame. We report FID scores computed at
three different levels: per frame, per transition (2 frames), and per
clip (30 frames). As shown in Table 1, our model achieves lower
FID, indicating motions produced from C·ASE are closer to the
distribution of reference motions.
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(a) No filtering.

(b) Filtering rate = 50%.

Figure 5: Frequencies at which the low-level policy produces
motions that match all 87 individual clips. We show distri-
butions produced by the filtering rate of 0% and 50% here.
Compared to ASE and CALM, our method produces diverse
motions that much more evenly cover all reference clips.

Table 1: Fréchet Inception Distance (lower is better) compari-
son. A lower FID indicates that generated motions are closer
to the reference distribution.

Input #Frame ASE CALM Ours

Per-frame 1 28.8 30.1 16.5
Per-transition 2 72.3 69.1 47.4
Per-clip 30 1969.8 1874.6 1742.5

Skill Transition Coverage. It is important that the low-level policy
can learn to transition between various skills to perform composed
and sequenced skills in complex tasks. To evaluate the model’s
capability to transition between different skills, we generate transi-
tion trajectories by conditioning on two pairs of random condition
signals 𝑝1 = (𝑐, z) and 𝑝2 = (𝑐′, z′) per trajectory. A transition tra-
jectory is generated by first conditioning on 𝑝1 for 200 time steps,
then is conditioned on 𝑝2 for another 200 time steps. Then, these
two sub-trajectories are used to separately match in the dataset,
using Equation 9, to identify a source motion (denoted as source
motion𝑚𝑆 ) and a destination motion (denoted as destination mo-
tion𝑚𝐷 ). We repeat this process for 10, 000 transition trajectories
and record the transition coverage, as well as the probability be-
tween each pair of motion clips. We compare our model with ASE
and CALM, where a transition trajectory is generated using two
random skill codes. The transition coverage and probability result
is shown in Figure 7, where C·ASE produces a denser connection of
each possible transition and the transition coverage is distributed
more balanced compared with ASE and CALM. Furthermore, we
report the transition coverage rate = #transitions from model

#all possible transitions , on which
our model (44.3%) outperforms ASE (25.4%) and CALM (28.4%) by
a margin of 74.4% and 55.9%, respectively.

Motion Diversity. We evaluate the diversity of motions produced
by the low-level model. Following [Hassan et al. 2021; Lu et al. 2022;

Figure 6: Comparison of training effectiveness and efficiency.
We plot the filtered coverage rate (filtering rate = 10%) w.r.t
the training course.

Wang et al. 2022] We adopt the Average Pairwise Distance (APD)
to measure the diversity of a set of generated motion sequences.
Specifically, given a set of generated motion sequences M = {𝑚𝑖 }
where each motion clip𝑚𝑖 contains 𝐿 frames, the APD is computed
as:

𝐴𝑃𝐷 (M) = 1
𝑁 (𝑁 − 1)

𝑁∑︁
𝑖=1

𝑁∑︁
𝑗≠𝑖

(
𝐿∑︁
𝑡=1

(∥s𝑖𝑡 − s𝑗𝑡 ∥
2))

1
2 , (10)

where 𝑠𝑖𝑡 ∈ 𝑀𝑖 is a state in a motion clip 𝑀𝑖 and 𝑁 is the number
of generated sequences. A larger APD indicates a more diverse set
of motion sequences. We compare with ASE and CALM on the
mean and standard deviation of this metric 10 times to investigate
the diversity across all generated motions. For each time, we test
with 𝑁 = 10, 000 sequences that are generated by ASE and CALM
conditioned on random latent codes and by our model conditioned
on random skill labels and latent codes. As a result, our model
produces a higher APD score (160.4 ± 1.77), which indicates higher
diversity of generated motions compared to ASE (145.4 ± 2.11) as
well as CALM (152.7 ± 1.86).

Moreover, we conduct qualitative evaluations of the motion di-
versity of our model: (i) Global root trajectory. We visualize the
behaviors produced by random motions. Figure 9 illustrates the
root trajectories produced by different skill labels and latent codes.
All motions are generated from the same initial idle state. We gen-
erated 100 trajectories, with each containing 300 time steps, for
each top-10 skill (ranked by APD of the motion within the skill
category). (ii)Local motion diversity. We investigate the diversity
of motions under each skill category by fixing the skill label 𝑐 and
randomizing the latent code z. As demonstrated in Figure 8, the
motions produced with each skill label exhibit local variations while
still conforming to the general characteristics of each skill. More
qualitative results are presented in the supplementary video.

Learning Efficiency and Effectiveness. We show that learning a
structured latent space via conditional adversarial imitation learn-
ing not only offers an explicit skill control handle but also greatly
improves the effectiveness and efficiency of the training course. In
Figure 6, our model can effectively cover around 91% of the ref-
erence motions in the dataset within just 30,000 epochs, whereas
CALM and ASE converge to only a coverage rate of 71% and 66%
and barely improves with more epochs. We conjecture that the in-
stability of CALM’s coverage rate may be caused by the dynamically
changing latent codes produced by the encoder during training.
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4.2 Ablation Study
Focal Skill Sampling. We compare with the baseline model that

is trained without the focal skill sampling and those trained with
different update rates 𝛼 . Figure 10 (a) shows the motion coverage
rate that these models achieve during the training course. In general,
models with focal skill sampling outperform the one where the
module is ablated, converging to higher coverage rates. In our
experiments, the update rate is set to 𝛼 = 20% by default.

Skeletal Residual Force. We investigate the impact of Skeletal
Residual Forces (SRF) on the embedding of skills associated with
agile movements. A qualitative comparison is presented in the
supplementary video, demonstrating that SRF facilitates learning
more agile motions. We noticed that, while SRF is important in
learning agile movements, it can compromise physical accuracy.
So we introduced regularization (𝑟 𝑓 = exp(−∑𝐽 −2 𝑗𝝃 𝑗 = 1)) to
residual forces, ensuring their utilization only when necessary,
for which we investigate in the following. We found the average
residual forces (L2-norm of the force magnitude) across 17 joints in
200-time steps of 1024 trajectories generated by randomizing the
skill label 𝑐 and the latent code z during test time amount to only
0.842% of the internal force derived from PD target control. This
represents a small percentage and causes only minor deviations
from physical correctness.

Element-wise Feature Masking. Empirically, we found that this
simple yet effective element-wise feature masking not only im-
proved the motion diversity produced under each skill category
with APD increased from 150.4 ± 1.37 to 160.2 ± 1.23 (measured
by 10 times) but also improved training efficiency, which can be
observed in Figure 10 (b). We found setting the random probability
𝜌 to large values leads to jittering; See the supplementary video.
Thus, by default, we use 𝜌 = 20%, which is a good trade-off in
practice.

4.3 Interactive Character Animation
We evaluate the efficacy of our framework in interactive character
animation. Since the Sword&Shield dataset contains only two loco-
motion skills, i.e., walking and running, we pre-train the low-level
conditional model and those interactive controller policies on the
larger Composite Skills dataset containing richer skills. We present
interactive character animations in various ways realized with the
learned conditional model and interactive controller policies, in-
cluding path-follower, directional control and character re-locating
with the desired skill explicitly specified by the user. Figure 11
depicts characters faithfully following user-specified paths under
various specified skills. Figure 12 demonstrates dynamic user con-
trol over the moving direction with desired skills akin to those in
video games, while Figure 13 displays relocating the character to
a specified location with desired skills. Additional results can be
found in the supplementary video. We believe these features are
valuable for video game and animation production.

5 DISCUSSION AND CONCLUSION
In this work, we introduce C·ASE, an efficient and effective frame-
work for learning Conditional Adversarial Skill Embedding for
physics-based characters. The key idea is dividing the repertoire

into homogeneous sub-sets and conquering them for learning con-
ditional behavior distribution. Consequently, C·ASE outperforms
state-of-the-art methods, enabling characters to master diverse
motor skills efficiently. Notably, skill-conditioned imitation learn-
ing naturally offers explicit control over the embedded skills. We
demonstrate the application of such explicit control handles in con-
trollable character animation in various ways, showing its superior
practical value.

Despite its remarkable advantages, we note a few shortcom-
ings. We are aware of some artifacts remaining in reproducing
some CMU skills, as shown in the supplementary video. This is due
to two main reasons: First, GAN-based models often suffer from
mode-collapse issues, although we have shown that conditional
distribution learning could significantly alleviate this problem. Ex-
ploring other generative models like the diffusion model [Shi et al.
2023; Song et al. 2020; Tevet et al. 2022] and VQ-GAN [Esser et al.
2021] may be beneficial in the future. Second, practical operations
performed during experiments can contribute to the artifacts. For
example, our simplified skeleton with 17 joints, compared to the
original CMU skeleton with 31 joints, may limit the expression of
agile motions, resulting in stiffness. Last, our framework is highly
sample-intensive. The artifacts may imply unsaturated sampling
during the PPO training and could be mitigated by more sufficient
training. This can be supported by the increasing motion coverage
rate over longer training time.

While the incorporation of SRF enhances motion quality and
is compatible with various simulation platforms [Coumans 2015;
Makoviychuk et al. 2021; Todorov et al. 2012], it may not be applied
to real-world setups. We believe SRF is not the optimal solution
for learning highly agile and complex motions in the simulation
environment, which demands more research effort into innovative
solutions that guarantee physical correctness. Another limitation of
C·ASE is the reliance on the skill label of the motion clips. Although
we have shown that an action recognition network could help
with motion segmentation to a large extent (see Appendix A.2),
developing a fully automatic framework for embedding extensive
motions from unstructured data remains challenging.

Last, a more powerful low-level model could, in turn, pose chal-
lenges to the learning of high-level strategies for more complex
tasks since the effective action space has become larger. Thus, it
would be worth exploring training high-level policies that can lever-
age diverse and extensive skills embeddings more effectively and
efficiently for empowering the simulated character with the in-
telligence to undertake more complex tasks in more complicated
environments. For example, training warriors that can make full
use of all diverse and extensive skills to win a contest.
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Figure 7: Transition coverage and probability between different skills. We show all 87 motion clips in the Sword&Shield dataset.
Our model achieves a higher coverage rate and more even transition probability distribution compared with ASE and CALM.

Figure 8: Motion variations (three colored in red, blue, and green are shown) are shown for each skill category. We test with the
Sword&Shield dataset.

Figure 9: Visualization of trajectories of the character’s root
produced by random exploration with the low-level model.
The trajectories are generated from random skill labels and
latent codes. Starting from the same idle states, the character
is able to move in different directions with realistic motions.

Figure 10: Influence of (a) the Focal Skill Sampling and (b)
Element-wise Feature Masking to the training of the low-level
model.
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Figure 11: Path-follower: the character faithfully follows user-specified paths (blue path) under various specified skills, including
jog, march, walk, sidewalk, run, slow walk, open-armed walk, patrol, and confident strut; More results are presented in the
supplementary video.

Figure 12: Directional Control: the character faithfully follows user-specified local moving direction (blue arrow) under
various specified skills, including walk, stooped run, stride, casual walk, hands-up walk, and march; See more results in the
supplementary video.

Figure 13: Character Re-locating: the character re-locates to a user-specified target location (visualized by the blue disks on the
ground and arrows in the air) with different specified skills, including walk, limping, patrol, run, foot-sliding walk, and quick
walk; More results can be found in the supplementary video.
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A APPENDIX
A.1 Scalability

Figure A14: Comparison of the motion coverage on the Com-
posite Skills dataset with 778 clips of 265 motion skills. The
coverage rate of ASE and CALM falls dramatically with an
increasing filtering rate, implying a serious unbalance of the
coverage, whereas ours consistently produces high motion
coverage rates.

Figure A14 presents the motion coverage rate calculated using
different filtering rates. We can see ASE’s coverage dramatically
drops to 44%, 35%, and 28% at the filtering rate of 10%, 20%, and
50% filtering rate, respectively. The coverage rate of CALM drops
from 55% to 43%, and 35% at the filtering rate of 10%, 20%, and 50%
filtering rate. Meanwhile, we observed that CALM required more
training steps to achieve a reasonable motion coverage rate. This
implies a serious imbalance and instability of the motion coverage,
i.e., many motion clips are matched only a few times, possibly due
to stochastic factors existing in the randomly generated trajectories,
as evidenced by Figure A15, that records the frequencies at which 𝜋
produces trajectories that matched each motion clip in the dataset
across 10, 000 trajectories.

A.2 Skill Label
A.2.1 Skill Label Acquisition. We investigate the performance of
C·ASE on unorganized mocap data. The key to processing unor-
ganized motion datasets is label acquisition. We demonstrate that
an action recognition network [Duan et al. 2022] pretrained on
NTURGB+D 120 dataset [Liu et al. 2020] can produce reliable skill
labels. We test with raw unstructured motion clips from CMU
Mocap dataset [CMU 2002] by finetuning the network on the afore-
mentioned Composite Skills dataset, where we set the learning rate
to be 0.1 with momentum being 0.9 and weight decay being 5×10−4.
The model is trained on a single A100 GPU. We set the batch size
to be 128 and train for 80 epochs. We randomly divided the data
set into the training set and test set by 9:1, and the top-1 accuracy
on the test set was 76.9%. As illustrated in Figure A16, C·ASE effec-
tively embeds the segmented skills. Note that the data in Figure A16
is taken from the test set. As demonstrated in Figure A17, our ap-
proach successfully captured the reference skills corresponding to
each skill condition from the original unstructured motion clips.

In fact, using the skill label as a condition brings a lot of flexibility,
which makes our method compatible with various input sources.
For instance, methods that directly regress the skeleton rotation [Shi

(a) No filtering.

(b) Filtering rate = 50%.

Figure A15: Frequencies at which the low-level policy pro-
duces motions that match all 265 motion skills in the Com-
posite Skills dataset. We show distributions produced by the
filtering rate of 0% and 50%. Compared to ASE and CALM, our
method produces diverse motions that much more evenly
cover all reference clips.

Table A2: Filtered motion coverage of C·ASE with randomly
assigned labels. We report the performance at different fil-
tering rates.

# Random
Label

Filtering Rate
0 10% 20% 30% 40% 50%

16 78 57 45 43 41 40
32 87 62 55 52 51 49
64 90 83 79 77 77 75

et al. 2020] or joint rotation [Cai et al. 2022; Dou et al. 2022; Li et al.
2023, 2021b; Wan et al. 2021; Wang et al. 2023] of the parametric
model, e.g., SMPL [Loper et al. 2015], from the video, can be directly
applied to our labeling. Moreover, skill labels are typically aligned
with the language of skill descriptions, which could open the door
for language-guide motion control.

A.2.2 Random Labeling. Regarding the influence of labeling, we
investigate the performance of C·ASE at different levels of random-
ness where we train C·ASE on Sword&Shield dataset containing
87 motions with fewer labels: that are randomly assigned to each
clip. Due to the randomness of labeling, samples under each skill
label are more heterogeneous than those in our default setting.
The result can be found in Table A2. From Table A2, we could see
that by randomly grouping the skills with assigned labels for skill
embedding, the motion coverage may improve to a certain extent,
but not significantly. Specifically, when the number of random la-
bels is small (fewer groups), motion clips under each group are
more heterogeneous. Thus, the improvement in the efficiency of
skill embedding becomes limited. In fact, an efficient conditional
skill embedding calls for not only skill partitions but also to ensure
that the motions within each skill group are as homogeneous as
possible.
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(a) Walk (b) Punch (c) Walk (d) Kick

(a) Run (b) Hop (c) Walk (d) Kick

(a) Jack Jump (b) Jump (c) Hop (d) Walk

Figure A16: Motion Segmentation results on unstructured motion clips. Each row represents one unstructured motion clip
from the CMU Mocap dataset [CMU 2002]. We highlight each segmented skill in a specific color.

Punch Kick

Run Jump

Jack Jump Hop

Walk

Figure A17: Various skills performed by C·ASE under different skill conditions based on the motion segmentation results.
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A.3 More High-Level Tasks
In the following, we evaluate C·ASE in various representative high-
level tasks, such as Reach, Steering, Location, and Strike, follow-
ing [Peng et al. 2022]. For detailed task configurations and goal
reward designs, we refer readers to [Peng et al. 2022]. Notably, in
this paper, we automatically filter out motion clips whose variation
of projected root trajectory on XY-plane is less than 0.3m within
one episode for various downstream tasks with an emphasis on
locomotion skills.

Hybrid Action Space. To achieve the task-training objective, the
high-level policy learns to output an optimal configuration of both
the skill label 𝑐 and the latent transition code z, sampled from the dis-
crete skill set C and the continuous latent space Z. Unlike previous
work [Peng et al. 2022; Yao et al. 2022] with purely continuous action
spaces, our high-level policy training falls into discrete-continuous
action reinforcement learning [Fan et al. 2019; Li et al. 2021a]. Di-
rectly regressing the discrete skill label and latent transition code
hinders learning and results in poor performance. Instead, we treat
skill label prediction as a classification problem, with the high-level
policy outputting a continuous probability distribution over skill
labels. The skill label 𝑐 is predicted as a continuous probability
distribution and converted to the skill label index using Gumbel-
Softmax [Jang et al. 2016] for the low-level controller, while latent
z is drawn from a spherical Gaussian distribution.

Following ASE [Peng et al. 2022], we also reuse the pre-trained
low-level model and train a separate high-level policy for each task
with no human intervention, including Location, Strike, Reach, and
Steering. As depicted in Figure A18, our model successfully accom-
plishes the given tasks while maintaining realistic motions, thanks
to the pre-trained conditional adversarial embeddings. Specifically,
when trained to strike a target object, the character seamlessly tran-
sitions from the locomotion state (e.g., running) to the sword attack
skill, effectively and naturally completing the task. The character
is also capable of resisting external perturbations; see more results
in the supplementary video.

A.4 Implementation Details
A.4.1 Definition of State and Action. The state s for the discrim-
inator 𝐷 and encoder 𝑞 is defined by the set of the height of the
root from the ground, rotation of the root in the local coordinate
frame, linear and angular velocity in the local coordinate frame,
local rotation of each joint, local velocity of each joint, positions
of hands, feet in the local coordinate frame. For low-level policy
network 𝜋 and high-level policy network𝜔 , the state is additionally
with the position of the shield and the tip of the sword in the local
coordinate frame. The action a is in 31-D, specifying the target
rotations for the PD controller at each joint.

A.4.2 Condition Randomization. At the beginning of each episode,
we randomize the (s, 𝑐) pairs independently, selecting a random
reference state from the dataset and a random skill label from the
set of skill labels. This approach forces the character to perform
the desired skill from an arbitrary state while producing realistic
transitions between various skills, as we shall demonstrate. Similar
strategies have been used in [Nair et al. 2018; Peng et al. 2018;
Rajeswaran et al. 2017; Sharon and van de Panne 2005].

In the context of GAN, Randomly Initialized State (RIS) and Ran-
dom Condition Signals (RCS) are applied to the policy that serves
as a generator. Since the discriminator is taking paired reference
motions and their condition signals, the generator (policy) will
learn to match each condition signal to the corresponding motion.
Combinatorial variations brought by RIS and RCS enable the policy
to be robust and insensitive to the exact boundary of labels and
allow for natural transitions between various skills, as shown in
the video. We found that a bigger and more diverse dataset, i.e., the
Composite Skills dataset, will not reduce our performance.

A.4.3 Network Structure. We implement the policy networks 𝜋
and 𝜔 , value function𝑉 , encoder 𝑞 and discriminator 𝐷 using MLP.
Specifically, the low-level policy 𝜋 is modeled by a neural network
that maps a state s and latent z and skill label 𝑐 to a Gaussian
distribution over actions with a fixed diagonal covariance matrix.
The network is implemented by the MLP with ReLU units and
hidden layers containing [1024, 1024, 512]. Note that the discrete
skill label 𝑐 is embedded into a 64D space and concatenated to the
input before being passed to the first layer of the network. A similar
structure is used for the value function 𝑉 but with a single linear
output unit.

Different from ASE [Peng et al. 2022] that models the encoder
and discriminator as one single networkwith different output heads,
in our model, the encoder is modeled as one network using MLP of
hidden layers containing [1024, 1024, 512] with ReLU units while
the discriminator is implemented in another network using MLP of
hidden layers containing [1024, 512] with ReLU units for discrimi-
nation. To condition the discriminator𝐷 , we increase the dimension
of the output layer to be the number of skills and then the feature
specified by 𝑐 is used for discrimination. The conditional encoder
is implemented similarly to 𝜋 , where we embed the skill label and
concatenate it to the input.

The high-level policy 𝜔 is implemented with 2 hidden layers
with [1024, 512] units, followed by a linear layer to predict the
mean of latent code and skill label. Then the discrete skill label is
obtained by taking the class with the highest probability.

A.5 Training Details
For each skill label 𝑐 , we embed it into a 64D latent space. And the
latent space for z is 16D. The random probability for Element-wise
Feature Masking is set to be 𝜌 = 20%while the update rate 𝛼 is set to
be 20% in Focal Skill Sampling. The other hyperparameter settings
for low-level policy and high-level policy, as well as corresponding
value functions, are the same as ASE [Peng et al. 2022]. Following
ASE, we also randomize the sequence of latent codes during low-
level policy training. Each latent is fixed for between 1 and 150 time
steps before the update. The buffer length for the discriminator and
encoder is set to be 20. During task training, the frequency of high-
level policy and low-level policy are 6Hz and 30Hz, respectively.
The skill label and latent produced by the high-level policy are
repeated for 5 steps for the low-level policy.

We integrate reference motion from the CMU dataset into the
conditional discriminator using adaptive masking for sword and
shield components. Specifically, as the skill label serves as a con-
dition when obtaining skill labels from the Sword&Shield dataset,
we consider key points, including those for the sword and shield,
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(a) Location (b) Strike

(c) Reach (d) Steering
Figure A18: A physically Simulated character can be trained to complete tasks using skills from the pre-trained low-level
policy. The character successfully achieves the goals of high-level tasks while producing naturalistic behaviors. (a) Location:
the character moves towards the target location, i.e., torch. (b) the character moves to the target object and knocks it over with
its sword. (c) Reach: the character positions the tip of the sword at a target location. (d) Steering: the character moves along a
target direction (red arrow) while facing a target heading direction (green arrow).

during the discriminator process. For skills derived from the CMU
Mocap dataset, we applymasking to the sword and shield key points
for both reference motion (real samples) and physically simulated
motion (fake samples). This approach eliminates the need for the
simulated character’s sword and shield positions to align with the
reference motion, as these positions may be unreliable during the
retargeting process from the CMU Mocap dataset.

Furthermore, we employ curriculum learning for efficient train-
ing. At the beginning of the training, we disallow body-ground
contact for the first 15000 epochs to accelerate the training process,

then permit it in subsequent epochs to learn those hard-to-learned
movements.

A.6 Failure Cases
In this section, we show failure cases, e.g., characters only launch
idling motion when conditioned on a skilled label that is not embed-
ded well. Details can be found in our supplementary video. We also
observed that there is a trend of coverage improving these skills in
C·ASE as training proceeds.
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