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ABSTRACT 
Refection is an essential counselling skill where the therapist com-
municates their understanding of the client’s words to the client. 
Recent studies have explored language-model-based refection gen-
eration, but automatic quality evaluation of generated refections re-
mains under-explored. In this work, we investigate automatic eval-
uation on one fundamental quality aspect: coherence and context-
consistency. We test a range of automatic evaluators/metrics and 
examine their correlations with expert judgement. We fnd that 
large language models (LLMs) as zero-shot evaluators achieve the 
best performance, while other metrics correlate poorly with expert 
judgement. We also demonstrate that diverse LLM-as-evaluator 
confgurations need to be explored to fnd the best setup. 

CCS CONCEPTS 
• Computing methodologies → Discourse, dialogue and prag-
matics; Natural language generation; • Applied computing 
→ Psychology. 
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1 INTRODUCTION 
Motivational Interviewing (MI, [13]) is a common counselling ap-
proach that helps the client fnd their own motivation for positive 
behaviour changes, e.g., smoking cessation. In MI, refection is a key 
skill, where the therapist shows empathy through a conversational 
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summary of their understanding of the client’s words [12, 18]. To as-
sist therapist training in acquiring this skill, recent research [19, 20] 
has leveraged language models (LMs) to automatically generate 
candidate refections given a therapist-client dialogue context. 

To assess generated refections, prior work has used both auto-
matic [19, 20] and human [1, 19, 20, 22, 24] evaluation. Automatic 
evaluation often relies on reference-based metrics that measure 
the similarity between a generated text (hypothesis) and the gold-
standard text (reference) w.r.t. word overlap (e.g., ROUGE [7]) or 
embeddings (e.g., BERTScore [25]). Human evaluation involves 
professional therapists (experts) to rate generated refections as a 
good-or-bad binary choice [1] or on a Likert scale w.r.t. fne-grained 
quality aspects such as refectiveness [19, 20, 22, 24]. 

While expert evaluation is of high quality, it is expensive and 
unscalable. Thus, automatic evaluation that is closely aligned with 
expert judgement is desirable. However, metric-expert correlation 
remains under-explored for refection generation. To the best of 
our knowledge, the only study covering this topic [20] found weak 
correlation between expert judgement and reference-based metrics. 

For open-domain response generation — a closely related task — 
reference-based metrics correlate poorly with human judgement [8]. 
In contrast, reference-free metrics, such as [3, 10, 11] which use 
language modelling likelihood as a response quality indicator, have 
better performance, but they are untested for refection generation. 

It is also worth noting that, for some text generation tasks in-
cluding open-domain response generation, large language models 
(LLMs) have recently proved to be state-of-the-art reference-free 
evaluators, where the model is shown the hypothesis and then 
prompted to directly generate a numerical assessment [6, 9, 21]. 

In this work, we zoom in on automatic evaluation of one quality 
aspect: coherence and context-consistency (referred to as co-
herence for brevity), which takes both syntactics and semantics 
into account ([24] & Section 2.1). This focus is motivated by the fact 
that 1) recent LMs struggle with coherence [5]; 2) coherence is the 
pre-requisite for being a “good refection” — a refection should be 
a sensible response before being assessed w.r.t. therapy guidelines. 

Specifcally, we explore various automatic metrics for refection 
evaluation, using a recent dataset [24] of generated refections anno-
tated by MI experts w.r.t. coherence. For reference-based metrics, we 
test the commonly used BLEU [15], ROUGE-L [7] and METEOR [4]. 
For reference-free metrics, we experiment with the follow-up like-
lihood method [3] and diverse LLM-as-evaluator settings. 

Our results show that LLM-as-evaluator far outperforms other 
metrics in terms of correlation with expert judgement, but its perfor-
mance can vary across diferent LLM-as-evaluator confgurations, 
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Table 1: Dialogue context on alcohol use during pregnancy, 
with 1) its gold-standard therapist refection, 2) examples of 
generated refections and their coherence evaluations. Self-
repetitions and mid-sentence changes (e.g., “your-your”) are 
characteristics of spoken dialogue [23]. 

Context 
· · · (previous turns) 

Therapist: So, you’re feeling like once the baby comes and actually in your arms, 
then things are going to change, but right now, while you’re pregnant, you’re 
thinking, “I can kind of hang out in both worlds a little bit”, but part of you may 
be thinking maybe that’s not the case. It’s time to go to the mom world maybe. 
Client: Yeah. Probably. And I’m also feeling like it’s too late. I already screwed up. 
Therapist: Okay. So, you’ve got a lot of concerns about what’s happened to- up 
until this point, as far as your drinking. What do you know about, um, drinking 
alcohol throughout pregnancy? 
Client: Well, I know, like, they say not to, but I thought because my friends didn’t 
really care, I thought, “Okay. Like maybe-maybe it doesn’t matter. Maybe it’s just 
what they tell you”. Just like drinking, in general, is bad. 
Therapist: So, you were thinking because your-your friends weren’t pressuring 
you to stop drinking, that-that it must be okay. 
Client: Yeah. 

Gold-Standard Refection from Therapist 
Therapist: And then there’s this other part of you that’s- was thinking maybe 
it’s not okay. 

Examples of Generated Refections 
GPT-2: And you’re-you’re not sure that it is. 

(Evaluated as Coherent by: 2/3 Laypeople and 3/3 Experts) 
GPT-3.5: And so now you’re feeling like it’s too late to change and you’re- you’re 
worried about what kind of impact your drinking might have had on the baby. 

(Evaluated as Coherent by: 3/3 Laypeople and 3/3 Experts) 

which highlights the need to explore diverse evaluation setups 
for optimal results. We hope our work will inspire future eforts 
towards efective automatic evaluation for refection generation. 

2 METHODOLOGY 

2.1 Data 
We use EvalReflections [24], a dataset we collected previously 
that consists of refections with coherence evaluations. 

EvalReflections contains 15 dialogue contexts, each being a 
therapist-client conversation snippet with 14 turns on average — an 
example is shown in Table 1. Each context has a gold-standard refec-
tion from the therapist, on average 7.1 refections from GPT-2 [17] 
(gpt2-medium) and 8.8 from GPT-3.5 [2] (text-davinci-002). In 
total, 107 refections are from GPT-2 and 133 from GPT-3.5. 

Each generated refection is annotated by 3 laypeople and 3 MI 
experts as a binary choice w.r.t. coherence, resulting in 6 individual 
binary labels. Specifcally, a refection is not coherent if it has any 
of the errors below, as defned in [22]: 

• Malformed: poor grammar, unclear references, and/or con-
fusing logic. 

• Dialogue-contradicting: contradicts context. 
• Parroting: repeats a part of context unnaturally. 
• Of-topic: little to no relevance to context. 
• On-topic but unverifable: relevant to context but has con-
tent that is unverifable based only on context. 

Accordingly, we defne the coherence score of a refection to 
be the number of laypeople/experts annotating it as coherent. For 
example, the GPT-2 refection in Table 1 is considered coherent by 2 
out of 3 laypeople and 3 out of 3 experts, which means it has a score 

Table 2: Laypeople-experts Spearman’s correlations w.r.t. co-
herence scores. Both values are signifcant (� < 0.05). 

On GPT-2 On GPT-3.5 
Refections Refections 

Laypeople-Experts Correlation 0.704 0.412 

of 2 from laypeople and 3 from experts. Overall, laypeople-experts 
correlation w.r.t. coherence scores is strong on GPT-2 refections 
and moderate on GPT-3.5 refections [16] (Table 2). 

Due to space constraints, we refer the reader to our paper [24] 
for more details on the annotation procedure and in-depth analysis 
of laypeople-experts diferences in coherence evaluation. 

2.2 Reference-Based Metrics 
Reference-based metrics measure hypothesis-reference similarity 
and have two main categories: 1) word-overlap-based metrics that 
calculate n-gram-level similarity; 2) embedding-based metrics that 
compute semantic similarity via token/sequence embeddings. 

We employ 4 commonly used reference-based metrics, using the 
gold-standard refection as the reference: 

• BLEU-4 [15]: precision between hypothesis and reference 
at the level of up to 4-grams. 

• METEOR [4]: unigram-level F1-score between hypothesis 
and reference, considering stemming and synonyms. 

• ROUGE-L [7]: F1 score based on the longest common sub-
sequence between hypothesis and reference. 

• BERTScore [25]: token-level F1-score between hypothe-
sis and reference. Precision and recall are computed using 
greedy matching between hypothesis tokens and reference 
tokens. Matching is based on token embedding similarity. 

Among the metrics above, BLEU-4, METEOR and ROUGE-L are 
based on word overlap while BERTscore is based on embeddings. 

2.3 Follow-Up Likelihood (Reference-Free) 
We probe the follow-up likelihood method [3, 10], a reference-free 
metric which assumes that the next utterance in a dialogue indicates 
the quality of the current turn. For example, if the next utterance is 
“You’re really confusing”, the current turn likely lacks clarity. 

We adopt the formulation from [3]: Given an LM � , a dialogue 
history ℎ, a response � and a hypothetical follow-up � like “You’re 
really confusing”, the conditional log likelihood �� (� ; ℎ, � ) of the 
follow-up quantifes the quality aspect represented by � . For ex-
ample, if the log likelihood of “You’re really confusing” is high, it 
means that the model, now playing the role of the listener, is likely 
to continue the conversation with “You’re really confusing”, which 
is evidence that the response � likely lacks clarity. 

In addition to unfavourable follow-ups like “You’re really con-
fusing”, there are also favourable follow-ups, such as “Wow that 
is really interesting”. Accordingly, high likelihood of a favourable 
follow-up means the response likely shows the favourable attribute. 
We use the favourable/unfavourable follow-ups from [3]. 
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2.4 LLM as Evaluator (Reference-Free) 
Following recent LLM-as-evaluator studies [6, 9, 21], we formulate 
reference-free evaluation as a zero-shot prompting task, where the 
LLM is prompted to generate a single number as the evaluation 
result. We divide the prompt into two consecutive segments: 

• Task Body: contains task description, background (optional), 
dialogue context, and refection to be evaluated. 

• Assessment Request: follows the task body and asks for a 
single number as the refection evaluation result. 

We consider several types of task body and assessment request as 
shown below, and we pair each task body type with each assessment 
request type to explore LLM performance. 

2.4.1 Task Body Types. The task body consists of 2 mandatory 
parts and 2 optional parts: 

• Part A (Mandatory): A general description of the task. 
• Part B (Optional): A brief explanation of incoherence errors 
([22] & Section 2.1) without examples. 

• Part C (Optional): A tutorial demonstrating coherent and 
incoherent refections, taken directly from Table 4 of [22]. 

• Part D (Mandatory): Dialogue context and refection. 
The full text for each part is shown in Table 6 (Appendix). Thus, we 
adopt 3 task body types with increasing background information: 

• Instructions: A general task description followed by the 
⟨context, refection⟩ pair, i.e. concatenation of Parts A & D. 

• Instructions & Error Explanations: We insert the brief 
explanation of incoherence errors after the task description. 
Thus, the task body is a concatenation of Parts A, B and D. 

• Instructions & Tutorial: We further add the tutorial after 
the incoherence error explanation. Thus, the task body is a 
concatenation of Parts A, B, C and D. 

2.4.2 Assessment Request Types. Inspired by [6], we experiment 
with two assessment request types that ask the model to produce a 
single number as the assessment: 

• Rating: a rating on a Likert scale from 1 to 5. 
• Scoring: a score between 0 and 100. 

The full text for each type is shown in Table 7 (Appendix). 

3 EXPERIMENTS 
We measure the performance of an automatic metric as the Spear-
man’s correlation between its assessments and experts-based coher-
ence scores on GPT-2/GPT-3.5 refections from EvalReflections. 

3.1 Reference-Based Metrics 
For BERTScore, we use two LMs to acquire embeddings: roberta-
large and DeBERTa-XLarge-MNLI. The former is used in the origi-
nal paper and the latter is best correlated with human judgement1. 

We show in Table 3 the results of reference-based metrics. There 
is not a clear trend, as BERTScore outperforms word-overlap-based 
metrics on GPT-2 refections but the reverse is true on GPT-3.5 
refections. The correlations are low overall — the highest is 0.159 
and many are below 0. This is not surprising, since coherence is 

1Leaderboard (https://github.com/Tiiiger/bert_score) accessed on 9 May 2023. 

Table 3: Spearman’s correlations between reference-based 
metrics and expert judgement. None is signifcant (� < 0.05). 

On GPT-2 On GPT-3.5 Metric Refections Refections 

Word-Overlap-Based Metrics 
BLEU-4 -0.113 0.072 
ROUGE-L 0.056 -0.023 
METEOR -0.108 0.101 

Embedding-Based Metrics 
BERTScore (roberta-large) 0.159 -0.046 
BERTScore (DeBERTa-XLarge-MNLI) 0.099 -0.040 

not equivalent to similarity to the reference, as coherent refections 
can diverge considerably from the gold standard. 

3.2 Follow-Up Likelihood (Reference-Free) 
Following [3], we adopt the response-generation model facebook/ 
blenderbot-400M-distill as the LM to compute log likelihood. 

For GPT-2 and GPT-3.5 refections separately, we probe the top-5 
follow-ups w.r.t. absolute correlation, as strong positive and nega-
tive correlations are both desirable: an ideal favourable follow-up 
should have a strong positive correlation, but an ideal unfavourable 
follow-up should have a strong negative correlation (Section 2.3). 

As Table 4 shows, four of the top-5 follow-ups for GPT-2 refec-
tions are unfavourable, while the favourable one “That’s a lot of 
questions!” can also be interpreted as unfavourable. All 5 follow-ups 
have negative correlations, some of which are intuitive. For exam-
ple, the top-1 follow-up “You’re not understanding me!” is related 
to incoherence errors like dialogue-contradicting and of-topic. 

Nevertheless, the top-1 follow-up for GPT-2 refections still only 
has a weak absolute correlation of 0.236. Therefore, following [3], 
we also consider grouping the top follow-ups and using their av-
eraged log likelihood. As a result, we notice some improvement, 
such as the group of the top-3 follow-ups reaching an absolute 
correlation of 0.261, but overall those are low correlations, espe-
cially compared to the correlation of 0.51 with human judgement 
for open-domain dialogue generation in the original paper [3]. 

On GPT-3.5 refections, the top follow-ups are not intuitive. 
For example, the top-1 follow-up — “Why are you changing the 
topic?” — is unfavourable but has a positive correlation of 0.279. In 
fact, all top-5 follow-ups have positive correlations, but only one of 
them is favourable. Furthermore, the highest top-1 correlation is 
still weak, although no group of top follow-ups outperforms it. 

Based on the results, we postulate that incoherent GPT-2 refec-
tions have more straightforward errors that can be easily captured 
by follow-ups, while incoherent GPT-3.5 refections are more subtle, 
making follow-up-based evaluation unsuitable. 

3.3 LLM as Evaluator (Reference-Free) 
Following [6], we use 3 advanced OpenAI LLMs2 as the evaluator: 

• GPT-3.5 (text-davinci-002): An InstructGPT model [14] 
of 175B parameters. It was also used in [24] to generate the 
GPT-3.5 refections in EvalReflections. 

2We used the latest version of those OpenAI models at the time of our experiments. 
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Table 4: 1) Top 5 follow-ups ranked by absolute Spearman’s 
correlation with expert judgement; 2) Likelihood-averaged 
follow-up groups and their Spearman’s correlations with 
expert judgement. (+)/(-): favourable/unfavourable follow-up. 
Signifcant (� < 0.05) correlations are italicised. 

On GPT-2 Refections 

Individual Follow-Up Correlation 
1 (-) You’re not understanding me! -0.236 
2 (-) I don’t really care. That’s pretty boring. -0.231 
3 (+) That’s a lot of questions! -0.229 
4 (-) That makes no sense! -0.221 
5 (-) You don’t really know much. -0.213 

Likelihood-Averaged Follow-Ups Correlation 
1 & 2 -0.254 
1, 2 & 3 -0.261 
1, 2, 3 & 4 -0.251 
1, 2, 3, 4 & 5 -0.258 

On GPT-3.5 Refections 
Individual Follow-Up Correlation 

1 (-) Why are you changing the topic? 0.279 
2 (-) You don’t really know much. 0.212 
3 (+) Wow that is really interesting 0.206 
4 (-) Don’t change the topic! 0.198 
5 (-) Let’s change the topic. 0.192 

Likelihood-Averaged Follow-Ups Correlation 
1 & 2 0.257 
1, 2 & 3 0.259 
1, 2, 3 & 4 0.232 
1, 2, 3, 4 & 5 0.246 

Table 5: Spearman’s correlations between LLM-as-evaluator 
metrics and expert judgement. Signifcant (� < 0.05) correla-
tions are italicised. Best performance is in Bold. 

Assessment On GPT-2 On GPT-3.5 Task Body LLMRequest Refections Refections 

ChatGPT 0.584 0.103 
Rating GPT-3.5 0.271 0.197 

GPT-3.5.1 0.489 0.239Instructions 
ChatGPT 0.586 0.014 

Scoring GPT-3.5 0.276 0.280 
GPT-3.5.1 0.482 0.261 
ChatGPT 0.522 0.198 

Instructions Rating GPT-3.5 0.032 0.167 
& GPT-3.5.1 0.397 0.309 

Error 
ChatGPT 0.551 0.193

Explanations Scoring GPT-3.5 0.350 0.268 
GPT-3.5.1 0.472 0.336 
ChatGPT 0.506 0.219 

Rating GPT-3.5 0.102 0.336Instructions 
GPT-3.5.1 0.496 0.389& 

Tutorial ChatGPT 0.572 0.034 
Scoring GPT-3.5 0.449 0.278 

GPT-3.5.1 0.486 0.343 

Wu et al. 

• GPT-3.5.1 (text-davinci-003): An improved version of 
GPT-3.5 that better aligns with human preference. 

• ChatGPT (gpt-3.5-turbo): A version of GPT-3.5.1 that is 
optimised for chat. 

We use a decoding temperature of 0 to ensure deterministic output. 
As shown in Table 5, the best-performing LLMs have substan-

tially better correlations with expert judgement than reference-
based metrics and follow-up likelihood. Specifcally, ⟨Instructions, 
Scoring, ChatGPT⟩ achieves 0.586 on GPT-2 refections, while 
⟨Instructions & Tutorial, Rating, GPT-3.5.1⟩ reaches 0.389 on GPT-
3.5 refections. Thus, this fnding echoes recent work (e.g., [6, 9]) 
in afrming the efectiveness of LLMs as zero-shot text evaluators. 
Interestingly, these two numbers also show that it is more difcult 
for both LLMs and laypeople (Table 2) to align with experts on 
GPT-3.5 refections than on GPT-2 refections. 

We also observe that ChatGPT always outperforms GPT-3.5.1 
on GPT-2 refections, but the reverse is true on GPT-3.5 refections. 
Furthermore, GPT-3.5.1 outperforms GPT-3.5 in every setting, 
which shows GPT-3.5.1 is indeed more capable. As for assessment 
request types, rating is not consistently better or worse than scoring. 

Interestingly, with increasing background information (none → 
error explanations → tutorial) in the task body, GPT-3.5.1 consis-
tently achieves better performance on GPT-3.5 refections. Since 
GPT-3.5 refection incoherence is likely more subtle (Section 3.2), 
this shows that more detailed task background information can 
help LLMs in some settings to evaluate more challenging examples. 

Overall, the superior performance of LLMs makes them promis-
ing automatic coherence evaluators. Nevertheless, researchers 
should explore diferent evaluation setups, e.g., types of task body 
and assessment request, in order to fnd the optimal confguration. 

4 CONCLUSION 
In this work, we explored various automatic evaluators/metrics 
for their correlation with expert judgement on the coherence and 
context-consistency of generated refections. We found that the best 
performance was achieved by using LLMs as zero-shot reference-
free evaluators, while reference-based metrics and the reference-
free follow-up-based evaluator all had poor correlations with expert 
judgement. Nevertheless, exploration of diverse confgurations is 
needed for the LLM-as-evaluator approach, since diferent setups 
can have varying performance levels. For future work, we plan to 
further investigate LLMs as evaluators, e.g., 1) generating aspect-
level explanation (e.g., “low coherence due to sudden topic change 
at ...”) for auto-assigned coherence scores; 2) probing the underlying 
reasons for the superior performance of LLMs as evaluators. 
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A PROMPTING DETAILS 
Table 6 shows the diferent parts of the task body, and Table 7 
presents the two assessment request types. 

Table 6: Parts of task body. 

Part A: Task Overview 
Applicable to: All task body types 

Task overview: evaluate the quality of a Response Candidate for a multi-turn 
Dialogue 
# Defnitions 
1) "Dialogue": Part of a multi-turn conversation between a therapist and a client 
2) "Response Candidate": A response candidate that the therapist could say to the 
client after the last turn in the Dialogue 
Note: You may notice some self-repetitions and/or mid-sentence changes within a 
turn. This is normal, as the text is captured from spoken dialogues. 

Part B: Incoherence Error Explanations 
Applicable to: Instructions & Error Explanations; Instructions & Tutorial 
## Incoherence and Inconsistency 
A response candidate is incoherent and/or inconsistent with the Dialogue if it has 
any of the following problems: 
1) Malformed: ... 
2) Dialogue-contradicting: ... 
3) Parroting: ... 
4) Of-topic: ... 
5) On-topic but unverifable: ... 

Part C: Tutorial 
Applicable to: Instructions & Tutorial 
# Tutorial 
Below is an example Dialogue and several illustrative Response Candidates. 
## Example Dialogue 
Therapist: ... 
... (intermediate turns) 
Client: ... 
## Illustrative Response Candidates 
### Coherent and Consistent Response Candidate 
Therapist: ... 
### Incoherent and/or Inconsistent Response Candidates 
#### Malformed 
Therapist: ... 
#### Dialogue-contradicting 
Therapist: ... 
#### Parroting 
Therapist: ... 
#### Of-topic 
Therapist: ... 
#### On-topic but unverifable 
Therapist: ... 

Part D: Context + Refection 
Applicable to: All task body types 
# Task 
## Dialogue 
Therapist: ... 
... (intermediate turns) 
Client: ... 
## Response Candidate 
Therapist ... 

Wu et al. 

Table 7: Assessment request types. 

Type 1: Rating 

## Rating 
Rate the Response Candidate on a discrete scale from 1 to 5, where a rating of 1 
means “completely incoherent and/or inconsistent with the Dialogue” and a rating 
of 5 means “perfectly coherent and consistent with the Dialogue”. 
Rating (1-5): 

Type 2: Scoring 
## Scoring 
Score the Response Candidate on a continuous scale from 0 to 100, where a score 
of 0 means “completely incoherent and/or inconsistent with the Dialogue” and a 
score of 100 means “perfectly coherent and consistent with the Dialogue”. 
Score (0-100): 
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