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ABSTRACT 
Domestic abuse research demonstrates that perpetrators are agile 
in fnding new ways to coerce and to consolidate their control. They 
may leverage loved ones or cherished objects, and are increasingly 
exploiting and subverting what have become everyday ‘smart’ tech-
nologies. Robots sit at the intersection of these categories: they 
bring together multiple digital and assistive functionalities in a 
physical body, often explicitly designed to take on a social com-
panionship role. We present a typology of robot facilitated abuse 
based on these unique afordances, designed to support systematic 
risk assessment, mitigation and design work. Whilst most obvi-
ously relevant to those designing robots for in-home deployment 
or intrafamilial interactions, the ability to coerce can be wielded by 
those who have any form of social power, such that our typology 
and associated design refections may also be salient for the design 
of robots to be used in the school or workplace, between carers and 
the vulnerable, elderly and disabled and/or in institutions which 
facilitate intimate relations of care. 
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1 INTRODUCTION 
The ‘problem’ of robot abuse has been considered from a number of 
perspectives within the Human-Robot Interaction (HRI) literature 
to date. Whilst there has been some discussion on the destruction 
of robots as creativity or catharsis [44], the majority of works are 
concerned with the potentially negative impacts of such behaviour. 
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Regarding the abuse of robots, concerns cited within the literature 
include the potential for (unchecked) robot-directed abuse to hinder 
robot function [5], reinforce and/or normalise harmful social norms 
and behaviours [65, 83], induce distress within human observers 
of the abuse [25, 61] and/or damage the ‘moral character’ of the 
perpetrator [13]. Regarding abuse with robots, critical stances on 
the use of robots e.g. in policing and military contexts can be found 
both in literature [78] and in researcher-led movements like the 
Campaign to Stop Killer Robots1 and the No Justice No Robots 
campaign.2 

Seemingly absent from the discussion so far is a detailed re-
fection on the potential for robots to be (mis)used and abused 
within the context of domestic abuse. Based on increasing evidence 
documenting Technology Facilitated Abuse (TFA), including the 
“subversion of ‘everyday’ digital technological systems to coerce, con-
trol and harm" [68, p.4], we must anticipate that robots designed 
for in-home deployment and/or otherwise explicitly designed to 
facilitate interactions between family members or partners may 
also be (mis)used and abused by perpetrators. According to the 
Istanbul Convention, domestic violence and abuse includes “all 
acts of physical, sexual, psychological or economic violence that oc-
cur within the family or domestic unit or between former or current 
spouses or partners, whether or not the perpetrator shares or has 
shared the same residence with the victim" [52]. It can therefore 
include violence and abuse between "parent and child, siblings, or 
even roommates" [68, p.13], although these forms of abuse may 
also be analysed under separate literature on, for example, ‘family 
violence’ or ‘child-to-parent violence’. Intimate Partner Violence 
(IPV) is often used interchangeably with ‘domestic violence’ but 
focuses specifcally on abuse between intimate partners, in house-
hold, romantic or dating relationships [1]. In this paper, we will use 
the term ‘domestic abuse’ to refer to violence, abuse and control 
within intimate partner, familial and/or household settings. 

Whilst domestic abuse is both perpetrated and experienced by 
people of all genders, the ability to coerce is commonly wielded by 
those who have social power – including e.g. with respect to gender 
and/or access to particular resources or knowledge, such as wealth 
and expertise. This can explain why it is disproportionately men 
who have exerted coercive control in intimate relationships. To give 
some sense of the scale of the problem: globally, it is estimated that 
27% of women in relationships have experienced IPV at least once 
in their lifetime [53]. In New Zealand, police attend a family harm 
episode every three minutes [56] with Māori women, nearly 50% of 

1https://www.stopkillerrobots.org/stop-killer-robots/ 
2https://nojusticenorobots.github.io/ 
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whom experience partner violence during their lifetime, being at 
particular risk of harm [55]. In England and Wales, it is estimated 
that 5.0% of adults (6.9% of women and 3.0% of men) aged 16 years 
and over experienced domestic abuse in the year ending March 2022; 
equating to an estimated 2.4 million adults (1.7 million women and 
699,000 men) [23]. Specifcally concerning TFA, 59% of women and 
children supported by the UK-based domestic abuse charity Refuge 
in 2020-2021 experienced abuse involving technology [18, p.52]. In 
the U.S., a (nationally representative) survey of 2752 adults aged 
18-35 found that 70% of all respondents reported experiencing some 
form of technology facilitated abuse, rising to 81% among sexual 
and gender minorities, with friends, family and/or acquaintances, 
together with (ex-)intimate partners, accounting for the largest 
individual proportion of reported TFA experiences across both 
groups (43.1% and 61.3% respectively) [71]. 

When it comes to TFA within domestic settings, the gendered 
nature of domestic abuse is further compounded by a gender gap 
in digital skills [75]. Women are less likely to engage with secu-
rity and privacy technologies (e.g. using VPNs, anti-spyware) than 
men, which has fuelled calls for work on digital safety protection 
to be more inclusive of women’s needs [17]. Similarly, despite the 
relative prevalence of TFA, awareness of it remains low. Nearly 
half of the women surveyed by Refuge were unable to identify a 
home device they thought could be vulnerable to abuse [18, p.56]. 
Whilst there has been some shift towards criminalisation of (some 
forms of) TFA, e.g. in the UK and Australia, it seems unlikely that 
formal legal sanctions will be sufcient [68, p.7], but rather that 
there will be a combination of criminal justice and regulatory ap-
proaches, with industry being expected to take an active role in 
these eforts [18, p.56]. Those designing, developing and deploying 
HRI have an opportunity to get ‘ahead of the curve’ by consider-
ing this now, particularly refecting on the ways existent smart 
home/connected devices have been shown to be misappropriated, 
before e.g. in-home robots become equally as pervasive. Risk assess-
ment and mitigation seems an appropriate method for conducting 
such work in a systematic and evidence-informed way [6, 15], yet 
there exist few conceptual tools to help support such a process. 
This simultaneously refects and exacerbates the fact that general 
awareness surrounding domestic abuse remains low, in part due 
to a chronic history of being overlooked [37]. In this article we 
bring together insights across HRI, domestic and intimate partner 
violence and existent mechanisms of TFA, to create a typology of 
robot facilitated abuse. We situate our work as supporting both 
Trustworthy AI [15] and Feminist HRI [82]. 

1.1 Supporting Trustworthy Robotics/AI 
Whilst a number of robot ethics guidelines and frameworks might 
be used to motivate this consideration of robot facilitated abuse, we 
specifcally posit our work as an efort to support those designing, 
developing and deploying HRI in practically realising the EU Ethics 
Guidelines for Trustworthy AI [15]. Firstly, under the principle of 
‘prevention of harm’, the EU Ethics Guidelines for Trustworthy AI 
call for developers to ensure their systems are not open to ‘malicious 
use’, with particular attention being paid to situations where they 
might "cause or exacerbate adverse impacts due to asymmetries of 
power or information" [15, p.12]. The notion of a ‘malicious actor’ 

appears again under the requirement for technical robustness and 
safety: “possible unintended applications of the system... and potential 
abuse of the system by malicious actors should be taken into account, 
and steps should be taken to prevent and mitigate these" [15, p.16]. 
Considering the ways in which robots might be intentionally used to 
enact domestic abuse represents exactly such an exercise, motivated 
by the ways in which we know other smart and digitally connected 
devices have been used. 

The EU guidelines refer to protecting “human dignity, as well 
as mental and physical integrity" and note that “harms can be indi-
vidual or collective, and can include intangible harm to social, cul-
tural and political environments" [15, p.12]. However, the concept of 
‘harm’ still remains relatively abstract. We suggest a zemiological 
approach/framing aligns well to the guidelines’ broad conceptu-
alisation of harm, whilst also helping us to identify explicitly the 
types of harm to be considered in robot deployment. In contrast 
to criminology, which tends to be concerned with state-led defni-
tions of crime and criminalisation, a zemiological approach aims 
for social justice. It allows for identifcation of - and potential to ad-
dress - harms that would otherwise go unseen or under-recognised: 
“the primary motivations of zemiology are therefore to provide con-
ceptual tools to focus on harms which are endemic, but that often 
pass unseen and indeed unregulated, and which are themselves often 
based in power imbalances and intersectional oppressions" [7, p.33]. 
In short, just as the guidelines indicate compliance with legal re-
quirements is necessary but not sufcient to deliver trustworthy 
AI, zemiology asserts that (signifcant) harm can be enacted even 
where no (illegal) criminal activity occurs. This allows for critical 
discussion of international and mass harm (e.g. climate change) 
as well as individual harms which are facilitated by practices and 
omissions at the macro-level. Such harms may not be amenable to 
defnition in criminal law or be efectively deterred or impacted by 
criminal sanction, because their causes are systemic, as has been 
argued for violence against women [7, p.27] and other forms of 
technology-facilitated harms [26]. 

A typology of harms pertinent to the zemiological approach 
might include physical harms, emotional and psychological harms, 
fnancial and economic harms, cultural harms, harms of recognition 
and autonomy harms [7, p.66]. Such an approach explicitly supports 
better harm anticipation and reduction, analogous to the notion of 
ethical risk assessment and mitigation [6, 15]. We limit our consid-
erations in this paper to physical, sexual and psychological harms 
that may arise from perpetrator-robot-victim interactions, as we 
fnd these to be particularly relevant to HRI research/design in the 
context of robot facilitated domestic abuse (compared e.g. to other 
forms of TFA). However, we encourage HRI researchers interested 
in trustworthy, safe and ethical HRI to consider making use of the 
breadth aforded by the zemiological approach when considering 
potential harms associated with robot deployment. 

1.2 Supporting Feminist HRI 
A feminist approach to HRI calls foremost for those designing and 
developing HRI to consider how its deployment might impact/be 
impacted by the power dynamics at play between diferent actors. 
These include robot users and those around them, as well as the 
institutions and social, cultural, legal structures in which they are 
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embedded [82]. Particular attention should be paid to ‘low power 
users’ who may be most at risk of negative consequences result-
ing from robot deployment. Indeed, an increasingly activist design 
stance may look to centre the needs and experiences of these users, 
challenging the status quo of robot deployment and legitimising 
work which takes seriously the (embodied) experiences of those 
traditionally under considered. As previously alluded to, domestic 
abuse is often underpinned by power diferentials between per-
petrators and victim/survivors. Our typology supports work both 
‘examining’ and ‘challenging’ such dynamics. It supports risk as-
sessment and refection on the former, and design of mitigating 
strategies - perhaps even new design opportunities - on the lat-
ter. However we want to stress the need for caution in any such 
work and encourage the pursuit of a refexive design process as put 
forward by the Feminist HRI approach (see more under Section 4). 

2 TECHNOLOGY FACILITATED ABUSE 
Technology Facilitated Abuse (TFA) is a broad umbrella term for 
abuse enacted and/or exacerbated via technological means. Ex-
amples include, e.g. cyberstalking, online harrassment and abuse 
related to gender or sexuality, cyberbullying, and fnancial fraud. As 
a form of interpersonal violence, TFA uniquely “extends the reach 
of potential abusers, can be perpetrated without direct contact with 
victims, and may ofer a degree of anonymity to perpetrators" [71]. In 
particular, we focus here on the concept of coercive control, a com-
monly observed behaviour within domestic abuse [48, 66, 68, 86]. 
Much of the literature concerning coercive control relates to inti-
mate partner violence, that is enacted by current and former spouses 
or dating partners. However the ability to coerce can be wielded 
by those who have any form of social power – whether in terms of 
gender, ethnicity or age – and/or access to particular resources or 
knowledge – such as wealth, professional qualifcations or expertise, 
secure citizenship and residency, gatekeeper status, or workplace 
seniority. Accordingly, the behaviours, typology and design refec-
tions that we present later in the paper and developed in relation 
to the domestic and intimate partner context, may also be salient to 
application contexts in which there exist signifcant power diferen-
tials between diferent robot users. These include in the school or 
workplace; between carers and the vulnerable, elderly and disabled; 
and/or in institutions which facilitate intimate relations of care, 
mutual support or supervision. 

Within an intimate partner context, Stark [66] identifed “a pat-
tern of behaviours by the perpetrator, which cumulatively under-
mines the personhood and restricts the freedom of their victim” (see 
also [48]). These behaviours may include physical, sexual, emo-
tional, psychological and/or fnancial abuse and threats as well as 
tracking, harassing and isolating victims to bring them within the 
perpetrator’s exclusive sphere of infuence and control. Increas-
ingly, research is recognising how perpetrators are agile in fnding 
new ways to coerce and to consolidate their control. As ‘smart’ 
and connected devices have become increasingly pervasive within 
the domestic environment, evidence suggests that TFA has become 
"integral to coercive control" [88]. A review of UK domestic abuse 
court cases found that, within domestic abuse, TFA was centred 
on control and manipulation, noting that these fndings echo other 
studies in suggesting that the purpose of such abuse is “rarely to 

access data (except where there was the added element of control) 
but rather to coerce and monitor victims/survivors" [68, p.37]. In de-
scribing ‘digital coercive control’ Woodlock et al. [86, p.369] note 
how technology enables perpetrators to exercise new forms of “in-
timidation, isolation, shaming, micromanagement of daily activities, 
and surveillance”. The embeddedness of technology in everyday life 
also means that perpetrators can project omnipresence, “with vic-
tims feeling they can never really escape the perpetrator’s abuse” [86, 
p.369] (see also [85]). 

Sexual coercion, violence and abuse is an under reported yet com-
mon element of domestic abuse. Anastasia Powell and Nicola Henry 
began writing on what they termed ‘technology facilitated sexual vi-
olence’ (or TFSV) in the early 2010s. They noted that, “...smartphone 
applications, dating websites, social media platforms and intimate 
digital images are all being used to facilitate sexual assaults as well 
as to shame, humiliate and blackmail victim-survivors" [57, p.79]. 
Powell and Henry were particularly keen to foreground the em-
bodied nature of the harm experienced through TFA, and in this 
way reject the traditional distinctions between ‘body and mind’ 
and ‘online and ofine’ [29]. Taking seriously the material harm of 
intangible practices is increasingly refected in laws, for example, 
around ‘revenge porn’ or ‘online harassment’, and in some ways 
echoes the shift in recognising forms of intimate partner violence 
beyond physical violence. 

Powell and Henry have also recognised how such practices “rep-
resent extensions of sexual violence, often amplifying the impacts 
on victims, rather than representing necessarily a new or unfamiliar 
harm” [28]. This fts with the ‘computer-assisted crimes’ category 
in David Wall’s 2001 typology [74] which distinguishes between ex-
isting crimes facilitated in new ways versus entirely new computer-
dependent crimes. However, there is also a political point to identi-
fying TFSV as part of the continuum of sexual violence [39] because 
it recognises that, within new technologies, we continue to remake 
and re-afrm long-standing social hierarchies, including gendered 
hierarchies. For that reason, the potential for harm should be ex-
pected and mitigated against (we note this aligns to existent HRI 
work concerning, e.g. robot-directed abuse normalising problematic 
behaviour [81, 83]). 

Drawing on evidence across academia, government and public 
services, a recent UK parliamentary report documents the ways in 
which ‘connected devices’ are currently being exploited for/used to 
exacerbate behaviours and patterns of domestic abuse [18]. Specif-
cally mentioned are smart home security systems; smartphones and 
tablets; wearables; and other smart home devices such as connected 
toys, baby monitors, cameras and speakers. Key report insights 
include [18, p.53-54] (authors’ summarisation): 

(1) Perpetrators are often the household members who purchase, 
set up and/or manage devices, often controlling Wi-Fi settings 
within the home and/or forcing victim/survivors to divulge pass-
words to their accounts. 

(2) Perpetrators can use connected devices to overtly coerce 
and control victims/survivors, even when they are not physically 
present. This may include persuading and/or misleading victim/survivors 
that devices can perform certain activities (e.g. record video or au-
dio) that they in fact cannot. 

(3) Perpetrators can use connected devices to covertly monitor 
victim/survivors and collect, e.g. recordings or images to be used 
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in blackmail. Victim/survivors may underestimate the capabilities 
of devices they interact with. Remote access features may enable 
perpetrators to continue abuse after victim/survivors have fed. 

(4) Perpetrators can use connected devices for retaliation against 
victim/survivors. This can include manipulating devices and/or 
the victim/survivor’s material environment in order to ‘gaslight’ 
and cause fear, confusion and distress. Geolocation features may 
compromise the victim/survivor’s physical safety by disclosing 
their location and route history. 

These points provide a useful start for thinking about robot 
facilitated abuse, but we suggest there are gaps and specifcities 
in relation to the use and abuse of robots, which deserve special 
attention. 

2.1 Robot Facilitated Abuse as a Special Case of 
Technology Facilitated Abuse 

We identify three key reasons why robots are likely to aford new 
and/or exacerbated forms of TFA and hence require dedicated con-
sideration from a product design, risk assessment and mitigation 
perspective. First, the bringing together of multiple digital/assistive 
functionalities into one single device is likely to increase ease of 
(perpetrator) access to those functions, i.e. the robot is likely to 
aford multiple forms of TFA we currently see facilitated by smart 
home and connected devices. Second, we know that perpetrators 
can leverage, for example, children, companion animals, medicines, 
religious belief, cherished objects or activities, to intimidate and 
punish their victims [48, 67, 72, 73]. Compared to other techno-
logical devices, robots deployed within the home may represent 
particularly ‘cherished objects’ and/or, depending on the level of 
anthropomorphism3, potential social companions. This can make 
them a target for perpetrators. Third, teleoperable robots - like 
the Double4 - also facilitate new and unique forms of embodied, 
robot-as-physical-avatar human to human interaction. Finally, all of 
these robot-specifc features intersect and compound. For example, 
the risks associated with the robot as cherished object or social 
companion may be exacerbated by the robot’s potential to support 
surveillance and perpetrator ‘omnipresence’, as shown in existing 
forms of TFA. 

2.1.1 The (Anthropomorphic) Physicality of Robot Bodies. Most 
TFA is ‘device agnostic’: this means that it can be enacted without 
the need for any (one) specialist device to be installed within the 
victim’s environment (e.g. cyberbullying or sexual harassment via 
social media or direct messaging). However, where there is one 
or more physical and identifable embodiments associated (by the 
victim/survivor) with TFA (consider, e.g. home surveillance systems 
with visible cameras, smart speakers or home assistants), these can 
serve as a powerful, physical reminder of a perpetrator’s (potential) 
omnipresence [85]. The physical presence of such devices can be 
enough to impact on victim/survivor behaviour, even in the ab-
sence of functioning digital capabilities (c.f. Mark Coeckelbergh’s 
refection on the ability of a non-functioning speed camera to reg-
ulate driver behaviour [14, p.13]). Further, the physicality of the 

3We refer here specifcally to the way in which user(s) may anthropmorphise the robot 
and consider it e.g. as a ‘friend’ rather than any specifc physical and/or behavioural 
design intent.
4https://www.doublerobotics.com/ 

robot may further be explicitly exploited by perpetrators wanting 
to unnerve victims/survivors. It may be placed in specifc areas of 
the home in order to generate a sense of surveillance and/or perpe-
trator omnipresence, or physically positioned in ways designed to 
generate discomfort (perhaps leveraging something similar to the 
uncanny valley efect [47]). 

Secondly, the robot body can itself be a target of abuse. This 
is complicated by the ways in which robot bodies (and ‘identi-
ties’ [46, 80]) are situated in material-discursive practices which 
“refect and infuence structures of power" (see discussion in [82]). 
Particular robot designs may refect particular norms or ideals, and 
interactions with the robot (whether positive, negative, violent etc.) 
may be seen as a proxy engagement with these norms or ideals. 
This underpins a key argument for why, e.g. the “rape" of humanoid 
sex robots may be problematic [60, 65], and has motivated work 
exploring how responses to robot-directed abuse might best avoid 
propagating harmful stereotypes, such as women acquiescing to 
poor treatment [81, 83]. Generally, previous work has discussed 
these issues in the context of infuencing societal norms ‘at large’. 
Our focus in this paper is empirically addressing harm to individu-
als, albeit we recognise the interconnection of individual practices 
and socio-cultural norms. We therefore build on previous works 
that have considered distress induced in those who observe phys-
ical abuse of robots [25, 62]. Particularly relevant here is Hideki 
Garcia Goo and colleagues’ recent intersectional study on distress 
induced by observations of robot-targeted abuse [25]. The authors 
found a positive correlation in the amount of distress induced where 
participants were female or a marginalised gender identity, and 
had previous experience of victimisation. They found negative cor-
relation (i.e. minimal or no distress) for participants who agreed 
with sexist and/or anti-egalitarian viewpoints. Their insights point 
directly to the sort of risks we explore in this paper, as well as the 
need for mitigation by roboticists: “we might anticipate a scenario 
in which a man abuses a female-presenting robot, with no negative 
(emotional) consequences to himself, whilst causing harm to witnesses 
of the interaction" [25, p.2445]. 

We would argue that, whilst anthropomorphism may increase 
certain risks associated with robot-directed abuse, the potential 
for harm is not predicated on it. That is to say, the risks of robot-
directed abuse are not limited to robots of particularly anthropo-
morphic design. Consider the targeted, intentional destroying of 
someone’s smartphone. Smartphones aford communication with 
both social and emergency contacts; they often store photos, videos 
and messages of sentimental value, and might also be used to cap-
ture evidence of abusive behaviour as a step towards seeking legal 
help [18]. In destroying the phone, an abuser demonstrates (both 
literally and symbolically) their capacity to isolate/control its owner 
and a potential willingness to engage in violent behaviour. In sum-
mary, whilst anthropomorphism is not a necessary ingredient for 
leveraging the robot’s physicality in causing harm, it can be an 
additional, even exacerbating way, to do so, unlikely to be covered 
by existent TFA literature. 

2.1.2 Robots as Social Companions. Robots for in-home deploy-
ment are often explicitly designed to take on social companion 
roles as part of, or in addition to, their primary function. They may 
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present a carefully crafted anthropomorphic or zoomorphic per-
sona, designed to maximise user-robot engagement (e.g. [12, 20, 34]). 
We do not wish to reinforce an idea that in-home robots ought to 
be anthropomorphic by default and we would point to existing 
work problematising and exploring the ethics of anthropomor-
phic design [64, 79]. However, we would note that real-world de-
ployments of robots indicates the extent to which users might 
anthropomorphise and/or become attached, even to relatively non-
anthropomorphic/zoomorphic robots [8, 9, 24]. Anthropomorphism 
seemingly plays a role in user-robot emotional connection [19]. It 
is this potential for emotional connection (whether maximally cu-
rated or not) that may increase the potential for harm arising from 
abuse against robots. Take the harrowing case of UK-based care 
workers tormenting dementia patients by ‘harming’ their comfort 
dolls; simple, soft toy baby dolls that patients care for as if they 
were real babies: 

“In one photo, titled ’Tug of War’ [carer 1] pulls a doll of an elderly 
woman who holds on with her hands to stop it being snatched away... 
on another occasion [carer 2] flmed [carer 1] throwing a doll to the 
foor and shouting "Die baby. Die."" [49] 

It seems reasonable to expect that the patients’ distress might 
have been increased, should their dolls have been equipped with 
social robot capabilities like anthropomorphic movement and emo-
tive communication (and, as a consequence, the potential to go 
quiet, stop moving and, perhaps even more convincingly ‘die’). Ad-
mittedly, the nature of the patients’ illness may have meant they 
were more vulnerable to confusion as to the doll being truly alive. 
But we would again draw attention to the very real emotional 
connection that users develop towards robots which they know 
are ‘just’ machines [30]; to the distress that can be induced by ob-
serving robot directed abuse; and to the symbolism of destroying 
something/some“one" cherished by the victim/observer. 

We may also anticipate ways in which perpetrators might ma-
liciously interfere with robot social companions in order to have 
the robot - from the victim/survivor’s point of view - deliver abuse. 
Direct teleoperation, including e.g. the ability to have the robot vo-
calise particular speech, represents one way such (mis)appropriation 
might occur. We would also point to end-user programming, person-
alisation and machine learning approaches (e.g. [63]) as presenting 
the same/similar risks. Consider, for example, a localised version 
of Microsoft’s Tay [84], purposefully ‘taught to be bad’. The victim 
may or may not understand that such robot behaviour actually 
originates from the perpetrator (especially given previously men-
tioned digital knowledge disparities and the associated potential 
for intentional gaslighting). This is then exacerbated by potential 
user-robot attachment and/or reliance on the robot for its assistive 
functionalities. We might hypothesise that abuse from a robot, with 
which an individual has developed an emotional attachment, could 
be experienced as a form of ‘social betrayal’. We note that ‘betrayal 
trauma’ [21] can provoke severe distress, reluctance to recognise 
the abuse, and difculty in forming future attachments. 

2.1.3 Robot as (Physically Embodied) Avatar. We have already dis-
cussed the physical embodiment of robots exacerbating the sense 
of perpetrator omnipresence, in a similar way to surveillance cam-
eras or smart speakers. However, the potential for real-time ro-
bot body teleoperation brings a new dimension to this, which is 

unique to (mobile) robots over other devices that might be installed 
within the home. Documented incidents of sexual harassment in 
virtual reality [3, 76], indicate we must also consider the risks to 
victim/survivors who make use of teleoperated robots within do-
mestic, familial and/or intimate partner settings. Extant research 
on violence - including sexual violence - in virtual and augmented 
reality spaces, has tended to focus on the moral and ontological 
status of violence [89] and the appropriate criminal justice [69] or 
ethical design [22] responses. Commonly, authors seek to compare 
and contrast the harms of ‘in-person’ versus ‘virtual violence’ and 
to explore to what extent both are connected, including causally. We 
propose that robots-as-avatars can be used to coerce and abuse both 
as an independent tactic and in a way that consolidates in-person 
abuse. 

3 A TYPOLOGY OF ROBOT FACILITATED 
ABUSE 

Bringing together insights from literature spanning domestic abuse 
and intimate partner violence, existent mechanisms of technology 
facilitated abuse and HRI, we present a typology of robot facilitated 
abuse covering three perpetrator-robot-victim confgurations in 
Table 1. These confgurations were derived iteratively, drawing on 
our respective research expertise (KW: HRI, NM: Criminology), in 
an approach akin to critical interpretive synthesis [2]. We reviewed 
(a) HRI literature concerning robots to be used within the home 
(e.g. [10, 20, 24, 35, 40, 42, 45]) and/or designed to facilitate interac-
tions between family members/partners (e.g. [4, 50, 70, 87]); (b) liter-
ature on TFA [18, 29, 57, 68, 71, 86, 88]; and (c) existing and emerging 
work on domestic abuse and coercive control [48, 67, 72, 73]. We 
started from a conceptualisation of in-home robots as assistive, dig-
ital ‘smart-home-like’ devices, with potential to become cherished 
objects and/or social companions, and hence at risk of being ex-
ploited by perpetrators. The typology is necessarily an exercise in 
horizon-scanning, but it is rooted in refexive and critical analysis 
of existing knowledge. 

Robots discussed in HRI literature range from those that are 
(identifably) human teleoperated to those which are designed to 
present a particular (seemingly autonomous/agentic) social ‘charac-
ter’. Therefore, we identifed a need to distinguish between robots 
as avatars versus robots as social agents. In the typology, our Robot 
as Victim and Robot as Perpetrator confgurations relate primarily 
to the latter category, but notably refer to the way the robot is 
presented, perceived and/or conceptualised, rather than the specifc 
mode of operation/level of autonomy. We group Robot as Avatar 
together with Robot as Tool, since both concern the leveraging of 
robot functionalities as an instrument for enacting abuse. 

In Table 1 we suggest examples of physical, sexual and psycholog-
ical abuse that we might anticipate across these three confgurations 
within the context of domestic abuse. Both the confgurations and 
example behaviours we outline should not be considered mutually 
exclusive nor exhaustive. Rather, they are an evidence-informed 
starting point designed to support HRI practitioners in systemati-
cally identifying risks, mitigation strategies and design opportuni-
ties pertaining to robot facilitated abuse in domestic, familial and/or 
intimate partner contexts. It is crucially important to note that an 
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interaction might be construed diferently by perpetrators and vic-
tim/survivors, potentially in ways that the design team might have 
thought unlikely. In Table 1, we speak primarily from a perpetrator 
perspective, suggesting ways in which perpetrators might look to 
leverage robots in enacting abuse. We do this frst, to underscore 
robot facilitated abuse as abuse knowingly and willfully enacted 
by perpetrators, for which they ought to be held accountable. Sec-
ond, we think this is a sensible starting point for thinking about 
design mitigations, aiming in the frst instance to try and prevent 
such (mis)use and abuse of robots [25]. However, we should also 
acknowledge that there will be cases where prevention is impossi-
ble/insufcient, so we must also work to minimise harm where such 
abuse does occur. Consideration of the victim/survivor perspective 
should be centred here. For example, the diference between the 
Robot as Perpetrator and the Robot as Avatar confgurations is that, 
in the former, the perpetrator has the robot character (appear to) 
deliver the abuse. If the victim/survivor knows and understands 
the robot’s behaviour to be coming from - or programmed by - the 
perpetrator, they may conceptualise the robot more as an extension 
or avatar of the perpetrator, and hence experience per the Robot as 
Avatar confguration. Therefore, while the Robot as Victim or Per-
petrator confgurations might seem particularly relevant for social 
and/or highly anthropomorphised robots, and the Robot as Avatar 
may seem particularly relevant to robots designed primarily for 
teleoperation, the reality is that these confgurations are fuid and 
that they depend on perpetrator behaviour and victim perception. 
We try to exemplify this in Section 3.1. 

3.1 Example Typology Application 
It is important to stress that our typology is, to some extent, an exer-
cise in anticipating futures, albeit rooted in peer-reviewed evidence 
of what we know/see already in the domestic abuse and TFA spaces. 
As with most risk assessment and mitigation work, refecting on 
the risks identifed here is not guaranteed to identify all possible 
ways a particular robot/application might be (mis)used and abused, 
but it does ofer a tangible starting point. To give some indication of 
how, we use it here to identify, compare and contrast risks posed by 
two diferent in-home robots: Roomba and Jibo. The Roomba robot 
is an autonomous robot vacuum cleaner which can be partially 
controlled (e.g. directed to clean a particular room or space at a 
particular time/on demand) via the iRobot Home App.5 Jibo is a 
socially assistive robot which - according to promotional materials 
from its time as a commercial product6 - can capture photos and 
videos, relay messages from friends/family and support remote 
teleoperation for video calls. Recent work posits using Jibo to deliv-
ering in-home psychological wellbeing interventions [34, 36] and 
it is this application we refect on here. 

Looking at our typology, we might predict that perpetrators 
might physically damage Roomba per the Robot as Victim or Robot 
as Tool confgurations. The former might be done to induce distress 
or fear in the victim/survivor (noting that there is evidence of 
users developing emotional attachment to service robots [8, 9, 24] 
but again that observations of violence are distressing regardless 
of specifc user-robot attachment [25]). The latter might be done 

5https://www.irobot.com/en_US/irobot-home-app.html 
6https://www.youtube.com/watch?v=H0h20jRA5M0 

to exert control over the victim/survivor’s behaviour, i.e. forcing 
them to do the cleaning the robot was intended to do. In cases 
where perpetrators have access to the app, they might achieve 
similar via interfering with the robot’s operation (e.g. cancelling 
scheduled cleans). They might also use app access to schedule 
cleans at inappropriate times or act in unexpected ways, potentially 
enacting psychological abuse per the Robot as Tool confguration. 

In comparison, we might suggest that Jibo is more at risk of 
being leveraged per the Robot as Avatar confgurations given its 
teleoperation and message delivery functionalities. We would also 
suggest the use of Jibo for psychological wellbeing specifcally gen-
erates increased and intersecting risks across the Robot as Victim, 
Robot as Perpetrator and Robot as Tool confgurations. Engagement 
with the robot-delivered intervention likely relies on some level 
of user-robot attachment (per the therapeutic alliance/therapeutic 
relationship [32, 43]) such that abuse, towards or from the robot, 
could be more distressing than in the Roomba case. Similarly, in-
terference with Jibo’s primary therapy-delivery function (whether, 
e.g. through physical damage per the Robot as Victim confguration 
or simply through interference, e.g. with data saves, memory wipes 
etc.) has potential to cause signifcant harm/distress to someone 
engaged in the intervention. 

We note with these two examples how both more and less so-
cial/anthropomorphic robots may be leveraged across all of our 
typology confgurations, and that risks may mutually intersect and 
compound. 

3.2 A Cautionary Note on Designing for Risk 
Mitigation 

Designing for safety/security of robots and user protection is a 
basic design obligation and there are existing eforts to identify 
technology design principles for risk minimisation (see e.g. those 
by IBM [51]). However, we want to note that design for risk miti-
gation is generally analogous to the concept of “situational crime 
prevention" in criminology, often based on rational, technical be-
liefs, which may have unintended consequences (displacement, new 
harms, people behaving in less ‘rational’ ways than expected result-
ing in minimal actual deterrence) [31]. In addition, this approach 
tends to individualise the problem (and responsibilise the individ-
ual), when issues such as gender-based violence have structural 
and systemic causes. So whilst a principled design approach is im-
portant and worthwhile, we must recognise that in isolation this 
will not be sufcient to tackle the issue of robot facilitated abuse. 
We encourage designers to look through e.g. the IBM guidelines, 
but note that more work is needed to expand on and translate these 
towards robots and HRI specifcally. 

4 BEYOND MINIMISING HARM: SUPPORTING 
VICTIM/SURVIVORS AND TACKLING ABUSE 

Readers of this article may wonder whether there could be a more 
active role for robots and HRI in tackling domestic abuse. We would 
urge researchers to think carefully about if, how and why they 
might consider positing an HRI-based intervention for domestic 
abuse, noting critique of digital technology interventions for sexual 
and gender-based violence prevention and response [16]. However, 
we also see positive developments in other technological felds, and 
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Table 1: A typology of robot facilitated abuse presenting three perpetrator-robot-victim confgurations. Examples of physical, 
sexual and psychological ("psych.") robot facilitated abuse we might anticipate within settings of domestic abuse, are provided. 

Robot as Victim Robot as Perpetrator Robot as Instrument 
(or Cherished Object) as Avatar as Tool 

Perpetrator abuses robot as 
a way to harm the (human) 
victim/survivor (explored in 
previous HRI works [25, 
61]). Victim/survivor may or 
may not be observing in real-
time. 

Perpetrator programmes or 
otherwise controls the ro-
bot to behave abusively to 
the victim (i.e. abuse ap-
pears to come from the ro-
bot, c.f. Microsoft Tay [84]). 
Victim may or may not 
know/understand that the 
perpetrator is directly re-
sponsible for the abuse. 

Perpetrator asserts self and 
enacts abuse via the ro-
bot body, something we ex-
pect given demonstrations 
of similar via VR avatars [3, 
76]. This includes being abu-
sive to the victim/survivor-
avatar robot body (left) or 
using the robot body to de-
liver abuse (right), the latter 
difering from robot as perpe-
trator because here the (hu-
man) perpetrator is openly 
the aggressor. 

Perpetrator utilises digital 
and/or assistive functional-
ities of the robot to enact 
abuse in ways they might 
utilise any other technol-
ogy c.f. the existent liter-
ature on technology facil-
itated abuse (TFA) across 
e.g. smart home security sys-
tems, smartphones/tablets, 
wearables, baby monitors, 
and smart speakers [18]. 

Physical 
Abuse 

e.g. punching, kicking, 
throwing the robot 

e.g. having the robot strike 
the victim, or otherwise 
cause physical harm (e.g. 
tripping) through its 
(mis)behaviour 

e.g. punching, kicking, 
throwing the victim-
teloperated robot, or using 
the teleoperated robot body 
to strike the victim 

e.g. maliciously interfering 
with operation or physical 
structure of the robot in or-
der to cause harm through 
(mis)function (consider e.g. 
healthcare) 

Sexual 
Abuse 

e.g. seeking physical sex-
ual gratifcation using the 
robot (without consent of 
victim-observer), directing 
sexualised violence towards 
the robot 

e.g. having the robot sex-
ually harass the victim by 
making inappropriate com-
ments, engage in unwanted 
touching and/or behave in 
other sexualised ways 

e.g. sexually harassing the 
victim-teleoperated robot 
body (e.g. via unwanted 
touch, indecent exposure), 
or using the teleoperated 
robot body to deliver 
unwanted sexual advances, 
harassment or violence 

e.g. using the robot’s audio-
visual and/or internet capa-
bilities to capture, upload, 
access, download or broad-
cast sexual content with the 
intent of harming the victim 

Psych. e.g. verbally abusing the ro-
Abuse bot (slurs, taunts), or deni-

grating the victim-robot re-
lationship 

e.g. having the robot ver-
bally abuse the victim (en-
gaging in gaslighting, bully-
ing etc.) or work to under-
mine the victim’s social re-
lationships and reduce their 
contact with friends/family 

e.g. delivering verbal abuse 
(engaging in gaslighting, 
bullying etc.) via the tele-
operated robot, and/or us-
ing the robot body to create 
a sense of perpetrator om-
nipresence 

e.g. using (mis)using or ma-
liciously interfering with ro-
bot functionality in order 
to interfere with the vic-
tim’s environment in ways 
designed to induce fear, con-
fusion and/or distress 
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recognise that such work could represent a compelling exercise in 
‘challenging power’ per Feminist HRI [82]. Here, we outline some 
possible future directions based, in part, on eforts in related felds. 

(1) In what ways could robot-collected/HRI-generated data signal 
domestic abuse? In what ways could this prompt an intervention or 
support victim/survivor evidence gathering? For example, machine 
learning for healthcare researcher Irene Chen has explored the 
possibility of predicting intimate partner violence using radiology 
reports [11]. Importantly, Chen’s work is conducted collaboratively 
with medical experts, and the aim is not necessarily to create an 
autonomous classifcation system but rather empower clinicians to 
spot potential cases. We would draw particular attention to the way 
Chen and colleagues have considered the way this AI-based sys-
tem would ft into (and potentially address weaknesses of) existing 
structures of care: “Patients are reluctant to come forward...and also 
clinicians and healthcare practitioners are often not on the lookout 
for these things. They’re not trained in the right way. They might be 
busy, they might be resource constrained. They might only have a few 
minutes with each patient at a time" [54]. Perhaps more relevant for 
in-home HRI are eforts to identify domestic abuse through analysis 
of ambient sensor data (see [41] for a review). Notably, in our typol-
ogy, we have focused only on robot-directed abuse through the lens 
of (immediate) harm to victim/survivors. Even in cases where there 
is no immediate victim/observer, we might also discuss whether 
sustained robot-directed abuse might represent one ‘red-fag’ risk 
factor indicating the potential for domestic abuse. Research tells 
us that evidence of ‘jealous surveillance’ [59], monitoring, threats 
and isolation of the victim, are core tactics of coercive control and 
domestic abuse. We know also that perpetrators will use whatever 
tools are at their disposal [48]. Therefore, it is reasonable to infer 
that the abuse of robots in the presence of an intimate other, as de-
fned in the typology, could be a perpetrator red-fag. Independent 
abuse of robots, without the presence of an intimate other, may 
also be a warning sign, though further research is needed. Over-
all, we must be careful not to lose sight of victim/survivor agency 
with respect to when (not) and how (not) to report domestic abuse 
and/or request support. Mobile applications are currently available 
for victim/survivors to support, for example, documenting and/or 
recording abuse, anonymously (or not) contacting law enforcement, 
and fnding professional support. Such eforts must be careful to 
ensure any data recorded is usable by authorities (e.g. there may 
be a need to ensure data is time-stamped) and should avoid propa-
gating the idea that “surveillance is a normal approach to protecting 
women" [58]. Further work on this would require input from vic-
tim/survivors, related advocacy groups/service providers and law 
enforcement, and may be locally constrained due to diferences in 
legal defnitions and classifcations of domestic abuse as a crime. 

(2) Could HRI aid in tackling some potential “root causes" of domes-
tic abuse, e.g. by supporting (would-be) perpetrators? For example, 
‘innerBoy’ is a mobile application designed to support men in heal-
ing from the impacts of intergenerational trauma and abuse created 
by Taimalelagi Mataio (Matt) Brown, survivor and founder of “She 
Is Not Your Rehab".7 innerBoy is designed for “men who are often 
left out of the conversation in family violence prevention with limited 

7https://www.sheisnotyourrehab.com 

non-mandated therapeutic options available to them", essentially pro-
viding a tool for ‘self-therapy’. The idea of using socially assistive 
robots to support such therapy seems like an an obvious possi-
bility given existing demonstrations of such robots in supporting 
psychological well being exercises [34]. Using robots to facilitate 
discussions between men, supporting delivery of something like the 
“#guytalk" initiative"8 (conceived by Swedish equality consultants 
MakeEqual, #guytalk facilitates conversations about masculinity) 
would seem to extend existing work on the use of social robots as 
mediators of difcult conversations (e.g. [33, 38, 50, 70]). 

(3) Beyond trying to tackle/minimise domestic abuse directly, how 
else could the HRI community support work to address domestic abuse? 
Coercive control prevention eforts generally encompass improving 
knowledge and awareness, reducing shame and fear and improving 
confdence in reporting. Raising knowledge and awareness among 
the robot design community and among manufacturers is an impor-
tant step in working to minimise (mis)use of robots of the kind we 
have seen with other smart/connected devices. The idea of robot 
facilitated abuse may currently seem outlandish to many, so early 
signalling by the HRI community and linking to existing forms of 
coercive control that people recognise (e.g. phone trackers), may 
help to embed and legitimise this is as an issue to be take seriously. 
On the consumer/user side, given the documented gender divide in 
digital skills [75], continuing to work on better engaging girls in 
computing education and robotics [27] might help to reduce knowl-
edge disparities that might be leveraged in robot facilitated abuse. 
This should be part of broader eforts to educate young people on 
the ethical risks associated with new technologies [77]. 

Overall, our greatest source of expertise here is going to be vic-
tim/survivors themselves, so we should be making sure to involve 
them (safely, and properly compensated) within our design and 
development processes. Sometimes, what may appear as a good and 
evidence-backed idea, could turn out to be unsafe or unworkable. 
There is no substitution for the perspectives and lived experiences 
of victim/survivors in identifying and addressing such shortcom-
ings. 

5 CONCLUSION 
We must anticipate that robots developed for use in domestic, famil-
ial and/or intimate partner settings may be (mis)used and abused by 
perpetrators of domestic abuse. We have provided a typology of ro-
bot facilitated abuse, identifying possibilities uniquely aforded by 
robots over other technologies currently exploited for technology 
facilitated abuse. We hope this work serves to legitimise further 
study of robot related and domestic abuse within HRI, and pro-
vides a practical tool for systematic risk assessment, mitigation and 
design work in this context. 
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