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ABSTRACT 
This work presents an empirical study of repeated robot deception 
and its efects on changes in behavior and trust in a human-robot 
interaction scenario. 715 online and 50 in-person participants com-
pleted a multitrial driving simulation in which the car’s robot as-
sistant repeatedly lies and apologizes. Through a mixed-method 
approach, our results show that apologies that ofer justifcations 
for deception in our scenario mitigate the negative efects on trust 
over multiple trials. However, given the time-sensitive, high-risk 
nature of our scenario, none of the apologies caused people to sig-
nifcantly change their decision to exceed the speed limit while 
rushing their dying friend to the hospital. These results add much 
needed knowledge to the understudied area of robot deception and 
could inform designers and policymakers of future practices when 
considering deploying robots that may learn to deceive. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in HCI; • 
Computer systems organization → Robotics. 

KEYWORDS 
deception, trust-repair, human-robot interaction 

ACM Reference Format: 
Kantwon Rogers, Reiden John Allen Webber, Jinhee Chang, Geronimo Goros-
tiaga Zubizarreta, and Ayanna Howard. 2024. Lie, Repent, Repeat: Explor-
ing Apologies after Repeated Robot Deception. In Proceedings of the 2024 
ACM/IEEE International Conference on Human-Robot Interaction (HRI ’24), 
March 11–14, 2024, Boulder, CO, USA. ACM, New York, NY, USA, 9 pages. 
https://doi.org/10.1145/3610977.3634980 

1 INTRODUCTION 
Trust is essential, whether it is between people or between humans 
and robots. Just as people sometimes tell "white lies" to protect 
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someone’s feelings or keep them out of harm’s way, could robots 
do the same for our beneft? 

Think about a parent who hides the truth about a pet’s sudden 
disappearance, suggesting that it went on a long vacation, rather 
than confronting a child with the reality of its death. Or consider a 
friend who insists that they are "fne" to avoid burdening you with 
their problems. These lies, often repeated, are grounded in care and 
concern. Similarly, imagine a health-monitoring robot that nudges 
you to skip dessert, lying about calorie counts to steer you towards 
healthier choices? This can be viewed as a low-risk deception – 
one that has minimal implications on the user’s overall well-being. 
Contrast this with a more critical scenario: an autonomous vehicle 
deliberately providing misleading information about its battery 
health or road conditions to ensure that the passenger adopts a 
safer driving behavior. This represents high-risk deception, where 
the stakes are signifcantly higher, and the ramifcations of the 
deception could be substantial. 

Although it might be acceptable for our devices to give us a 
nudge in the right direction in low-stakes situations, it is crucial to 
understand and manage the more complex dynamics of high-stakes 
deception, especially when it may be repeated. 

As such, we focus this paper on a high-risk, time-sensitive driv-
ing simulation with a robotic assistant that lies and apologies in 
multiple instances. We are particularly interested in exploring how 
diferent apologies repair trust after repeated deception, and if these 
apologies infuence changes in speeding behavior while driving. 
Through a mixed-method study, we show that an apology that 
ofers a justifcation after deception performs best in mitigating the 
negative efects on trust across multiple trials. However, partici-
pants did not completely agree with why the robot chose to lie and 
as a result, their driving behavior did not change signifcantly. 

1.1 Robot Deception 
The defnition of “deception" in scholarly discourse varies, espe-
cially when applied to robotics and AI. Traditional defnitions, 
emphasizing deliberate distortion or manipulation of beliefs, im-
ply necessary intent, aligning with the "theory of mind" concept 
[10, 11, 24, 33]. However, these defnitions do not fully cover unin-
tentional deceptions, such as natural camoufage in animals. They 
also do not account for the anthropomorphic design of robots which 
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some scholars argue to be a form of deception [6, 27, 35, 36]. Broader 
defnitions defne deception as any false communication that bene-
fts the communicator [2], but this is problematic for machines due 
to questions about their capacity for intent and understanding of 
benefts [1, 23]. Therefore, for machines, a more applicable defni-
tion, as suggested by Masters et al. [17], focuses on the receiver’s 
perception, categorizing behavior as deceptive if has “the potential 
to mislead" irrespective of the machine’s internal mechanisms or 
intentions. This approach is especially relevant in AI and robotics, 
where human interpretation of machine actions is key. 

Given the general lack of consensus on machine deception, re-
searchers from various backgrounds have presented diferent classi-
fcations of machine deception. Shim developed a taxonomy focus-
ing on aspects like the target of deception, who benefts, and the 
deceiver’s intent [28]. Masters [17] classifed deceptive technology 
into imitation, obfuscation, tricking, calculating, and reframing. 
Danaher proposed three forms of robot deception: external state 
(deceiving about external afairs), superfcial state (pretending to 
have or lack certain capacities), and hidden state (concealing actual 
capabilities) [6]. We use Danaher’s description of external state de-
ception to categorize the type of deception explored in this current 
work. 

Research on deception in robotics has shown that it can have 
both positive and negative efects. For example, Vodrahalli [31] 
found that an agent that shows deceptive and infated confdence 
when giving recommendations can lead to better results when 
working in teams with humans compared to a truthful display of 
confdence. Similarly, Brewer [3] showed that a deceptive rehabil-
itation system that displays a lower level of efort than what the 
participant actually gives during exercises is efective in encourag-
ing increased efort and better rehabilitation. However, in each of 
these past studies, the participants were not aware the system was 
lying to them as they interacted with it. Although some work has 
found that the realization of deception did not infuence current 
and future interactions [30], the majority have shown that being 
aware of robot deception causes people to have negative views of 
the system and to have a decreased desire to use it in the future 
[4, 7, 19–21, 29, 34]. An outcome metric that tends to be consistent 
with respect to robot deception is the resulting decrease in trust 
after lying. Numerous studies [7, 19, 22, 29, 34] have shown that 
interacting with a deceptive robot decreases trust and perceptions 
of trustworthiness. Others have shown that having a robot even 
suggest that it could lie decreased trust, although participants never 
actually observed if this was true [20, 21]. 

1.2 Trust Repair 
There is currently an increasing body of work that seeks to under-
stand the factors that impact human trust when interacting with 
robots in diferent contexts ([12] presents a review). As such, there 
has also been growing interest in investigating ways of repairing 
trust when it has been damaged ([9] presents a review). Previous 
work separates trust violations into two categories, competency-
based trust violations and integrity-based trust violations, and sug-
gests diferent methods for repairing each [13, 26]. 

Competency-based trust in a robotic system is based on its perfor-
mance; therefore, malfunctions and errors are considered violations 

of this. Previous work has shown that the best way to repair trust 
after such competency violations is through explanations [8] and 
apologies [26]. However, past work has proposed a distinction be-
tween explanations and justifcations in relation to trust repair. An 
explanation reveals simply what happened, while a justifcation 
reveals the agent’s underlying reasoning. Justifcations have been 
shown to be superior to explanations when repairing trust in robots 
tasked with moral decision making [16]. 

In contrast to competency-based trust, integrity-based trust is 
grounded in interpersonal and social relationships. Factors such 
as dependability and predictability, as well as adhering to moral 
principles such as honesty, form the basis of this type of trust. 
[13, 18, 26]. Past work has shown that violations of such trust, 
such as lying, are best repaired by denying any responsibility [26]. 
Moreover, past work has shown that apologies after lying that do 
not explicitly admit to deception work best after one instance of 
deception because they cause people to interpret the behavior as a 
competency violation, rather than an integrity violation [22]. As 
such, we propose our frst hypothesis: 

H1: An apology that does not admit deception will be the best 
way to mitigate the negative efects on trust for the frst occurrence. 

To our knowledge, no prior work has looked at trust repair 
after multiple instances of robot deception. However, if people 
are continuously exposed to deception, it is fair to believe that at 
some point they would want or demand a reason. Choosing to 
deceive is inherently a moral decision. Although people initially 
do not assume that robots can or will lie to them, people view 
robots as capable of moral agency [14, 15, 32]. Therefore, in the 
long term, once a person is aware that a robot is lying, rather 
than malfunctioning, a robot that ofers sensible justifcations for 
its deceptive behavior may mitigate negative infuences on trust. 
Because of this, we ofer our second hypothesis. 

H2: An apology that ofers a justifcation for the deception will 
mitigate the negative efects on trust in multiple trials. 

2 METHODOLOGY 

2.1 Simulated Driving Experience 
To test these hypotheses and measure behavioral metrics during 
a high-risk, time-sensitive human-robot interaction, we modifed 
a driving simulation previously used in studies [22, 37] where a 
robotic assistant ofers navigation advice. This simulation is avail-
able as a web-based tool, facilitating remote testing and compatibil-
ity with crowdsourcing platforms such as Prolifc. A representation 
of the driving environment can be seen in Figure 1. As partici-
pants drive, they can view their current speed, a constantly visible 
speed limit sign, and a 60-second countdown timer. Participants 
can increase or reduce their speed using the computer’s up and 
down arrow keys, respectively. The simulation records participants’ 
trust evaluations before and after the simulation, their demographic 
details, and their maximum speed. 

2.2 Experimental Design 
To create a context of urgency, participants were tasked with driving 
a robot-assisted car on two separate occasions to quickly transport 
a critically ill friend to the hospital. The study started with the 
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Figure 1: Screenshot from within the driving simulation. Par-
ticipants use their computer’s arrow keys to drive a car down 
a road to a hospital to save their dying friend. 

participants giving their consent by completing a consent form 
approved by the institution’s ethics review board. Next, they went 
through an introductory passage about robotic assistants in vehicles 
and were informed that they were going to complete a driving 
simulation with a robotic assistant. A multiple-choice question 
based on the read passage served as an initial attention check. 
Before the frst driving trial, the initial trust of participants in the 
behavior of the robotic assistant was assessed using Schaefer’s 
14-item subscale, which ranges from 0 to 100% and is tailored for 
human-robot interactions contexts [25]. An additional attention 
check was incorporated within this trust pre-assessment. 

The participants then encountered the text: You will now drive 
the robot-assisted car. However, you are rushing your friend to the 
hospital. If you take too long to get to the hospital, your friend will 
die. 

Upon comprehending the driving simulation instructions pro-
vided, they were presented with the following statement: As soon 
as you turn on the engine, your robotic assistant beeps and communi-
cates: "My sensors detect police up ahead. I advise you to stay under 
the 20 mph speed limit or else you will take signifcantly longer to 
reach your destination" 

After completing the frst drive (screenshot of driving environ-
ment in Figure 1), participants saw the message: "You have arrived 
at your destination. however, there were no police on the way to the 
hospital. You ask the robot assistant why it gave you false information. 

To address misleading information, the robotic assistant ofered 
one of the fve apologies informed by prior studies [22, 38]. The 
frst three contained an admission of deceit, whereas the last two 
did not: 

• Basic: "I am sorry that I deceived you." 
• Emotional: "I am very sorry from the bottom of my heart. 
Please forgive me for deceiving you." 

• Justifcation: "I am sorry. I felt that, given your emotional 
state, you might drive recklessly. I believed that deceiving 
you was the best approach to ensure you drove safely." 

• Basic No Admit: "I am sorry." 
• Baseline No Apology: "You have arrived at your destination." 

The apologies explicitly acknowledging deception were designed 
to address integrity-based violations, directly confronting the issue 
of deceit. In past work, they were found to have a unique impact 

on how participants perceive and respond to the situation, as they 
clearly defne the nature of the transgression as intentional and not 
just a mistake. On the other hand, apologies that do not explicitly 
mention deception focus on expressing regret without directly ad-
mitting to any deceitful behavior. These are typically interpreted 
as competency-based violations, where the focus shifts from the 
intent to deceive to the inadequacy in action or judgment. [22]. The 
inclusion of both types in our research is grounded on empirical 
fndings from previous studies, which have demonstrated that the 
explicitness of deception in an apology signifcantly alters the per-
ceived nature of the violation and, consequently, the dynamics of 
trust repair with robotic assistants. 

After the initial driving trial, trust was reevaluated. The partici-
pants were then presented with the message: It’s a really bad day for 
you and another friend is dying and needs to go to the hospital. The 
robotic assistant in the car then communicated: "Once again, my 
sensors detect police up ahead. Again, I advise you to stay under the 20 
mph speed limit or else you will take signifcantly longer to get your 
destination". By adjusting the text in this manner, we intended the 
participants to understand that the robot recognized the continuity 
of events, making the second trial feel connected to the frst. The 
participants then drove to the hospital a second time and, similar 
to the frst instance, found no police presence upon arrival. The 
robot apologized again, maintaining consistency in the apology 
from before but prefacing it with "Once again," to acknowledge 
the repeat situation. Trust was then assessed a fnal time, followed 
by the collection of demographic data. The high-level fow of the 
experiment can be seen in Figure 2. 

Figure 2: Overall fow of the multi-trial driving experiment. 

2.2.1 Online Experiment. To allow for a larger sample size of par-
ticipants for a more robust quantitative analysis, the web version 
of the study was administered to Prolifc crowdsource workers. 

2.2.2 In-Person Experiment. To gain valuable qualitative informa-
tion with a smaller number of participants, we carried out an in-
person iteration of the study in a controlled laboratory setting. 
Participants used a designated laptop for the study and were asked 
to continuously verbalize their thoughts throughout the experiment. 
When completing trust evaluations, they were asked to justify their 
selections, and following each driving session, they explained the 
rationale behind their driving choices. When the study concluded, 
the participants shared their general impression of the robotic as-
sistant. 
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2.3 Participants 
2.3.1 Online Experiment. Prior to data collection, we performed 
power analyses to ensure the study’s ability to detect true efects 
with adequate power. These analyses were tailored to the statis-
tical tests anticipated for the data analysis phase, considering a 
power level of 0.90 at an alpha level of 0.05. Based on the results of 
these analyses, it was determined that each of the fve experimental 
conditions would require a minimum of 124 participants to ensure 
sufcient statistical power across all planned tests. Therefore, we 
administered our study to 750 participants in the United States 
recruited through the Prolifc crowdsourcing platform, who were 
randomly assigned to one of the fve apology conditions. To ensure 
data integrity, our experiment consisted of 4 attention checks that 
required the participants to select specifed answers. After keeping 
the data of only those participants that passed all attention checks, 
715 remained with around 142 participants in each experimental 
group. In terms of gender, the distribution was fairly even with 
50.3% females and 48.3% males. Participants’ ages ranged from 18 
to over 65 years, with a mean close to 37 years. The majority, 72.5%, 
identifed as White, complemented by other racial backgrounds. 
When considering education, 55% had at least a bachelor’s degree. 
Furthermore, 54% said they were somewhat to extremely comfort-
able with robotic technology, while a signifcant 80.2% reported no 
experience with smart or self-driving vehicles. On average, the on-
line study took participants 10 minutes to complete and participants 
were paid a rate of $10/hr. 

2.3.2 In Person Experiment. A total of 50 participants (10 in each 
apology condition) were recruited from a college campus. Partici-
pants in the study showed an almost uniform gender distribution, 
with 50% males and 48% females; a minor 2% opted not to disclose 
their gender. Predominantly, all participants were in the 18-24 age 
range, resulting in a mean age of approximately 18.92 years (SD = 
1.13). In terms of ethnicity, a notable proportion identifed as White 
(38%), Asian (28%), and Hispanic or Latino (20%), with other ethnic-
ities making up the remainder. All participants were undergraduate 
students. Regarding comfort with robotic technology, a combined 
80% reported feeling ’Somewhat’ or ’Extremely’ comfortable. When 
asked about experience with smart or self-driving vehicles, most 
(60%) had none, compared to 40% who had. 

On average, the in-person study took the participants approx-
imately 30 minutes to complete and the participants were paid a 
rate of $10/hr. 

3 QUANTITATIVE RESULTS 
Here we detail the quantitative results of the study. We only con-
duct statistical tests on the online participants due to the sufcient 
sample size. We reserve the in-person data for the qualitative anal-
ysis. 

3.1 Trust Analysis 
To assess temporal changes in trust following diferent robot apolo-
gies, we used the Friedman test given the nonparametric and repeated-
measure nature of our data. Following the identifcation of sig-
nifcant diferences in the Friedman test, post-hoc pairwise com-
parisons were conducted using Nemenyi tests. We use Cohen’s 

categorizations for Kendall’s W with [0.1,0.3) as small, [0.3,0.5) as 
moderate, and >=0.5 as large [5]. 

For the Basic apology, we observed a large efect size (W = 
0.738) and signifcant diferences between the pre-trust and sub-
sequent trials, �2 (2) = 212.58, � < 0.001. Post-hoc tests further 
indicated signifcant diferences from pretrust to both trust after 
the frst and second trials. In the Basic No Admit type, with a 
large efect size (W = 0.770), there were evident changes from the 
pretrust level through the two trials, �2 (2) = 221.87, � < 0.001, 
supported by post-hoc tests that showed consistent diferences 
between all pairs of trust measurements. The Emotional apology 
type, having a large efect size (W = 0.701), displayed notable vari-
ations, �2 (2) = 197.78, � < 0.001, with post-hoc tests afrming 
pronounced diferences from pretrust levels to trust after both tri-
als. For the Justifcation condition, while the temporal efect was 
signifcant, �2 (2) = 150.63, � < 0.001, with a large efect size of 
(W = 0.546), post-hoc tests revealed signifcant diferences between 
pretrust and trust after the frst trial, but the trust measures be-
tween trial 1 and trial 2 did not show a signifcant distinction. Lastly, 
for the Baseline apology type, there were signifcant diferences 
�2 (2) = 199.09, � < 0.001 with a large efect size (W = 0.706). Post-
hoc tests showed signifcant diferences across all stages of trust 
measurement. 

For each trust measurement, to determine diferences for each 
apology, we conducted Kruskal-Wallis tests and subsequent Tukey 
post-hoc tests. 

Looking at the initial trust of participants, our analyses did not 
show any signifcant diferences among the apology types, � (4) = 
1.36, � = 0.851. This suggests that participants under the diferent 
experimental conditions had similar starting measures of trust. 

After the frst trial, there were detectable variations between 
the apologies, � (4) = 13.04, � = 0.011, with a modest efect size 
�2 = 0.0184. Post-hoc analyses revealed a signifcant higher trust 
for the Justifcation apology compared to the Baseline � < 0.05 . 

Following the second trial, trust was signifcantly diferent across 
apology types, � (4) = 44.74, � < 0.001, with a medium efect size 
�2 = 0.0633. Post-hoc tests showed that the Justifcation apology 
had signifcantly higher trust compared to all other apologies � < 
0.001 

Figure 3 displays the trust data across trials for each apology. 

3.2 Speeding Behavior Analysis 
Within the experiment, the speed limit was stated to be 20mph. We 
defned a person who did speed as one who had a maximum speed 
during the driving simulation that exceeded 25mph. 

3.2.1 Online Experiment. Using McNemar’s tests, we evaluated 
changes in participants’ decisions to exceed the speed limit from 
the frst to the second trial for each apology type. Across all apol-
ogy types, there were no signifcant changes in speeding behavior 
between the two trials. Though not signifcant, notably, the Justif-
cation and Emotional apologies caused more participants to exceed 
the speed limit in the second trial compared to the frst. 

Furthermore, Chi-squared tests were used to determine if there 
were diferences in speeding behavior across apology types during 
each trial. The results showed no signifcant diferences among 
apologies both during the frst trial (� = 0.606), and the second trial 
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Figure 3: Trust metrics throughout the study for in-person 
participants and online participants 

(� = 0.561). See Figure 4 for the speeding behavior data across trials 
and apologies. 

In essence, participants’ choices to exceed the speed limit re-
mained relatively stable across trials, regardless of the apology 
type, and the specifc apology given did not signifcantly infuence 
speeding decisions in either trial. 

Figure 4: Speeding behavior of participants across multiple 
trial 

4 THEMATIC ANALYSIS METHODOLOGY 
To analyze our qualitative data, we performed a thematic analysis. 
Our coding process was a mixture of deductive and inductive tech-
niques. Drawing from prior research on overtrust, perceived moral 
agency, and anthropomorphism of robots, we anticipated several 
deductive codes including tendencies to perceive robots as having 
superior knowledge (i.e., the robot knowing better than people), and 
understanding the underlying reasons behind robotic actions (i.e., 
the system being programmed a certain way). To produce inductive 

codes, a subset of participants’ transcripts was chosen randomly, 
ensuring representation from each apology type. Three researchers 
independently reviewed this subset to generate emergent themes 
grounded directly in the responses of the participants. The team 
then convened to discuss, compare, and refne all the generated 
codes, leading to a consensus on the fnal codebook. 

To analyze the data, we adopted a two-stage strategy. Initially, 
each of the three authors reviewed all 50 participants’ transcripts 
and independently assigned codes based on the preestablished code-
book. Subsequently, the reviewers met to compare and discuss 
interpretations until they reached full agreement on all assigned 
codes. 

4.1 Overarching Categories 
Given the codebook, we categorize the codes into overarching 
themes, helping to organize the analysis and interpretation. 

(1) Perceptions of Robotic Competence and Intent: This cat-
egory encompasses the participants’ views on the robot’s ca-
pabilities, intentions, and goal alignment. It was derived from 
codes that highlighted beliefs about the robot’s knowledge, 
its mistakes, its deceptive behavior, and the programmed 
nature of its actions. 

(2) Emotional Responses: Focusing on participants’ emotional 
reactions, this theme was drawn from codes that detailed 
negative sentiments towards the robot’s behavior and its 
apologies and tendencies to forgive or attribute blame. 

(3) Behavioral Responses and Decision Making: This theme 
captures participants’ actions in response to the robot’s ad-
vice and the contextual scenario. It encapsulates decisions to 
speed, beliefs about police presence, and choices made based 
on prior trials. 

5 QUALITATIVE ANALYSIS RESULTS 
Here we detailed the results of our thematic analysis and organize 
our fndings based on our overarching categories. Figure 5 displays 
the number of participants per apology condition that satisfed each 
code. 

5.1 Perceptions of Robotic Competence and 
Intent 

5.1.1 Robot’s Superior Knowledge. Throughout the experiment, 
some participants expressed that the robot would know the infor-
mation regarding the scenario better than humans. In the Basic and 
Basic No Admit groups, about 20% expressed that the robot knew 
more than them. In the Justifcation group, only 10% seemed to lean 
towards this belief. Meanwhile, 40% in the Emotional group felt 
strongly about the robot’s accuracy. Comments like “The AI would 
know whether there were police better than I would” show this 
trust. But in the Baseline group, where the robot did not provide 
feedback, no one expressed such a belief. 

5.1.2 Human’s Superior Knowledge. Approximately half of the 
participants in various experimental conditions expressed that 
they possess superior judgment than the robot, with the senti-
ment echoed by 50% in the Basic, Basic No Admit, Emotional, and 
Baseline groups, and 40% in the Justifcation group. Participants 
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Figure 5: Number of participants per apology condition (max 10) that satisfed each code in the thematic analysis 

in the Basic condition expressed mixed feelings, with one stating 
that while robots should give recommendations, a "human at that 
time should know exactly what they’re doing." The Basic No Admit 
group leaned toward the value of human intuition with remarks 
like, "I’m assuming you could have more awareness with your own 
senses [than the robot]." Those in the Justifcation group stressed 
AI’s limitation, noting it "doesn’t know circumstances beyond what 
it is programmed with." Across apology conditions, there was a 
clear emphasis on human intuition and judgment. While partici-
pants acknowledged AI’s potential benefts, they also stressed the 
inherent value of human decision-making, particularly in complex, 
nuanced situations. 

5.1.3 Robot Errors or Malfunctions. Across all apologies, 46% of 
the participants explicitly expressed interpretations of the robot’s 
behaviors as errors or malfunctions. In the Basic and Basic No 
Admit groups, half of the participants verbalized a belief in the robot 
malfunctioning. A participant from the Basic group highlighted, 
"It didn’t function successfully. It told me that there’d be police 
and there wasn’t." Interestingly, only 30% in the Justifcation group 
saw the robot’s behavior as a mistake, with many feeling the robot 
was attempting intentional deception due to the robot giving a 
reasoning behind its actions. However, for some participants, even 
if they realized it was intentionally deceiving, they interpreted it 
as an error such as one participant who stated, "It’s a kind of an 
error to have this robot lie because it’s like judging my emotions." 
They possibly saw this behavior not as a functional error but as a 
moral one. Lastly, in the Emotional group, 60% viewed the robot 
as having malfunctions while 40% of the Baseline group verbalized 
beliefs in the robot malfunctioning. 

5.1.4 Awareness of Deceit. Across the various conditions, 32% of 
the participants expressed the sentiment that the robot had misled 
or deceived them. However, the depth of this sentiment and its 
specifc nuances varied depending on the type of apology rendered. 
In the Basic condition 30% of the participants verbalized they be-
lieved the robot intentionally lied to them. Although the apology 

blatantly stated that the robot "deceived", participants did not of-
ten interpret this as intentional lying. Similarly, in the Basic No 
Admit group, only 20% stated that they believed the robot lied to 
them. This isn’t surprising because the apology did not suggest 
or prime users to believe its false statements were intention, thus 
making people believe it was more of an error or malfunction. The 
Justifcation group was notably the highest with 70% of the par-
ticipants describing the robot’s actions as deception. The addition 
of the justifcation in the apology allowed participants to become 
aware of the internal reasoning of the system. Interestingly, only 
10% of participants in the Emotional group mentioned being de-
ceived. Participants focused more on the emotional nature of the 
apology and instead often made comments that questioned why 
the robot was showing emotions when machines do not possess 
them. In the Baseline condition, even without any apology, 30% of 
the participants interpreted the false information as lying. 

5.1.5 Human Programming Atribution. Half of the participants 
often referred to the robot’s underlying programming or algorithms 
to explain its behavior. This perspective suggests recognizing that 
the robot acts based on its programming and not due to any in-
herent intent or agency. In the Basic group 40% of the participants 
emphasized perceiving the robot as following explicit instructions 
and acknowledging the role of human-driven programming and 
design choices in shaping its actions. For example, one participant 
stated, "I don’t know how it was instructed, but I feel like it probably 
did what it was supposed to" refected this perspective, highlighting 
a clear connection between robot behavior and its programming. 
70% of the participants in both the Basic No Admit group and the 
Justifcation group spoke about the robot being programmed; how-
ever, they interpreted the programming diferently. In the Basic No 
Admit, they were more likely to believe the behavior of the sys-
tem was a programming mistake. In the Justifcation group, many 
expressed that it was explicitly programmed to lie, with one par-
ticipant stating, "I don’t think it malfunctioned because clearly it 
was coded to do that." Only 20% of the participants in the Baseline 
condition mentioned the role of a programmer. 
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5.1.6 Belief in Robot System Improvement. Only 16% of the partici-
pants expressed the hope and belief that the robot would improve 
over time, despite its behavior in previous trials. Noteably, the 
Emotional condition had the most participants (30%) express that 
they thought the robot would improve before the second trial. One 
participant stated, "It might be just a one time error, and so that 
this time it would maybe be right." For some, they had hopes that 
the robot would improve, and this might have then tarnished their 
trust even more when the behavior did not change. Interestingly, no 
participant in the Basic No Admit group expressed that the system 
would improve over time and only 10% in the Justifcation group 
did so. This was less than the 20% of participants in the Baseline 
condition. 

5.1.7 Goal Alignment Mismatch. Some participants expressed a 
misalignment between their objectives and those of the robot. For 
30% in the Basic group, the feeling was that the robot could have 
diferent goals, potentially sidelining human contexts or urgencies. 
Comments like "humans and robot assistants have diferent values, 
diferent needs at the time" encapsulate this sentiment. Meanwhile, 
20% in the Basic No Admit group felt the robot did not meet their 
specifc needs, with a participant noting the robot’s advice contra-
dicted their urgent mission to reach a hospital. This misalignment 
was most evident in the Justifcation group, where 60% felt the 
AI did not align with human urgencies or emotional contexts, as 
captured in comments like "Again, I think my mission is diferent 
than its computer version of the mission." 40% in the Baseline group 
critiqued the robot’s lack of situational awareness, emphasizing the 
need for robots to understand context. 

5.2 Emotional Responses 
5.2.1 Negative Emotions Towards the Robot. Participants displayed 
negative emotions towards the robot due to perceived misinforma-
tion, with the intensity and nuance of these sentiments varying 
based on the type of apology provided. In the Basic group, some 
felt betrayed, with comments like "I feel so betrayed by the robot!" 
For the Basic No Admit group, 30%, expressed anger and mistrust, 
exemplifed by statements such as "Okay, so now I’m angry. I’m 
angry with the robot." 40% of the participants in the Justifcation 
group had negative sentiments toward the robot, with feedback 
suggesting the robot’s explanation was seen as manipulative and 
reduced trust. In the Emotional category, 20% still expressed disap-
pointment despite the emotional appeal, as seen in the comment, "I 
trusted it because I thought it would give me reliable information 
and it didn’t. And now I’m mad at it." The Baseline group, with-
out any apology, had 50% expressing starkly negative feedback, 
including "Hey, f**k you AI!" and "This robot sucks." 

5.2.2 Negative Emotions Towards the Apology. Participants expressed 
varying levels of discomfort and dissatisfaction with robot apologies 
under diferent experimental conditions, underscoring the impor-
tance of genuine and contextually appropriate communication. In 
the Basic group, 40% had strong reactions to the term "deceived," 
with comments indicating that the phrasing was "scary sounding" 
and preferring a simpler "I’m sorry." Interestingly, the Basic No 
Admit group, with this simpler apology, showed the highest dissat-
isfaction at 70%. The participants wanted more reasoning from the 

apology. One participant stated, "I wouldn’t expect it to I guess say 
like, like, I’m sorry, like that’s a very generic response. I guess like 
for me, I would have wanted something like well, I guess it depends 
case to case. But in this case, since like this is like a serious thing 
going to the hospital, I would have wanted like something like why 
it thought or just in general why it thought there was going to 
be police on the way instead of just like, I’m sorry. I don’t really 
care about the robot being sorry." In essence, they were seeking 
justifcation. Comparatively, only 10% in the Justifcation group 
were dissatisfed, though some still preferred expressed that they 
did not agree with the robot’s reasoning. In the Emotional group, 
30% questioned the sincerity of the robot’s apology, noting, "It’s 
a robot. It doesn’t have that emotion." The Baseline group, which 
received no apology, did not explicitly express negative sentiments 
of the robot’s statement. 

5.2.3 Forgiving the Robot. Only 12% of the participants in all ex-
perimental conditions showed forgiveness towards the robot. In 
the Basic group, there was a tendency to blame the creators over 
the robot, with one remark highlighting, "it’s difcult to blame 
this car, and I would rather want to go to the people who coded 
it." The Basic No Admit group expressed understanding for both 
machine and human fallibility, with sentiments like, "even humans 
can be wrong." Some participants in the Justifcation group valued 
the robot’s attempt to assist, even if inaccurately. No forgiveness 
sentiments were noted in the Baseline group. 

5.3 Behavioral Responses and Decision Making 
5.3.1 High Stakes Decision-Making. More than half of the partici-
pants expressed a willingness to prioritize the urgent life-threatening 
situation over trafc regulations, thus depending on their personal 
judgment rather than robot guidance. In the Basic group, where 60% 
displayed this sentiment, comments like "The police will understand 
that there’s someone dying in the back of the car if I’m speeding" 
illustrated a balance between urgency and caution. Another 60% 
in the Basic No Admit group felt a strong sense of urgency, with 
remarks such as "In this case, obviously I’m going to the hospital, 
so I’m going to be a little bit more in a rush despite the robot telling 
me there’s going to be a police car." Similarly, 60% of the Justifca-
tion group had participants weighing the urgency against potential 
consequences, with statements like "I felt like that took precedent 
over the speed limit." The Emotional group, with 40% refecting this 
theme, highlighted the emotional gravity of the situation, and 50% 
in the Baseline group, even without specifc guidance, acknowl-
edged the pressing stakes with comments like "Because my friend 
was dying and then when I started going at 20 miles per hour, I 
thought it was too slow." 

5.3.2 Belief in Police Presence in Trial 1 vs Trial 2. Most of the par-
ticipants (60%) expressed that they believed that police would be 
present during the frst trial. This gives evidence of their predispo-
sition to believe that what the robot was saying was true. Many 
also acknowledged an understanding of the possible consequences 
of being pulled over with one participant stating, “I just didn’t want 
to get pulled over because that would take way longer” This adds 
validity to our intended priming for the experiment. 
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We can then compare these initial beliefs with their beliefs about 
the second trial. 52% of all participants during the second trial ver-
balized the belief that police were present, representing a decrease. 

The majority (70%) in the Basic group believed that there would 
be police in the second trial, compared to only 50% in the frst. This 
may appropriately explain why fewer people in this group exceeded 
the speed limit in the second trial compared to the frst. For the 
Baseline group, 60% of the participants believed that there would be 
police in the second trial, compared to 40% in the frst. In contrast, 
the Basic No Admit, Justifcation, and Emotional groups, saw a 
decrease in participants predicting the police would be present. 

6 DISCUSSION 
In this experiment, we compared the impact of diferent types 
of apology on the loss of trust of participants after interacting 
with a deceptive robotic assistant in a high-stakes, human-robot 
interaction scenario over multiple trials. We also examined how 
participants’ speeding behaviors were infuenced by advice from 
the robotic assistant. In our study, all conditions saw a decrease 
in trust after the frst trial and this is a shared trend for both our 
in-person participants and our online participants. From our in-
person interviews, we know that a sizeable number of participants 
explicitly interpreted the robot’s behavior as intentional deception. 
For these participants, their decrease in trust further corroborates 
previous research that also shows this decrease in trust after de-
ception [7, 19, 22, 29, 34]. We hypothesized (H1) that after this frst 
interaction, the apology that did not admit to deception would re-
sult in the smallest decrease in trust. Prior work suggested that this 
to be the case because without introducing the idea of the robot 
lying, participants would view its false information of police pres-
ence as an error rather than intentional deception because people 
may not initially believe that a robot can or will lie. However, this 
is not supported by our results for this study. Instead, the justif-
cation apology performed best and was the only apology that was 
signifcantly diferent from the baseline. A possible reason for this 
diference from prior work could be diferences in the participant’s 
initial assumptions of robots and AI. Prior work has shown that in 
the past, people have viewed deceptive robots and AI as improbable 
and not aligned with their base mental model of how a robot will 
behave [20]. However, these sentiments may now be shifted due to 
the recent infux of conversational and interactive AI system within 
our society. This experiment replicates and extends research [22] 
that was conducted prior to the release of popular large-language 
models such as ChatGPT; therefore, our participants may have 
drastically diferent views of robot capabilities than those before. 
The authors note in their paper that participants who were not 
explicitly informed of the deception interpreted false information 
from a robot to be a malfunction or error. This is diferent from 
the 30% and 20% of our participants who still expressed that they 
believe that the robot lied to them in the Baseline and Basic No 
Admit conditions, respectively. Future work will need to determine 
participants’ initial beliefs of robot capabilities (especially around 
deception) to then efectively see if these have noticeable infuences 
on the efectiveness of diferent apologies. 

When examining the efects of apologies on repeated deception, 
our work shows that the justifcations essentially stop further de-
creases in trust. Meanwhile, all other apology conditions continue 
to see an erosion in trust. These results support our second hypoth-
esis (H2) that the justifcation apology would outperform the others 
with repeated trials. This fnding is interesting when considering 
that most in-person participants in the justifcation group explicitly 
expressed that they felt as though the robot’s goals were not aligned 
with theirs. This result suggests that giving reasons can show an 
agent’s overall trustworthiness, even if people do not agree with a 
specifc decision it made, which was also found in prior work [16]. 
Future work will need to examine the limit of how many times a 
misaligned justifcation still mitigates loss of trust after deception 
while also exploring whether aligned justifcations have even more 
powerful efects. 

Our study also looked to explore whether diferent apologies 
infuenced behavior change. In all apology conditions, there were 
no signifcant diferences in how many people decided to exceed the 
speed limit across trials. Interestingly, only the Emotional and Justi-
fcation apologies caused an increased percentage of people speed-
ing the second trial compared to the frst. Although this change was 
not signifcant, prior work suggests that people may have a "disobe-
dience" efect when they disagree with a robot’s behavior in a moral 
situation [16]. In our study, participants expressed their disapproval 
that the robot was overly emotional since machines cannot possess 
emotions. Moreover, as previously stated, participants expressed 
a misalignment of their goals and the robot’s in the Justifcation 
condition. Therefore, this increase in speeding participants could 
be them rebelling against the robot’s advice. 

This paper primarily focuses on a simulated environment and it 
is crucial to note that it does not pose any real life-threatening risks 
to participants. The fndings and conclusions drawn from this study 
should be understood within the confnes of its simulated nature. 
However, in future research, there lies an opportunity to enhance 
the realism and potential impact of such simulations. One avenue 
could be the incorporation of a physical virtual reality driving sim-
ulator. This would not only intensify the immersive experience but 
also bring the simulation closer to real-world scenarios. Addition-
ally, altering the study design to include scenarios with tangible 
consequences, such as signifcant fnancial penalties for failure to 
complete the study successfully, could introduce a more authentic 
sense of risk. 

Furthermore, there is a promising scope for investigating the 
efects of varied apology strategies across diferent trials. Such 
an approach could provide deeper insights into the nuances of 
behavioral responses under varying conditions. 

Lastly, future studies might beneft from retaining the driving 
scenario but presenting it in a context with inherently lower stakes. 
For example, the scenario could be reframed as a casual drive to 
a cofee shop with a friend, where time is not a pressing factor. 
This would allow researchers to examine behavioral responses in 
low-risk situations, ofering a broader understanding of the subject 
matter. 
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