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ABSTRACT 
This paper presents a virtual patient (VP) platform for medical 
education, combining a social robot, Furhat, with large language 
models (LLMs). Aimed at enhancing clinical reasoning (CR) train-
ing, particularly in rheumatology, this approach introduces more 
interactive and realistic patient simulations. The use of LLMs both 
for driving the dialogue, but also for the expression of emotions 
in the robot’s face, as well as automatic analysis and generation of 
feedback to the student, is discussed. The platform’s efectiveness 
was tested in a pilot study with 15 medical students, comparing it 
against a traditional semi-linear VP platform. The evaluation indi-
cates a preference for the robot platform in terms of authenticity 
and learning efect. We conclude that this novel integration of a 
social robot and LLMs in VP simulations shows potential in medical 
education, ofering a more engaging learning experience. 

CCS CONCEPTS 
• Computer systems organization → Robotics; • Information 
systems → Language models; • Human-centered computing 
→ Empirical studies in HCI. 
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1 INTRODUCTION 
Virtual patients (VPs) have been defned as interactive computer 
simulations of real clinical scenarios for educational or learning 
purposes [11]. This defnition includes a variety of systems and 
platforms that address many learning outcomes in medical educa-
tion curricula [18]. They can be designed in a linear fashion, where 
medical information and treatment options are gathered in a fxed 
order without consequences, or with a branched design, where 
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Figure 1: The Furhat robot as a virtual patient. 

interactions also impact the outcome of the case. VPs have been 
proposed as an efective educational tool for practicing clinical 
reasoning (CR) in undergraduate medical education [8], while also 
ensuring that medical students encounter representative patient 
cases, which might not always be possible during their clinical 
rotations [10, 12, 25]. An essential aspect of VP simulation is the 
interface, which allows the user to interact with the patient in 
multiple ways and to receive the medical history of the patient. A 
common feature for VP platforms is that they include the possi-
bility to ask a patient questions regarding their medical history, 
conduct physical examinations, gain access to laboratory analyses 
and test results, and based on this information suggest a reasonable 
diagnosis and treatment plan [7]. 

Previous research within VPs shows that, while medical students 
believe that VP simulation is a good educational activity to train CR, 
they acknowledge the lack of complexity and level of interactivity 
compared with authentic patients [9]. Interestingly, students have 
been shown to perform better at examinations and report a high 
level of satisfaction after using VPs compared to other forms of 
education, but the positive efect on clinical reasoning is still unclear 
[17, 24]. 

To increase the interactivity of VP interactions and to make 
them more realistic, the use of dialogue systems capable of natural 
language processing, embodied conversational agents [5], and social 
robots [15] have been explored. The recent development of large 
language models (LLMs) and their use in dialogue systems and 
social robots has opened up for new opportunities in this application 
area [1, 14]. However, while LLMs have recently been explored quite 
extensively for their use in medical applications in general (such as 
diagnosis) [6, 26], only initial attempts have been made to use them 
for VPs [23]. We are not aware of any previous work where they 
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have been applied, together with a social robot, for this purpose, 
and been evaluated in an actual educational setting. 

In this paper, we present our ongoing work on developing a VP 
platform based on the social robot Furhat [2], together with LLMs. 
The primary use of the platform will be for clinical teaching in 
rheumatology for medical students at the Karolinska Institute (KI) 
in Stockholm, Sweden. Rheumatic diseases are among the major 
public health issues and afect about 10% of the population. In order 
for patients with rheumatic diseases to be adequately cared for 
at the correct level of care, it is essential that doctors in primary 
care receive ongoing education and that future doctors and other 
healthcare personnel receive evidence-based education in clinical 
reasoning for diagnostics and management. The clinical teaching 
in rheumatology for medical students at KI is currently located in 
semesters 5 and 6 and includes theory and practical training in 
inpatient or outpatient care for 1–2 weeks. 

VPs are already used in the clinical teaching at KI. This is based 
on conventional computer-based platforms such as the Virtual Inter-
active Case Simulator (VIC), a software for developing VPs created 
by the Toronto General Hospital Department of Anesthesia Peri-
operative Interactive Education [3]. VIC has a semi-linear setting, 
which means that the beginning and the end of the case always 
stays the same, while the environment in-between can be explored 
in any desired order. A case begins with a short patient description 
and ends with a diagnostic decision and a management plan for the 
case through multiple choice. See Figure 2 for an example of the 
VIC user interface. Using this interface, the student can examine 
the medical history of the patient, perform physical examination 
and get laboratory test results. All interaction with this platform 
is done by clicking on diferent options, and there is no natural 
language processing involved. This existing platform constitutes 
a natural point of comparison for the robot VP developed in our 
project. 

This paper is outlined as follows: We will start with a technical 
description of the initial implementation of the robot platform, then 
present the preliminary results from an ongoing study that started 
during the spring of 2023 as part of the clinical teaching program 
at KI, and conclude with some refections and learnings. 

2 VIRTUAL PATIENT IMPLEMENTATION 

2.1 Robot 
As an embodiment for the virtual patient, we use the Furhat Robot 
[2], as seen in Figure 1. Furhat has an animated face, back-projected 
on a transclucent mask. The robot has a 3 degree-of-freedom neck, 
allowing for natural and fexible head movements. Furhat supports 
several diferent speech synthesis vendors, providing a wide vari-
ety of voices. This, combined with the animated face, allows for 
designing many diferent personas. In this way, Furhat is a suit-
able platform for the simulation of patients with diferent identities 
(w.r.t. gender, age, ethnicity, etc.). The animated face also allows 
for the expression of nuanced emotions (through facial expressions 
and gaze behaviour), which is important for conveying the internal 
state of the patient [22]. 

Figure 2: The traditional VIC user interface. 

2.2 Dialogue system 
The system was implemented using the FurhatSDK together with 
the chat completion model gpt-3.5-turbo from OpenAI [4]. However, 
as we wanted the patient utterances to be as realistic as possible, and 
not be in the style of an assistant, we did not use the chat completion 
API with the system/user/assistant message protocol. Instead, we 
only used one user message containing all necessary information, to 
generate the VP’s response. This prompt consisted of a patient case 
description, the past 10 turns of the dialogue, and an instruction to 
write the next line of the dialogue, as seen in Figure 3. Note that 
the case description (in red) has been drastically shortened here 
for illustrative purposes. The full description consists of about 2000 
tokens and thus takes up a large part of the available LLM context 
window of 4096 tokens. 

An example of the resulting dialogue is shown in Figure 4. Apart 
from using the LLM to generate what the robot should say, we 
also use it to generate facial expressions for the robot (similar to 
[22]). This is important, since a patient might go through diferent 
emotional states in a doctor-patient dialogue, and this should be 
refected in the patient’s face. At the start of each utterance, num-
bered anchor points are inserted in the text at phrase boundaries. 
The LLM is then queried to insert suitable facial expressions at 
each anchor point, based on the list of available expressions in the 
FurhatSDK. 

The long response delays that the use of LLMs are associated 
with can potentially lead to problems in turn-taking, where the 
user does not understand that the robot has heard their utterance 
but not responded yet [14]. This is even more problematic when, as 
in our case, there is no support for barge-in [27]. There are several 
potential mitigation strategies to this problem, such as using a turn-
holding cue to indicate that the robot is “thinking” about what to 
answer [28]. We adopted a simple gaze aversion strategy [20, 21], 
together with changing the LED lights at the base of the Furhat 
robot to indicate its turn-taking state (i.e., speaking, thinking, or 
listening). 
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Mikael is about to meet his Doctor for the first time. Mikael is a 68 year old 
man who  made an appointment a few days back. The only information the 
Doctor has, listed in the booking is that he is here because of "ache in the 
body".

The following is some information about Mikael's condition:
- He has always been healthy and have not felt any pain similar to this.
- Sometimes he has back pain of course, but it’s never been present for this 
long and with this character
- In Mikael's medical charts it says that his blood lipids are above normal. 
- Mikael has been adviced to eat healthier in order to avoid developing 
diabetes and also to lower his blood lipids.
- Mikael has had a stable blood pressure since starting medicating with 
hypotensive drugs. 
<<SHORTENED>>

The following is a dialogue between Mikael and his Doctor:

Mikael: Hi doctor
Doctor: hello Michael my name is Morgan
Mikael: Nice to meet you, Morgan. Thanks for seeing me. 
Doctor: no problem can you describe why you are here today

Write the next line that Mikael would say.

Figure 3: The prompt used for the LLM, with the initial part 
of the case description in red. 

Figure 4: Example start of a dialogue between the student (in 
purple) and the VP (in green). 

2.3 Dialogue analysis and Student feedback 
After having the dialogue with the VP, it is possible to use the 
training session in diferent ways for pedagogical purposes. The 
dialogue itself (as seen in Figure 4) is saved and so both the student 
and the teacher can read them and use them as material for learning 
and feedback. 

We have also investigated automatic analysis and generation of 
feedback, based on the dialogue. For this we also use the same LLM. 
After the dialogue is complete, it is sent together with a sequence 
of evaluation questions to the LLM. The responses from the LLM 
then forms an evaluation report (as seen in Figure 5) that can be 
seen by the student and/or the teacher. 

3 PRELIMINARY STUDY 
We conducted an interventional explorative pilot study to inves-
tigate the added value of our robot VP platform compared to a 

Figure 5: Example LLM analysis of a doctor-patient dialogue 
which can be used for feedback to the medical student. 

conventional semi-linear VP platform (VIC, as described above) 
for clinical reasoning (CR) training. The study protocol has been 
reviewed and approved by the Swedish Ethical Review Authority 
(diary number: 2022-04437-01). 

3.1 Participants 
15 students from the sixth semester and international exchange 
students from the second half of the medical programme were 
recruited from a student elective course in rheumatology, conducted 
at the Karolinska University Hospital. The participants had an 
average age of 23.9 years (SD = 4.65). 9 identifed as male and 6 as 
female. 11 reported that they had no previous experience with VP 
cases. 

3.2 Procedure 
A VP case of a rheumatic condition (“Mikael”) was created in the 
robot platform and the traditional computer-based semi-linear plat-
form (VIC), mentioned in the Introduction. All of the students 
performed the same case in both platforms for direct comparisons 
(balanced within-subject experimental design). The cases simulated 
a common rheumatic condition presented in a primary care setting, 
where students were assigned the role as the attending physician. 
The case was completed when students decided on a management 
plan for the patient, either by suggesting further investigation, 
perform diagnostics and/or initiate treatment. 

After interaction with each VP platform, students immediately 
flled out validated indices of self-perceived accrual of CR skills 
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Authenticity of
Patient Encounter

W=20.0
p=0.0352 (*)

Professional
Approach
W=16.5
p=0.136

Coaching during
Consultation
W=28.0
p=0.655

Learning Effect of
Consultation

W=4.0
p=0.021 (*)

Overall Judgement
of Case Workup

W=9.0
p=0.739

3.93 4.47 4.18 4.33 4.47 4.62 4.10 4.40 4.67 4.73

Figure 6: A violin chart showing the results of the quantita-
tive subsets in the clinical reasoning questionnaire. 

[13] and left comments regarding the diferent themes included in 
the indices. The questionnaire consists of 14 questions, divided into 
seven subsets: (1) Authenticity of patient encounter, (2) Professional 
approach in the consultation, (3) Coaching during consultation, (4) 
Learning efect of consultation, (5) Overall judgment of case workup, 
(6) Special strengths of the case, and (7) Special weaknesses of the 
case. 

The frst 12 questions (belonging to the fve frst subsets) were 
graded using a 5-point scale, whereas the last two questions (corre-
sponding to subset six and seven) were answered with text. 

3.3 Results 
The answers to the questions for each of the fve quantitative sub-
sets were averaged per subset. A Wilcoxon signed rank test was 
performed to compare the Robot vs. the VIC condition. The results 
can be seen in Figure 6. Two of the subsets showed a signifcant 
diference, favoring the robot platform: Authenticity of patient en-
counter and Learning efect of consultation. 

4 CONCLUSIONS & DISCUSSION 
In this paper, we have presented our ongoing work on developing 
and evaluating a virtual patient (VP) platform, using a social robot 
for embodiment and a large language model (LLM) for driving 
the dialogue, as well as for displaying emotional expressions in 
the robot’s face, and for analysing the resulting dialogue. A pilot 
study with a limited number of students at the medical university 
was conducted, where we compared the robot platform with a 
traditional VP platform using a simple graphical user interface 
(VIC). The results show that the robot platform was perceived as 
being more authentic and to have better learning efects. Although 
this is just a preliminary study, the results are encouraging, as there 
are also a lot of room for improvement. To our knowledge, this is 
the frst example of a VP utilizing both a social robot and LLMs, 
which has also been evaluated in an authentic educational setting 
with medical students. 

The use of LLMs for this type of application is appealing, as it 
would be very hard to pre-program the robot with all the diferent 

paths that these kinds of dialogue might take. Sometimes the patient 
behaved in a somewhat unexpected, but not necessarily implausible, 
way. For example, at one point the student recommended a certain 
medication, after which the VP asked in return whether there were 
any side efects to be worried about. 

A general concern when using LLMs for dialogue systems is 
their tendency to “hallucinate”, i.e., to generate non-factual content 
[16]. In the case of virtual patients, this might not be as serious of a 
problem, since the main task of the agent is not to provide factual 
content, but to stay “in character”. Still, it is of course important 
that the agent displays behaviours and gives information that is in 
line with the intended case description and condition and does not, 
for example, report symptoms that a patient in this condition is not 
likely to have. For the preliminary study presented here, we did not 
see any signs of that, probably thanks to the very long and detailed 
case description in the prompt. Still, the problem of hallucinations 
might be an issue, and something that should be looked out for in 
future work. 

To avoid having to use such a long prompt, a retrieval-augmented 
generation (RAG) approach could also be explored [19]. A challenge 
with that approach is that the response time would be longer, which 
might afect the naturalness of the interaction. Another option is to 
fne-tune the model on actual doctor-patient dialogues to achieve 
an even more realistic behaviour. 

When it comes to learning outcomes, we think there is a lot 
of potential in this approach. The use of an LLM to automatically 
provide feedback on the dialogue (as discussed in Section 2.3) is a 
very promising method for conversational training in general, not 
just VPs. Given the face-to-face setting that a social robot allows 
for, we can also imagine the possibility to give feedback on not just 
the verbal aspects of the dialogue, but also non-verbal aspects, such 
as to what extent the doctor is smiling, the tone of their voice, and 
eye contact. Computer-based VPs have been shown to have mixed 
efects on communication skills [17], and it would be interesting to 
investigate if this can be improved with our platform. 

When it comes to the evaluation, we acknowledge that this is 
just a preliminary study with a limited number of participants, so 
the results should be interpreted with caution. Also, the students 
had to interact in English, which was not the frst language for 
all of them. However, supporting other languages should be fairly 
straightforward, given that LLMs such as those from OpenAI have 
fairly good coverage for other languages as well. We now plan a 
much larger scale study as part of the standard curriculum at KI. 
This will also involve a wider repertoire of case descriptions. One 
interesting direction could be to use a LLM to describe and generate 
a VP and then compare that to an existing VP case, that has already 
been validated as an efective tool to practice CR skills. 

Finally, it should be noted that the VIC platform ofers other 
aspects that are currently missing the robot platform, such as phys-
ical examination and laboratory tests. An interesting direction for 
future work could be to also add those aspects to the robot platform. 
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