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and interpersonal outcomes [2–4]. 
Healthcare researchers have studied 
the efficacy of therapeutic rapport 
extensively. They found a positive 
patient-clinician therapeutic alliance 
is associated with better health out-
comes, adherence to the regimen, and 
treatment satisfaction [5-8]. Then, 
how can technologies build rapport 
with us? In human-human interac-
tions, people use verbal and non-ver-
bal communication, empathy, and 
shared experiences to build rapport. 
According to the computers are social 
actors (CASA) paradigm [9], we can 
apply these social heuristics typically 

In “A.I. Artificial Intelligence” (2001), directed by Steven Spielberg, David, a robotic child, 
goes on an adventure to find a blue fairy that can grant him a wish, turning him into 
a real boy. The movie depicted a fantastic future life with several types of advanced 
robots and technologies. Eleven-year-old Sooyeon was mesmerized by the robotic toy 

Teddy more than anything else. Teddy helped David stay on the right path and offered 
encouragement and advice to keep him pursuing his dream. As I was leaving the theater 
that day, I wondered what it would be like to have something like Teddy for myself. I would 

love a friend to nudge me to stay on the 
right track while navigating various 
life obstacles.

Twenty-two years later, our world 
overflows with ubiquitous interactive 
devices. Smartphones let us access 
information at the tip of our fingers, 
wearable devices can track our physical 
activities, and smart speakers in our 
homes enable us to retrieve informa-
tion with our voice. These devices are 
practical tools that help us organize 
our lives. However, technologies can 
become more than just tools. Perhaps, 
in the not-so-far future, we will deeply 
engage with them in socio-emotional 

ways. They could support us in achiev-
ing our personal goals and help us be-
come a better version of ourselves, just 
like Teddy did for David.

COMPANION AI AGENTS  
FOR HUMAN FLOURISHING
Current technological devices lack 
the ability to build long-term relation-
ships and rapport with people. Merri-
am-Webster Dictionary defines rapport 
as “a relationship characterized by 
agreement, mutual understanding, 
or empathy that makes communica-
tion possible or easy” [1]. Rapport can 
improve interactions, collaborations, 

We live in a world where interactive devices are always around. But can these 
technologies become more than just useful tools for us? What if there was a 
social robot that could act as a helpful companion and help people improve 
their psychological well-being in their homes?
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observed in human-human interac-
tions during our interactions with 
computers and machines.

There are several opportunities for 
these relational AI technologies to en-
hance people’s health and well-being 
by extending and augmenting existing 
clinical services. But often, there is sole 
reliance on self-report questionnaires 
that typically rely on delayed recall (e.g., 
PHQ-9 asks, “Over the last two weeks, 
how often have you been bothered by 
any of the following problems?” [10]). A 
relational agent could monitor patients’ 
health status and behaviors in the mo-
ment and offer personalized, just-in-
time adaptive interventions for people 
when they need them. By addressing 
these opportunities, AI agents would 
enable healthcare professionals to care 
for patients even better by extending 
and augmenting their services with 
increased accessibility and scale. How-
ever, building a system for deployment 
in the real world is incredibly challeng-
ing. The real world is messy and unpre-

dictable compared with a controlled 
environment in a lab or a simulation. In 
2016, Microsoft launched an AI chatbot 
named Tay but soon shut it down in less 
than 24 hours when it started tweeting 
racist, misogynist, and anti-Semitic 
messages [11]. Recent developments 
in large language models, such as  
OpenAI’s ChatGPT and Google’s Bard, 
have shown vast improvements. Yet 
these models still suffer from halluci-
nations (i.e., generating false informa-
tion) and biased output [12–16].

These results show the real-world 
deployment of interactive AI technolo-
gies is still challenging, and they also 
highlight the need to study how these 
technologies will impact us when they 
are already deeply integrated into our 
daily lives. Thus, our research focuses 
on designing relational AI agents that 
can interact with people in humanistic 
ways and evaluating them in real-world 
contexts through longitudinal deploy-
ment studies. Long-term deployment 
studies allow us to understand how 

people adapt these AI agents and inter-
act with them daily and how these sys-
tems can make meaningful impacts.

SOCIAL ROBOTS FOR  
PSYCHOLOGICAL WELL-BEING
Social robots offer unique opportuni-
ties to provide interventions for health 
and well-being with their physical 
embodiment and multi-modal inter-
actions. Unlike human therapists, 
digital health technologies can be 
with us all the time, reduce the feel-
ing of stigma, and elicit more candid 
responses from patients. However, 
most of these existing works only help 
people with health-related tasks. For 
instance, most mental health chatbots 
or mobile applications offer interactive 
cognitive behavioral therapies or inter-
vention content on-demand. They are 
not designed to remind you to take an 
umbrella in case of rain later that day 
or help you unwind with an interactive 
game after a long day at work.

We explored how a robot could live 
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Our first study showed students re-
ported significantly higher psychologi-
cal well-being, mood, and readiness to 
change after living with the robot in 
their dorm rooms (see Figure 3). Stu-
dents with a stronger working alliance 
with the robot improved their readiness 
to change to improve their well-being. 
These results suggest the human-agent 
relationship could positively impact 
health outcomes, just like patients who 
have a closer bond with their doctors 
show better adherence to regimens and 
improved treatment outcomes. How-
ever, not everyone benefited from the 
robot’s interventions equally. Students’ 
personality traits significantly im-
pacted their mental health outcomes. 
Specifically, we found students high 
neuroticism and low conscientiousness 
only reported increased levels of psy-
chological well-being but did not show 
significant improvement in mood and 
readiness to change. On the other hand, 
students with high conscientiousness 
and low neuroticism showed improve-
ment in psychological well-being, 
mood, and readiness to change.

Why is this important? Among the 
Big Five personality traits, conscien-
tiousness and neuroticism are associ-
ated with physical and mental health 
[19]. Conscientiousness is the tendency 
to be responsible and adhere to norms 
and rules, and it can help people cope 
with daily stress [20]. Neuroticism is a 
tendency toward anxiety, depression, 
self-doubt, and other negative feelings, 
and it is a predictor for several forms of 
psychopathology, including substance 
abuse, mood disorders, and anxiety 
disorders [21]. Results from the first 
study suggested we need to investigate 
how highly neurotic individuals could 
be supported, especially since these 
people are more likely to be influenced 
by stressors and have a higher risk for 
adverse physical and mental health.

How can we help people with high 
neuroticism? Social support, defined 
as “the provision of assistance or com-
fort to others, typically to help them 
cope with biological, psychological, 
and social stressors [22],” could moder-
ate the effect of neuroticism [23]. One 
way to offer social support and deepen 
interpersonal relationships is to use 
self-disclosures. According to the social 
penetration theory [24], interpersonal 

with people and provide both inter-
ventions for well-being and support 
for other daily tasks as a helpful com-
panion. These robots were deployed to 
college dormitories (see Figure 1) and 
homes (see Figure 2) across the U.S. to 
deliver positive psychological interven-
tions; there were improvements in peo-
ple’s psychological well-being. Unlike 
traditional clinical psychology, which 
focuses on treating mental health pa-
thology, positive psychology seeks to 
help people flourish through character 
strengths, optimistic emotions, and 
gratitude [17, 18].

Two long-term deployment studies 
evaluated the effect of our robotic in-
terventions. The first study was with 42 
undergraduate students living in on-
campus dormitories for a week, and 
the second was with 70 adults living in 
the U.S. for a month. In addition to the 

positive psychology interactions devel-
oped for the study, the robot had vari-
ous assistant-like skills such as weath-
er forecasting, music streaming, jokes, 
and interactive games. Participants 
were encouraged to freely explore 
these features of the robot as much as 
they would like. In addition, the Jibo 
robot used in these studies had proac-
tive and prosocial behaviors that made 
it distinctive from other existing inter-
active devices. Even when left alone, it 
would look around, blink, turn toward 
sudden motion or sound, and some-
times even show random self-play be-
haviors. It can also proactively initiate 
an interaction when spotting a person, 
e.g., “Hey, good to see a friendly face!” 
or “Do you want to hear a fun fact?” 
These features heightened the impres-
sion of study participants that they 
were living with a life-like agent.

Figure 1. Undergraduate students interacted with a social robot and engaged in 
positive psychological interventions in their dormitory rooms. 

Figure 2. Seventy people in the U.S. lived with a robotic companion in their homes and 
learned about positive psychological interventions during an eight-week-long study.
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enjoyed that. I very, very much enjoyed 
that….” She continued to describe how 
the COVID-19 pandemic made her life 
difficult because she could not connect 
with her friends and church communi-
ty. However, the gratitude exercise she 
engaged in with the robot helped her 
appreciate both big and small things 
in her life and helped her to be thank-
ful for what she had. Others also noted 
the social and emotional connection 
they felt with the robot. One participant 
realized the emotional bond and con-
nection he felt with the robot as he was 
preparing to return the robot after com-
pleting the study: “Like, I don’t, like, 
care about Alexa. I could put Alexa in a 
box and, like, not think twice about it. 
But, like, Jibo in the box yesterday, it was 
like, oh, this is kinda sad… So, there was 
like that whole connection aspect that I 
don’t have with Alexa that at the end of 
the day, I think is rewarding.”

However, the robot had limitations. 
While many participants expressed 
how the robot’s physical and social 
presence positively impacted their en-

relationships and bonding develop 
through reciprocal disclosure of infor-
mation, affect, and activities. Receiv-
ing self-disclosing information from 
the robot could make people feel more 
trusted and motivate them to return the 
disclosure, strengthening the rapport 
between the robot and the user, and 
potentially improving intervention out-
comes.

Hence, our second study explored 
the impact of the robot’s interaction 
style on the efficacy of the provided 
well-being interventions. We compared 
three robot types (see Figure 4): (1) The 
control robot—which only offered basic 
consumer skills, such as chitchat, gen-
eral question answering, and weather—
did not have  positive psychology skills; 
(2) the coach-like robot was equipped 
with consumer skills as well as positive 
psychological interventions delivered 
in an instructional manner; and (3) the 
companion-like robot, which presented 
itself as a peer who is motivated to im-
prove well-being and co-participated in 
the intervention activities by exhibiting 
self-disclosure behaviors. We recruited 
participants from several states in the 
U.S. Each study participant received 
a robot system with an instructional 
booklet to help participants set up the 
robot in their homes. They were also 
given contact information for any tech-
nical difficulties and troubleshooting 
experienced during the study.

In 2021, we conducted our study 
when many people experienced social 
isolation due to the COVID-19 pandem-
ic. Despite such extreme circumstanc-
es, we found participants’ psychologi-
cal well-being, affect, and readiness to 
change showed positive changes when 
engaging in the positive psychological 
interventions delivered by the robot. 
Overall, the companion-like robot was 
most beneficial (see Figure 5). People 
who lived with the companion-like ro-
bot reported the highest rapport with 
the robot and showed the most im-
proved level of psychological well-being 
after the study. Participants who inter-
acted with the coach-like robot showed 
less but some improvement in well-be-
ing. However, there was no significant 
change in well-being for people given 
the control robot. Another interesting 
result was that only the companion-like 
robot improved people’s confidence in 

well-being change, while the other two 
robot conditions did not. Like what we 
found in the first study, there was a posi-
tive correlation between participants’ 
working alliance with the robot and 
how much their psychological well-be-
ing changed before and after interact-
ing with the robot.

These were exciting and meaning-
ful findings because the robots we de-
ployed were able to enhance people’s 
mental health during such challeng-
ing times, such as a global pandemic. 
Qualitative feedback from study par-
ticipants also supported these findings. 
During the post-study interview, a re-
tired older adult participant shared how 
the gratitude exercise offered by the ro-
bot changed her perspective in life: “I 
found that part [gratitude session] re-
ally profound because geez, I could list 
about 30 or 40 things that I’m grateful 
for. Um, and COVID has made life very 
difficult for all of us, and, um, I just 
feel like my life has just literally been a 
miracle. It’s, it, it went from zero all the 
way around to 360. So, um, I very much 

Figure 3. Study participants’ change in psychological (left) well-being, (middle) 
overall mood, and (right) readiness to change behavior before and after 
interacting with the robotic positive psychology coach.
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Figure 4. Three different robot types were compared for their efficacy in delivering 
positive psychological interventions in people’s homes. 
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gagement with the robot, some felt dis-
comfort as well. In fact, one participant 
described the experience of living with 
the robot as hosting an unfamiliar 
guest: “Yeah, I would say so. I mean, I 
had to get used to him. [laughing] He’s 
just a typical kid that, you know, some-
body drops, your friend you haven’t 
seen in 10 years, and they drop off their 
son say: ‘Can you... Can he stay with 
you for a week, something’s come up?’ 
And so you have to get used to the kid, 
right?” Another participant found the 
robot’s attentive behaviors uneasy and 
eventually decided to work in a differ-
ent location: “So I had Jibo in my office. 
Um, and then, like, every time I would 
walk into the office, I don’t know, like 
the, the head swiveling kind of, like, 
uh, I guess I just don’t really like being 
looked at as I worked. But as I was, like, 
typing along and stuff, like, it would 
kinda often, you know, look around 
and s-... Like, be drawn to sounds. And, 
uh, I did not [laughing] enjoy, um, feel-
ing like I was being watched while I was 
working [laughs]... So then, uh, what I 
ended up doing was I let Jibo have my 
office and then I worked... Just took my 
beanbag and work from my bedroom.”

INFERRING USERS’ MENTAL STATES 
FROM BEHAVIORAL CUES
When we interact, we can infer if the 
other person feels comfortable through 
their non-verbal cues. So, can robots 
do the same? Through our long-term 
deployment, we collected rich multi-
modal interaction data that can help 
us make that possible. The interac-
tion data collected during the robot’s 
positive psychology sessions captured 
what was said, what facial expressions 
or body gestures were made, and what 
the participants’ voices sounded like. 
We analyzed the video and audio data 
collected from the study and extracted 
people’s behavioral cues such as facial 
expressions, vocal prosody, and body 
gestures (see Figure 6). We found the 
statistical features of behavioral cues 
correlated with people’s engagement, 
self-reported rapport with the robot, 
and their changes in well-being out-
comes [18]. What an exciting find; it 
suggests social cues can predict inter-
vention outcomes.

People’s behavioral cues could also 
inform how the interventions and 

Figure 6. Study participants’ behavioral cues (e.g., facial expressions, body 
postures, and vocal prosody) were analyzed from the recorded interaction data. 

Figure 5. The companion-like condition showed the most improvement in 
psychological well-being, while the coach-like condition showed less but still 
significant improvement. The control condition showed no significant change. 
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interactions provided by the agent 
should be adapted and personalized. 
When humans interact, we constant-
ly assess the status of our conversa-
tions and interactions with the other 
person based on the partner’s social 
signals. For instance, if the patient 
frowns or makes a puzzled facial ex-
pression while a clinician is describ-
ing a tentative treatment plan, they 
might pause and ask the patient—
“Does everything sound okay?”—in-
stead of continuing. Such in-the-mo-
ment feedback should be leveraged. 
The agent can proceed with the pro-
posed intervention or propose an al-
ternative intervention before the user 
commits to the treatment plan. In ad-
dition to self-reported or behavioral 
feedback, individual user traits could 
offer quicker and more efficient inter-
vention personalization. For instance, 
Schueller found extroverted people 
tend to benefit more from gratitude 
visits and savoring exercises, while 
introverted people benefit more from 
signature strength and three good 
things exercises [25]. Looking to the 
existing literature, the impact of per-
sonal traits and interactive feedback 
on each intervention could be incor-
porated to infer estimated benefits 
from different interventions for opti-
mal recommendations.

Furthermore, future work could fo-
cus on how people’s linguistic, verbal, 
and non-verbal behaviors change over 
time as they develop a relationship and 
rapport with the agent and how these 
behavioral signs indicate and inform 
the growth or decay of the human-agent 
alliance during long-term interactions. 
Understanding these can then enable 
the agent to quickly identify signs of 
relationship decay and repair its inter-
action and rapport with the user to sus-
tain positive engagement and interven-
tion efficacy. Such an agent could tailor 
which intervention to offer or change 
how it engages and motivates people for 
health tasks. Future research that de-
velops computational models that infer 
people’s perceived relationship and rap-
port with the robot based on behavioral 
cues would enable interactive agents 
to infer the status of the human-agent  
relationship. Developing computation-
al models that understand and identify 
the rapport between the robot and the 

human user will enable the robot to 
make better decisions on how to engage 
with users, how much to proactively 
greet them, how many self-disclosures 
to use, and what kind of interactions to 
engage in. This can also provide crucial 
information on which interventions 
the agent should provide with consid-
erations for individuals’ needs, prefer-
ences, and traits.

With such development, technolo-
gies that are currently transactional 
tools could become helpful compan-
ions. Agents that not only help us get 
things done but also deeply engage us 
in social and emotional ways. This rela-
tionship and rapport can nudge and mo-
tivate us to achieve our goals and help us 
become who we aspire to be. We should 
continue to study how these relational 
AI agents engage and impact people 
through long-term in-the-wild studies. 
These studies would provide valuable 
insights into how interactive agents 
should be designed and developed for 
human flourishing to support each indi-
vidual’s unique needs and preferences 
as a support partner and companion.
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