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## This note discusses the reduction of the set basis problem to the clique cover problem.
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In his paper on the minimization of spatially multiplexed character sets [2], Gimpel considered the following set basis problem. Given a collection of sets $S=\left\{S_{1}, S_{2}, \ldots, S_{l}\right\}$, a basis $B$ is defined as a collection of sets, $B=\left\{B_{1}, B_{2}, \ldots, B_{m}\right\}$ such that for each $S_{i}$ in $S$ there exists a (possibly trivial) subset of $B$ whose union equals $S_{i}$, the problem is to find a basis of least cardinality.

This important problem also arises in feature extraction and other areas in picture processing [1]. In most cases, the amount of computation required to solve this problem is prohibitively large.

In [2], the conversion of this problem to the set covering problem is discussed and can be described as follows. The columns of the covering problem correspond to element instances within the sets $\left\{S_{i}\right\}$. Thus the total number of columns is equal to the sum of the cardinalities of the $\left\{S_{i}\right\}$. For element $e_{j}$ in set $S_{i}$, there
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Table I.

|  | $S_{1}$ |  | $S_{2}$ |  | $S_{3}$ |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $a$ | $b$ | $b$ | $c$ | $a$ | $b$ | $c$ |
|  |  | 1 | 0 | 0 | 0 | 1 | 0 |
| $b$ | 0 | 1 | 1 | 0 | 0 | 1 | 0 |
| $c$ | 0 | 0 | 0 | 1 | 0 | 0 | 1 |
| $a b$ | 1 | 1 | 0 | 0 | 1 | 1 | 0 |
| $a c$ | 0 | 0 | 0 | 0 | 1 | 0 | 1 |
| $b c$ | 0 | 0 | 1 | 1 | 0 | 1 | 1 |
| $a b c$ | 0 | 0 | 0 | 0 | 1 | 1 | 1 |

is a column which we may designate $S_{i} / e_{j}$. The rows of the table are sets which are candidates for membership in a basis $\left\{B_{i}\right\}$. A row representing set $R_{k}$ covers a column $S_{i} / e_{j}$ if and only if $e_{j} \in R_{k} \subseteq S_{i}$. Thus, if $S_{1}=$ $\{a, b\}, S_{2}=\{b, c\}$, and $S_{3}=\{\mathrm{a}, \mathrm{b}, \mathrm{c}\}$, the covering problem can be represented by Table I.

As pointed out in [2], this conversion to a set covering problem has the advantage that many well-known methods to solve the set covering problem exist and can therefore be applied immediately. But it also has the disadvantage that the resulting matrix is too large in size. For example, if the number of distinct elements is $n$, the number of rows in the covering table is $2^{n}-1$, corresponding to all the subsets of $n$ objects except the void set. Note that this is only the worst possible case. In fact, there are usually fewer candidate sets because of the observations made by Gimpel in [2]. Therefore in the worst possible case the number of rows may grow exponentially with n . (The number of columns is $\alpha=$ $\left|S_{1}\right|+\left|S_{2}\right|^{\prime}+\cdots+\left|S_{i}\right|$, where $\left|S_{i}\right|$ is the cardinality of $S_{i}$ ).

We show here that the set basis problem can be reduced to yet another well-known problem, namely, the clique cover problem. Notice that as far as time complexities are concerned, the set covering problem and the clique cover problem have been shown to be in the same class, i.e. both are polynomially complete [3]. However, our method reduces the set basis problem to the clique cover problem in polynomial time and the corresponding graph has $\alpha=\left|S_{1}\right|+\left|S_{2}\right|+\cdots+\left|S_{l}\right|$ nodes, hence at most $\binom{\alpha}{2}$ edges. Consequently, its size grows only polynomially with $n$.

First we need some definitions: given an (undirected) graph $G$, a clique is a complete subgraph of $G$; a clique cover of size $k$ for $G$ is a family of $k$ cliques such that every node in $G$ is in at least one of the cliques.

Next we show that given $S$ one can construct a graph $G$ such that any basis for $S$ corresponds to a clique cover for $G$ with the same cardinality and vice versa.

Given $S=\left\{S_{1}, S_{2}, \ldots, S_{l}\right\}$, where $S_{i}=\left\{i_{1}\right.$, $\left.i_{2}, \ldots, i_{k i}\right\}$ for $i=1,2, \ldots, l$, consider the graph $G_{S}$ constructed as follows. The set of nodes in $G_{S}$ has a one-to-one correspondence to the elements of the set
$X=\bigcup_{\mathrm{i}=1}^{l}\left\{\left(S_{i}, i_{j}\right) \mid j=1,2, \ldots, k_{i}\right\}$.
An edge is drawn between the two nodes corresponding to the elements $\left(S_{u}, u_{\alpha}\right)$ and $\left(S_{v}, v_{\beta}\right)$ in $X$ if and only if $S_{u} \cap S_{v} \supseteq\left\{u_{\alpha}, v_{\beta}\right\}$. The following proposition gives the relationship between the set basis problem for $S$ and the clique cover problem for $G_{S}$.

Proposition. $S$ has a basis of cardinality $k$ if and only if $G_{S}$ has a clique cover of size $k$.

Proof. Suppose $S$ has a basis of cardinality $k$, say, $B=\left\{B_{1}, B_{2}, \ldots, B_{k}\right\}$. Consider the subgraph $G_{i}$ of $G_{S}$ with nodes corresponding to the set $X_{i}=\left\{\left(S_{y}, x\right) \mid\right.$ $S_{y} \supseteq B_{i}$ and $\left.x \in B_{i}\right\}$ and with all the edges connecting nodes in $X_{i}$. By the construction of $G_{S}, G_{i}$ forms a clique. Furthermore, since $B$ forms a basis, for every element $\left(S_{i}, i_{j}\right) \in X$, there exists at least one basis element $B_{h}$ such that $i_{j} \in B_{h} \subseteq S_{i}$. Therefore ( $S_{i}, i_{j}$ ) is in $G_{k}$. Consequently, every element in $X$ is in at least one of the cliques. Hence $G=\left\{G_{1}, G_{2}, \ldots, G_{k}\right\}$ forms a clique cover for $G_{s}$.

On the other hand, if $G_{S}$ has a clique cover of size $k$, let $G=\left\{G_{1}, G_{2}, \ldots, G_{k}\right\}$ designate the clique cover. Define $B_{j}=\left\{x \mid\left(S_{y}, x\right)\right.$ is a node in $\left.G_{j}\right\}$, for $j=1$, $2, \ldots, k$. Notice that since $G_{j}$ is a clique, for all $\left(S_{y}, x\right)$ in $G_{j}, S_{y} \supseteq B_{j}$. Now, for each $S_{i} \in S$, let $T_{i}=\left\{s \mid G_{S}\right.$ contains a node $\left.\left(S_{i}, i_{j}\right), 1 \leq j \leq k_{i}\right\}$. Then

$$
\begin{aligned}
S_{i} & =\left\{x \mid\left(S_{i}, x\right) \in X\right\}=\bigcup_{\mathrm{j}=1}^{\mathrm{k}} \mid\left\{x\left(S_{i}, x\right) \in G_{j}\right\} \\
& =\bigcup_{j \in \mathrm{~T}_{i}} B_{j} .
\end{aligned}
$$

Hence $B=\left\{B_{1}, B_{2}, \ldots, B_{k}\right\}$ forms a basis.
Finally, it should be pointed out that Stockmeyer [4] recently proved the polynomial completeness of the set basis problem. Therefore it may be useful to study heuristics which yield near optimal results.
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