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ABSTRACT
As a way of addressing increasingly sophisticated problems, soft-
ware professionals face the constant challenge of seeking improve-
ment. However, for these individuals to enhance their skills, their
process of studying and training must involve feedback that is both
immediate and accurate. In the context of software companies, where
the scale of professionals undergoing training is large, but the num-
ber of qualified professionals available for providing corrections is
small, delivering effective feedback becomes even more challenging.
To circumvent this challenge, this work presents an exploration of
using Large Language Models (LLMs) to support the correction
process of open-ended questions in technical training.

In this study, we utilized ChatGPT to correct open-ended ques-
tions answered by 42 industry professionals on two topics. Evaluat-
ing the corrections and feedback provided by ChatGPT, we observed
that it is capable of identifying semantic details in responses that
other metrics cannot observe. Furthermore, we noticed that, in gen-
eral, subject matter experts tended to agree with the corrections and
feedback given by ChatGPT.
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1 INTRODUCTION
The software industry regularly presents challenges to development
teams. Companies and teams continually strive to improve opera-
tional efficiency while reducing costs and maintaining or increasing
productivity. In this context, software developers must continuously
enhance their skills to remain relevant in their careers [2]. The pro-
cess of studying and training1 is integral to developers’ work routine,
supporting their continuous improvement and playing a crucial role
in enhancing technical skills.

During the training process, problem-solving activities or exer-
cises are essential for two main reasons. Firstly, they help solidify
and self-assess the understanding of new concepts. Secondly, they
indicate whether the individual’s current knowledge is sufficient for
performing tasks [16, 22, 24]. The feedback that developers receive
regarding their exercises is just as important as solving them [23, 26].
Good feedback is crucial for the learning process of software de-
velopers, as it provides insights into their progress and areas for
improvement. However, offering effective feedback can be chal-
lenging, requiring broad subject knowledge, availability, and the
ability to identify knowledge gaps [5]. Moreover, providing feed-
back promptly adds to the complexity of this task [23].

In the context of a software producing organization, it is neces-
sary for the individuals who provide feedback to find time to do that.
Thus, they need to allocate hours they usually dedicate for tasks
related to software development and allocate part of their schedule
for this grading and feedback activity, which reduce their operational
efficiency. This can have a significant impact, especially for compa-
nies that invest in their employees’ learning. This is specifically the
scenario experienced at ZUP INNOVATION.

Due to ZUP’s size, with several thousand employees, of which ap-
proximately 90% work in engineering teams, theoretical exams pre-
dominantly consist of closed-ended questions, either single-choice
or multiple-choice. However, the usage of closed-ended questions
presents a significant limitation in the evaluation process, given their
limited feedback. Aiming to accelerate the grading and feedback
process, this work presents an investigation into the use of ChatGPT
as a supplementary evaluation method. Our goal is to understand
whether ChatGPT could be considered as a mechanism for grading
open-ended questions in the training process employed by ZUP.

1For the context of this work, we use the terms “training” and “studying”
interchangeably.
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To accomplish this, the study began by creating a set of open-
ended questions on two topics of interest to ZUP: (1) web application
caching and (2) stress and performance testing. We asked two ex-
perts in this field to answer three questions each. With the responses
from these experts, we conducted a pilot experiment involving six
developers from the engineering team at ZUP. In this pilot, we admin-
istered an online questionnaire and asked the developers to respond
to the six open-ended questions. We used ChatGPT to correct the
pilot questions and evaluated the quality of the prompts for answer
grading. After receiving feedback from the pilot participants, we
randomly invited 100 more people from the engineering team, of
whom 50 had completed at least one technical training, while the
other group had started but not completed any training. Of these,
16 and 24 individuals from each group, respectively, completed the
questionnaire (N=40). In this work, we bring the following contribu-
tions:

• We explored the use of ChatGPT in the domain of open-ended
question grading and feedback.

• We assessed the responses of experts (2 people) and non-
experts (40 people) using ChatGPT.

• We compared the grading provided by ChatGPT using a typi-
cal metric, identifying and explaining any potential inconsis-
tencies.

2 WHY CHATGPT?
The recent technological advancements, such as the significant im-
provement in computational power and the enormous amount of data
stored in structured and unstructured formats, have greatly benefited
the field of Machine Learning (ML), especially Deep Learning (DL).
DL, in particular, has revolutionized various domains of knowledge,
such as image and speech recognition [6].

The early DL models for long sequences (such as texts) pro-
cessed inputs sequentially [12], which required larger models, more
time, and computational power for training. Additionally, these mod-
els struggled to relate different parts of the sequences, resulting
in limitations in learning [15]. However, with the introduction of
Transformers models, parallel processing of long-term sequences
became possible, enhancing the learning capacity and accelerating
the process [25]. These improvements culminated in Large Lan-
guage Models (LLMs), which provided significant advances in text
processing and natural language understanding [28].

Transformers Models. Transformers models are a widely used deep
neural network architecture in Natural Language Processing (NLP).
Unlike previous neural network models that processed elements
sequentially, Transformers introduced the attention mechanism [25].

The attention mechanism allows the model to assign different
weights to specific parts of the input during training. Instead of
solely relying on sequential order, the model can focus on parts of
the sequence that are more relevant to the task at hand, capturing
complex and long-range dependencies. For instance, when given
a paragraph as input, while previous models "read" the paragraph
sequentially, the attention mechanism allows Transformers to assign
higher importance to specific words. This way, the model can capture
long-range relationships between words, even when there are several
words between them.

Moreover, the attention mechanism enables Transformers to pro-
cess data in parallel, dividing the input sequence into multiple parts
and performing attention operations independently. This leads to
efficient and simultaneous processing of information, resulting in
smaller models compared to traditional ones. This characteristic
is one of the main reasons why these models can efficiently and
scalably process and generate text on a large scale [25, 28].

Large Language Models. LLMs are Transformers models with
millions, billions, or even more parameters, extensively trained on
large textual datasets, such as libraries of books, web articles, and
conversations on social networks. Through this diverse training data,
these models acquire a deep understanding of the structure, grammar,
and semantic context of human language.

Previously, training and utilizing these models for specific tasks
required considerable computational resources and advanced techni-
cal knowledge to develop, deploy, and enhance the models. However,
platforms like ChatGPT and similar ones have democratized access
to LLMs, enabling individuals without ML expertise to interact in-
tuitively with these models through chat interfaces, such as virtual
assistants.

This mode of interaction has brought about an alternative learning
paradigm in the field of ML: prompt-based learning. Instead of
refining the model traditionally, through providing more data and
adjusting parameters, tasks are reformulated as textual prompts. An
appropriate prompt can shape the model’s behavior, directing the
desired output without the need for conventional fine-tuning [13]. As
a result, LLMs demonstrate impressive ability to perform complex
tasks, even when trained with few examples (few-shot learning [4])
or no examples (zero-shot learning [9]). This qualifies them for a
wide range of NLP activities, including automatic translation, text
generation, and document summarization [28].

ChatGPT in Education. ChatGPT is a specific implementation of
an LLM based on the GPT (Generative Pre-trained Transformer)
architecture [4]. This tool has the potential to promote improvements
in learning and teaching experiences at various levels, from school
education to university and professional development.

One of the advantages of ChatGPT, along with other LLMs, is
the ability to offer personalized learning, taking into account the
preferences, abilities, and individual needs of each student. This
personalization can contribute to making the learning experience
more effective and engaging [8].

3 RESEARCH QUESTIONS
This work aims to provide answers to two research questions:

RQ1: Considering the responses of experts, what is the quality of
the grading provided by ChatGPT?

RQ2: Considering the responses of non-experts, what is the quality
of the grading provided by ChatGPT?

To answer RQ1, we asked experts to respond to six open-ended
questions. These questions were corrected using ChatGPT. For com-
parison purposes, we also asked ChatGPT to answer the same ques-
tions; and we also corrected the questions answered by ChatGPT
with ChatGPT. After refining the responses to the six questions, to
answer RQ2, we asked a larger group of developers, but without
expertise in that specific domain, to respond to the questions.
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4 METHOD: QUESTIONNAIRE
In this section, we will present in detail the process of creating,
testing, and implementing the questionnaire. We will discuss the
steps involved in formulating the questions, as well as the methods
used to ensure the validity and reliability of the results. Additionally,
we will describe the process of testing the questionnaire with a pilot
group and how the results of this test were used to improve the final
experiment.

4.1 Questionnaire design
To create the questionnaire, we selected two topics for which we
had experts available in the Education team at ZUP: (1) caching
and (2) stress and performance testing . This decision was made so
that we could generate prompts that compared the responses of the
experts with the responses of the participants in the experiment. This
way, we could reduce confirmation bias in the similarity calculation
performed by ChatGPT [27]. For the selection of questions, we chose
three questions for each topic. We opted for a small number of open-
ended questions to avoid overburdening the research participants,
as they were using their work hours to answer the questions. The
questions were organized in ascending order of difficulty, starting
with the easiest and ending with the most difficult. The chosen
questions (Qn), along with the responses of the experts (Rn), were:

Caching

(Q1) Explain in your own words what you understand about caching
in REST applications.

(R1) “Caching is a technique that allows storing frequently ac-
cessed data in memory to reduce the complexity cost of query-
ing them. Nowadays, there are several ways to apply caching
in REST APIs, starting on the server-side through techniques
of local and distributed caching. It is also possible to enable
caching on the client-side, where through the use of HTTP
protocol headers, policies are defined to govern the caching
behavior, such as using versions, expiration time, and also
specifying which clients can store the data, referring to the
end user’s browser and/or CDNs.”

(Q2) Explain briefly how the two types of caching work: client-side
caching and server-side caching.

(R2) “Server-side caching can be served locally, causing a portion
of the server’s memory heap to be used for storing data
that has high network or computation cost and is frequently
accessed. This strategy should be used in scenarios where
the system architecture is monolithic or there is a restriction
that only one instance of the system is used. Another way
to provide caching at the application layer is through the
use of distributed cache providers, favoring a global point
of access that is shared among instances, facilitating data
synchronization with the source of truth.”

(Q3) Explain cache invalidation in REST applications and present
a way to address it.

(R3) “Cache invalidation is an operation that aims to keep the
caching lean and consistent. To provide these guarantees,
invalidation policies must be used. Some examples are Least
Recently Used (LRU), which aims to remove from the cache
the data that has not been accessed recently. Another example

of a policy is Least Frequently Used (LFU), which aims to
remove from the cache the data that is least accessed. There
are also providers that work with expiration policies, where
the data enters with a duration time, and upon reaching a
certain time, they are automatically removed from the cache.”

Stress and performance testing

(Q4) Explain the concept of load and stress testing.
(R4) “Load testing means verifying how an application or system

behaves under an expected workload, which can be small,
moderate, or large. Additionally, this workload is applied
for a certain interval of time, such as minutes or hours, to
validate the system’s stability and detect possible problems in
resource usage, such as memory, CPU, disk, or connections
to a database, for example. It is important to understand that
load testing does not exceed the expected or designed capac-
ity for an application or system. On the other hand, stress
testing is related to verifying how an application or system
behaves when subjected to a very high and intense workload,
usually a workload higher than expected or specified in the re-
quirements. The idea here is to subject the application beyond
its designed capacity in order to detect problems or bottle-
necks in resource or internal component usage. The goal is
to discover how the system behaves under extreme pressure,
such as traffic spikes, excessive resource usage, hardware
failures, or abnormal conditions.”

(Q5) What are the main metrics used to evaluate the performance
of an application during a load test?

(R5) “Generally, for a web application, including REST APIs, the
main metrics we collect and evaluate are: response time,
throughput (number of operations per unit of time), and error
rate. There is a well-known method called the ‘RED Method,’
which basically recommends evaluating these 3 metrics for
request-based services. For non-request-based applications,
such as batch processing or streaming services, other metrics
like CPU, memory, or network are also usually collected and
evaluated.”

(Q6) What are the best practices for conducting load tests on appli-
cations that expose REST APIs?

(R6) “There are several important practices when conducting load
tests, such as defining the use cases to be validated and the
expectations of the expected workload. It is also important to
define which metrics are relevant for the test, as they will help
identify performance issues and bottlenecks (here, the ‘RED
Method’ can be adopted). Another point is to run load tests
against an application in production or a similar production-
like environment, such as a staging environment; this way, we
will obtain numbers close to the reality of the system. And
last but not least, applying the tests with a realistic data set
whenever possible.”

The questionnaire used in the study was implemented through
the TypeForm platform. It was designed to be anonymous, and all
questions were mandatory. However, due to the implementation of
privacy policies at ZUP, the questionnaire did not include demo-
graphic questions. Instead, it contained only six open-ended ques-
tions. Before each group of questions, we presented the purpose
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of the study and introduced the concepts of caching and stress and
performance testing.

4.2 Questionnaire Pilot
Before making the survey available and collecting responses from
a larger population, we first conducted a pilot with two objectives:
1) to evaluate the understanding of the presented questions, and 2)
to assess the quality of the prompts used for question grading in
ChatGPT.

To conduct the pilot, we sent an invitation message to a vir-
tual space with developers from ZUP who discuss topics related
to caching and to stress and performance testing2. In the message,
we introduced the objectives of the work along with the link to the
online form. In total, six participants responded to the questions. Ac-
cording to TypeForm statistics, 65 people opened the form, while 49
started to answer it. Out of those, only six completed the responses
to all questions. The average time for completing the activity was 38
minutes. With the first set of responses, we initiated the process of
engineering the prompt for grading (further details in Section 4.4).
After the gradings were completed, we shared the responses together
with the evaluation from ChatGPT with the same virtual space where
we invited the individuals, as a way to request feedback on the evalu-
ation performed by ChatGPT. Two people provided feedback, which
helped us improve the provided prompt (e.g., “All my responses
followed the same feedback pattern. It presents a correct and general
approach on the topic, mentioning some important points. However,
it could provide more details and real-world examples. Some-
times, it asks for more technical details, and in others, it requests
clear explanations for all audiences.”).

4.3 Actual Questionnaire
After conducting the pilot and refining the prompts based on partic-
ipants’ feedback, we sent the questionnaire to a larger population
of developers at ZUP. Initially, we selected 100 individuals who
had already participated in at least one of the training sessions of-
fered by the Education team. We made this decision to target the
questions towards developers who are more accustomed to study
activities during their work environment. Out of the 100 participants,
we selected 50 who had successfully completed at least one training,
meaning they achieved the minimum required average to pass the
course; similarly, we selected 50 who had not completed any train-
ing. Subsequently, we individually invited each participant through
a message sent via the private enterprise chat platform. Similar to
the pilot, in the message we expressed our interest and the study’s
objective, along with the link to the online questionnaire. As in the
pilot, the questionnaire was anonymous and no questions regarding
demographic information were asked. Over the course of a week, we
sent reminder messages to those who had not indicated whether they
had responded to the questionnaire or not. According to TypeForm
statistics, 90 individuals (53 from the group who completed at leas
one training and 37 from the group who did not) opened the form,
while 76 (43+33) started to respond to it. In the end, we obtained
40 (16 +24) responses. The average time for completing the activity
was 42 minutes.

2At ZUP, the use of such spaces for forming discussion groups on relevant topics is
common.

4.4 Prompt Engineering
The term prompt refers to a set of instructions provided to a LLM
(Language Model) as a way to customize or refine its capabilities.
The prompt defines the context of the conversation, informs the LLM
about what information is relevant, and specifies the type of output
expected. The quality of the output generated by an LLM is directly
related to the quality of the prompt provided by the user.

Prompt engineering [14], on the other hand, refers to the process
of adjusting or improving the responses generated by LLMs [28].
In other words, prompt engineering involves training LLMs via
prompts. The process of prompt engineering involves modifying the
prompts to obtain more desirable results. This fine-tuning technique
optimizes human-computer interaction by refining text generation
based on the users’ needs and expectations.

4.4.1 Prompt Engineering Phases. We describe our prompt engi-
neering steps below.

Prompt V1. In the first prompt version, we used ChatGPT as an
oracle for open-ended questions. Additionally, we included techni-
cal aspects that, although relevant to the company’s context, were
not necessary for answering the open-ended questions. The initial
prompt is as follows:

Suppose you are an expert in creating web applications using
REST APIs.
In addition to being an expert, you grade exams on this topic.
Consider the following question and answer:
Q: Explain in your own words what you understand about caching
in REST applications?
R: {}
What score would you give to this answer on a scale from 0 to
10?
Return the answer in a JSON format, with a variable ’score’ for
your rating, and another variable ’explanation’ for the justifica-
tion of this score.
Your explanation should have at least 20 words. In the explana-
tion, identify any knowledge gaps and explain how to minimize
them using real-world examples.
If no response is provided, indicate ’No response was given,’ and
assign a score of zero.

In the prompt above, we illustrated a question about caching.
We used the approach of creating a prompt for each question, only
changing the context (first paragraph) and the question itself. The
response is provided to the prompt in a way that can be parameterized
(indicated by {} in the prompt). However, when evaluating this first
prompt on the pilot data, we observed that the scores given by the
model were consistently high, even for simple answers, indicating a
possible model miscalibration.

Prompt V2. As an attempt to increase the model’s evaluation rigor,
we removed the first sentence from the prompt and replaced it with
the following instruction: “I need you to grade the exams using the
highest grading standard you can.” The rest of the prompt remained
unchanged. Furthermore, the first prompt was designed to be specific
to the context of programming in Java. However, it was observed
that the questions were theoretical and did not require knowledge of



Grading of Open-Ended Questions Using ChatGPT SBES 2023, 25 - 27 September, 2023, Campo Grande, Brasil

a specific programming language. Therefore, this information was
also removed. With these modifications, it was possible to observe
an increase in the evaluation rigor of the questions.

Prompt V3. Although the V2 version of the prompt increased the
rigor of question evaluation, it still has an important limitation:
relying solely on the knowledge base and interpretation of ChatGPT,
which is known to provide incorrect information [19]. In order to
minimize this limitation, we designed a new prompt by providing the
expert’s answer and then we asked to compare the student’s answer
with the expert’s answer.

Prompt V4. After the first round of pilot evaluation, the scores with
the explanations provided by ChatGPT were shared with the pilot
participants. Among the feedback received, it was suggested that
the explanation would be more illustrative if it included real-world
examples. Therefore, we added a final instruction at the end of the
prompt, indicating that “Whenever possible, the explanation should
include real-world examples.” The final prompt generated and used
for the correction of the remaining open-ended questions can be seen
below:

I need you to grade the exams using the highest grading standards
possible.
Consider the following question and the answer provided by an
expert:
Q: Explain in your own words what you understand about
caching in REST applications?
R Expert: Caching is a technique that allows storing data fre-
quently accessed in memory to reduce the complexity cost of
querying it. Nowadays, there are various ways to apply caching
in REST APIs, starting on the server-side through local and
distributed cache techniques. It is also possible to enable client-
side caching, where HTTP protocol headers define policies that
govern caching behavior, such as versioning, expiration time,
and defining which clients can store the data, referring to the
end-user’s browser and/or CDNs.
Now, consider the student’s response provided below.
R Student: {}
What grade would you give to the student’s response, considering
the expert’s answer, on a scale from 0 to 10?
Return the response in a JSON format, with a variable ’grade’,
containing your grade, and another variable ’explanation’ with
the explanation for this grade.
Your explanation must have at least 20 words. In the explanation,
identify knowledge gaps and explain how to minimize these gaps
using real-world examples.
If no response is provided, inform ’No response provided’, and
give a grade of zero.

4.4.2 Prompts Execution. In this article, we utilized ChatGPT
through its API3. We used the GPT-4 model with the following
configurations: a maximum of 100 tokens and a temperature of 0.6;
the temperature is a hyperparameter that affects the probability of
token distributions in the model. It is possible to adjust the temper-
ature to control the diversity and creativity of the generated texts.

3https://platform.openai.com/docs/api-reference

The temperature value ranges from 0 to 1. While a high temperature
(e.g., 0.7+) leads to more diverse results, a low temperature (e.g.,
0.2) tends to produce more deterministic results.

The value of 0.6 was chosen to obtain slightly different corrections
for similar questions. The maximum token value was set to make
the GPT’s corrections more concise and direct.

4.5 Quality Metrics
Like other LLMs, ChatGPT has a well-known limitation regarding
false or distorted perceptions of information generated by the model
itself. These “hallucinations” (a technical term used to describe
this limitation) can cause the LLM to generate answers that appear
correct when, in fact, they are not.

To minimize this limitation and complement the grading provided
by ChatGPT, we also calculated the cosine similarity metric between
the response provided by the expert and the response provided by
the study participant. The cosine similarity metric is widely used to
measure similarity between vectors in multidimensional spaces [10,
11, 21]. By calculating the cosine similarity between the participants’
responses and a reference standard (expert’s response), we can obtain
an objective measure of how close the responses are to the desired
pattern.

To calculate this metric, we used the implementation available
in the sbert library4. In general, to calculate cosine similarity, we
first convert the responses into numerical vectors. Then, we multiply
these vectors with each other and sum the results. Finally, we divide
the multiplication result by the product of the sizes of the vectors.
The final value obtained ranges from -1 to 1, where 1 indicates that
the responses are very similar, while -1 indicates that the responses
are very different. In summary, this metric measures the projection of
the participant’s response onto the direction of the expert’s response,
providing a measure of their similarity.

5 RESULTS
We organize the results in terms of the research questions. First, to
answer RQ1, we present an analysis of the correctness of experts’
responses (Section 5.1), comparing them to ChatGPT’s responses.
Next, to address RQ2, we present an analysis of the correctness of
students’ responses (Section 5.2).

5.1 Grading experts’ responses
We started by evaluating the responses provided by experts (as pre-
sented in Section 4) using ChatGPT. To conduct this evaluation, we
asked ChatGPT to grade the responses given by the experts. To do
this, we had to edit the prompt to remove the lines indicating the ex-
pert’s evaluation. As a result, the expert’s response was corrected as
if it were a student’s answer. The scores assigned by ChatGPT to the
experts’ responses are presented in the Experts” column of Table 1.
After collecting and grading the experts’ responses with ChatGPT,
we asked ChatGPT to answer the six open questions. To do this,
we used the following prompt: “Using the highest grading
scale you can, provide an answer of up to 100 words for
the following question: QN”. The limit of 100 words was es-
tablished since the average word count in the experts’ responses was
114 words. These responses provided by ChatGPT were then also
4https://www.sbert.net/

https://platform.openai.com/docs/api-reference
https://www.sbert.net/
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corrected by ChatGPT itself. The result of this correction is available
in the “ChatGPT” column of Table 1.

Table 1: Evaluation of experts’ and ChatGPT’s responses,
graded by ChatGPT. The column # Words” presents the size of
the response provided by the expert (or ChatGPT), measured by
the number of words. The column “Cos Sim” presents the result
of the cosine similarity metric.

Experts ChatGPT
Question # Words Grade # Words Grade Cos Sim

Q1 107 8 94 9 0.8410
Q2 109 7 105 9 0.7338
Q3 94 7 82 8.5 0.7492
Q4 178 8.5 93 9 0.8546
Q5 88 9 61 9 0.5429
Q6 110 8.5 93 9 0.8046

Grading of experts’ responses by ChatGPT. As one could see,
the answers to the first group of questions about caching (Q1, Q2,
and Q3) consistently received lower scores compared to the second
group. As highlighted in Section 4, the responses related to caching
were provided by one expert, while the responses concerning stress
testing and performance were provided by another expert.

Upon analyzing the feedback provided by ChatGPT, we observed
comments that might have influenced the received scores. For in-
stance, when considering the first set of answers about caching,
ChatGPT indicated that the responses presented basic concepts but
did not adequately explain or provide examples. In Q2, which re-
ceived a score of 7 and asked about the difference between client-side
and server-side caching, the expert explained server-side caching
but did not mention the second approach, client-side caching. Chat-
GPT identified this gap and highlighted it in its correction. “The
student explained server-side caching well, including monolithic
and distributed strategies, but did not mention client-side caching.
In client-side caching, data is stored on the user’s device, such as
browsers and APIs, speeding up page loading. For example, saving
images and CSS from the site of the last visit.”

Another interesting example to highlight is the explanation pro-
vided for Q5, which inquired about the main load testing metrics. In
this explanation, ChatGPT indicated that: “The student’s response
correctly addressed the response time, throughput, and error rate
metrics, mentioned the RED Method, and cited examples of other
situations. However, it could have explicitly explained the relation-
ship of these metrics with the user experience and mentioned more
specific metrics for other applications, such as latency indexes for
real-time systems”. In other words, ChatGPT correctly identified the
items provided in the responses but did not recognize a potential
relationship among these items—even though this relationship was
not questioned in the prompt.

Perception of ChatGPT’s grading by the experts. Next, we sent
the corrections provided by ChatGPT to the experts who wrote the
responses. When we inquired whether the experts agreed with the
evaluations, they generally concurred with the assessments. In partic-
ular, regarding question Q3, where there was a higher disagreement

between the experts’ and ChatGPT’s responses, the expert who pro-
vided the answer commented that: “[in this question] he was precise
and noticed that my response was incomplete. I believe the score was
higher than it should have been. I would give myself a 5.” However,
for Q4, a point of disagreement was observed as the expert men-
tioned that “This explanation doesn’t make much sense since what
she says is missing from the response is actually there.” referring to
the difference between load testing and performance testing.

Corrections of ChatGPT’s responses by ChatGPT. The gradings
provided for the expert responses questioned whether ChatGPT
could provide even more elaborate answers. The column labeled
“ChatGPT” shows the result of this investigation. As evident, in
general, the responses provided by ChatGPT received higher scores
when compared to the responses provided by the experts. Particularly,
the difference was greater in the group of questions about caching: 2
points of difference for question Q2 and 1.5 points of difference for
question Q3. For example, ChatGPT’s response to Q2 addressed both
server-side and client-side caching concepts: “Client-side and server-
side caching are strategies to temporarily store data to improve
performance and loading speed. In client-side caching, browsers
store information locally on the user’s device, such as HTML, CSS,
and JavaScript files. This reduces the need to repeatedly retrieve
resources from the server, saving loading time and bandwidth. On
the other hand, server-side caching involves storing information,
such as request responses, directly on the server. In these cases,
if the information is already cached, server responses are faster,
optimizing the user experience.” However, for the second group of
questions about stress and performance testing, a smaller variation
was observed between the expert’s grading and ChatGPT’s grading:
only 0.5 points for Q4 and also 0.5 points for Q6.

Comparison of expert and ChatGPT gradings. Although the grad-
ings provided by ChatGPT for the expert responses offer an initial
means of comparison, as discussed in Section 4.5, relying solely on
ChatGPT’s corrections may be insufficient, as it can exhibit hallu-
cinations, meaning it provides false or distorted insights generated
by the model itself [7]. To complement ChatGPT’s corrections, we
employ the Cosine Similarity metric, presented in Table 1, under
the column labeled “Cos Sim.” When closer to 1, there is a higher
likelihood that the responses provided by the experts and ChatGPT
are similar. As evident, in general, the responses exhibited a high
degree of similarity (>0.7). However, only response Q5 showed a
lower similarity value, even though both responses received a score
of 9, according to ChatGPT’s correction. Upon evaluating these two
responses, it was observed that the expert and ChatGPT approached
slightly different topics, although both were correct. For instance, in
Q5, the expert commented: “Usually, in a web application, including
REST APIs, the main metrics we collect and evaluate are: response
time, throughput (number of operations per unit of time), and error
rate. In fact, there is a well-known method called the ’RED Method,’
which basically recommends evaluating these 3 metrics for request-
based services and applications.” On the other hand, ChatGPT’s
response was more generic and did not mention the existence of the
’Red Method’: “The main metrics used to evaluate the performance
of applications during a load test include response time, throughput,
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the number of simultaneous users, resource utilization (CPU, mem-
ory, disk, and network), and system errors or failures. These metrics
help identify bottlenecks, determine scalability, and ensure system
stability under different load conditions.”

5.2 Grading students’ responses
After the individual evaluation of expert responses, we proceeded
with the evaluation of the study participants’ responses. As high-
lighted in Section 4.4.1, in the final version of the prompt, we in-
structed ChatGPT to compare the student’s response with the expert’s
response. This approach aimed to minimize known hallucination
biases often observed in LLMs like ChatGPT [7, 19]. Furthermore,
based on the feedback from the experts, the initially provided re-
sponses were adjusted by the authors of this article to incorporate the
insights highlighted by ChatGPT. The following Table 2 provides a
summary of the evaluations from the study participants.

Difference in scores between participant groups. Although the
participants of the survey did not undergo any training on caching or
stress and load testing, our initial hypothesis was that participants
who had completed at least one technical training would have less
difficulty answering the questions (indicated by higher scores) com-
pared to participants who had not completed any technical training.
In particular, for questions Q1 and Q2, it was possible to observe
that participants who completed at least one training scored at least
one point higher than those who did not complete any training (for
Q1, median of 6 for the completed group, while median of 5 for
the non-completed group; for Q2, the completed group scored 7 at
the median, while the non-completed group scored 6). However, for
questions Q4 and Q5, the difference between the groups was small
(around 0.29 points in Q4 and around 0.1 points in Q5, on average).
On the other hand, for questions Q3 and Q6, participants who did not
complete any training received higher scores compared to those who
completed a training (for Q3, median of 5 points for the completed
group and 7 points for the non-completed group, while for Q6, the
average was again 5 points for the completed group and 7 points for
the non-completed group).

Table 2: Assessments of study participants’ responses.

Question Group Avg. Median Std. Dev.

Q1
Completed 5,50 6 1,71
Non-Completed 4,96 5 0,92

Q2
Completed 7,29 7 0,47
Non-Completed 5,65 6 0,69

Q3
Completed 5,21 5 1,86
Non-Completed 6,04 7 1,94

Q4
Completed 5,29 6 2,26
Non-Completed 5,00 5 2,72

Q5
Completed 5,21 6 2,82
Non-Completed 5,31 6 2,66

Q6
Completed 5,21 5 1,86
Non-Completed 6,04 7 1,94

Reliability in ChatGPT’s corrections. As a way to complement
the corrections provided by ChatGPT, we calculated the cosine

similarity metric, which, in summary, evaluates the degree of prox-
imity between two sentences in a vector space (further details in
Section 4.5). Figure 1 presents a comparison between ChatGPT’s
correction (normalized to range from 0 to 1) and the result of the
cosine similarity metric calculation. In general, it can be observed
that, for most questions, the lines follow a similar pattern: when one
line tends to go up or down, the other line tends to follow suit. The
main difference in this trend can be observed in Q5 (Figure 1-(e)). In
this particular question, on average, ChatGPT’s scores had a mean
of 5.25 points, while the mean of the similarity metric was 0.38.
Figure 2 presents the distribution of corrections using ChatGPT and
the cosine similarity metric. As observable, although the distribution
of some responses has slightly different shapes, the values of mean
and median remain close, with Q5 being the exception.

Divergences observed in ChatGPT’s corrections. To better un-
derstand the divergence observed in Q5, we investigated which
responses had the greatest discrepancy in scores. We found a total of
10 responses that had more than 3 points of divergence. Upon ana-
lyzing these responses, we noticed that ChatGPT was able to detect
details in the answers that potentially influenced the generated scores.
For example, one participant answered Q5 as follows: “response
time, quantity of data transferred, and success rate (throughput)
and error rate”. However, ChatGPT noticed the confusion the par-
ticipant made between success rate and throughput: “The student’s
response addresses the main metrics, with some inaccuracies. He
mentions response time, throughput, and error rate but confuses the
quantity of data transferred with throughput. To clarify, throughput
generally refers to the number of operations per unit of time and not
the amount of data transferred. [...]”. In other words, although the
participant used the correct terms, the semantics of the terms were
incorrect. This may have misled the cosine similarity metric, even
though ChatGPT was able to detect and correct it. Other cases of
divergence occurred when the participant answered the question in
a limited or incomplete manner. In these cases, again, the response
contained certain terms used in the expert’s response but lacked
details or elaboration.

6 DISCUSSION: LLMS FOR EDUCATION
The popularization of AI assistants could significantly impact tradi-
tional education. For example, students can use AI assistants to get
answers to specific questions, clarify concepts or receive real-time
feedback on their work. They are also auxiliary equity tools, con-
sidering the individual journeys of students. Neurodivergent people
often cannot finish reading long texts, or they can at a high emotional
cost and cognitive overload, something many neurotypical people do
not imagine exists. ChatGPT and the like can help extract key points
from readings, minimizing such effort. Teachers can benefit from the
aid of these tools in creating teaching materials and personalizing
instruction to meet individual student needs.

However, AI assistants should not replace the key role of teachers.
Education goes beyond the transmission of information and involves
social interactions, the development of socio-emotional skills and
the ability to apply knowledge in real contexts. These aspects are
fundamental and cannot be replaced by technology.

Finally, it is necessary to consider the ethical and privacy issues
related to the use of AI assistants in education. It is important to



SBES 2023, 25 - 27 September, 2023, Campo Grande, Brasil Pinto et al.

Q1 Q2 Q3

Individual Responses

C
ha

tG
P

T'
s 

G
ra

de
 v

s 
C

os
in

e 
S

im
ila

rit
y

0,00

0,25

0,50

0,75

1,00

Cos sim ChatGPT

ChatGPT's Grade vs Cosine Similarity

Individual Responses

C
ha

tG
P

T'
s 

G
ra

de
 v

s 
C

os
in

e 
S

im
ila

rit
y

0,00

0,25

0,50

0,75

1,00

Cos sim ChatGPT

ChatGPT's Grade vs Cosine Similarity

Individual Responses

C
ha

tG
P

T'
s 

G
ra

de
 v

s 
C

os
in

e 
S

im
ila

rit
y

0,00

0,25

0,50

0,75

1,00

Cos sim ChatGPT

ChatGPT's Grade vs Cosine Similarity

Q4 Q5 Q6

Individual Responses

C
ha

tG
P

T'
s 

G
ra

de
 v

s 
C

os
in

e 
S

im
ila

rit
y

0,00

0,25

0,50

0,75

1,00

Cos sim ChatGPT

ChatGPT's Grade vs Cosine Similarity

Individual Responses

C
ha

tG
P

T'
s 

G
ra

de
 v

s 
C

os
in

e 
S

im
ila

rit
y

0,00

0,25

0,50

0,75

1,00

Cos sim ChatGPT

ChatGPT's Grade vs Cosine Similarity

Individual Responses

C
ha

tG
P

T'
s 

G
ra

de
 v

s 
C

os
in

e 
S

im
ila

rit
y

0,00

0,25

0,50

0,75

1,00

Cos sim ChatGPT

ChatGPT's Grade vs Cosine Similarity

Figure 1: Comparison of responses provided by ChatGPT and those obtained by calculating the cosine similarity metric. The red line
indicates the question grade value indicated by ChatGPT, while the blue line indicates the resulting metric value.
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Figure 2: Distribution of ChatGPT corrections and the cosine similarity metric.
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ensure that student data is protected and that decisions related to
education are not based solely on algorithms, but rather on a balanced
approach that takes into account the expertise of teachers and the
well-being of students.

7 LIMITATIONS
As any empirical study, this work also has several limitations and
threats to validity. First, to conduct the study, we used a population
of 40 developers. Although they are professionals in the field, we
can hardly generalize their responses to other groups of developers
from different countries with different experiences.

Another threat is related to the feedback provided by ChatGPT.
In some responses, we noticed that ChatGPT seems to have been too
strict. For example, the question "What are the main metrics used to
evaluate the performance of an application during a load test?" does
not address potential relationships among these metrics. However,
we frequently observed responses where ChatGPT provided feed-
back indicating this absence. Due to its proprietary implementation,
the authors are not aware of the reasons why ChatGPT did not stick
to answering what was asked.

Still, there is limitation related to the metric we used to compare
ChatGPT’s responses. Although there are other well-known metrics
like BLEU [18] and METEOR [1], we decided not to report them in
this work due to inconsistent results we obtained. For example, a sig-
nificant number of answers were evaluated as zero, which indicates
that the student’s answer does not match the reference answer. More-
over, BLEU is a metric designed to evaluate translations of texts,
and we understand that the scenario of the article is not necessarily
the most suitable for its use. Other studies have observed that using
these metrics is not appropriate for educational purposes as they do
not correlate with human evaluation [20].

8 RELATED WORK
Although very recent, there is a growing number of studies using
ChatGPT for educational purposes. For instance, the study conducted
by Moore et al. [17] explored the use of ChatGPT-3 to assess whether
student-generated questions can be useful in the learning process.
The results suggest that the model can be a powerful tool to assist
teachers in pedagogical assessments, providing an innovative and
effective approach to evaluate students’ knowledge.

Zhu, Liu, and Lee [29] investigated the impact of automated
assessment technologies on the review of scientific arguments pre-
sented by students. The results revealed that automated reviews were
positively correlated with an increase in students’ grades. Further-
more, when the automatic reviews were contextualized with the
students’ responses, they proved to be even more effective in aiding
learning by providing personalized and specific feedback.

Additionally, Bernius, Krusche, and Bruegge [3] evaluated the
use of LLMs to generate feedback for open-ended questions in
courses with a large number of students. The results demonstrated a
decrease of up to 85% in the effort required by teachers for evaluating
these questions. Furthermore, 92% of the evaluations generated by
LLMs were considered of high quality by instructors. Moreover, the
majority of students rated the quality of this feedback as equivalent
to that provided by instructors.

These studies demonstrate how the use of ChatGPT and auto-
mated assessment technologies can have a positive impact on the
learning process of students. These tools offer the opportunity to
provide immediate, personalized, and detailed feedback, allowing
students to improve their performance and understanding of con-
cepts. However, none of these works addressed the use of tools like
ChatGPT for the correction and feedback of open-ended questions
in the field of software engineering, which is the objective of this
study.

9 CONCLUSIONS
This study investigated the use of ChatGPT as a complementary
strategy for correcting and providing feedback on open-ended ques-
tions. For this purpose, we recruited two experts and 40 developers
to answer a set of six questions on two different topics: (1) caching
and (2) stress and performance testing. The responses from these
individuals were corrected by ChatGPT. Based on this data, several
observations were made:

• In general, experts agreed with the corrections provided by
ChatGPT. Among the six feedbacks given by ChatGPT, there
was only one instance of disagreement from the expert;

• The cosine similarity metric is not always suitable to be used
as a proxy for ChatGPT scores, as it loses contextual infor-
mation that ChatGPT is able to identify.

9.1 Future Work
For future work, we are interested in using grading rubrics annotated
by experts with specific weights for certain items that deserve em-
phasis in the responses. This way, we can direct corrections to the
most relevant response items. We also hope to expand our analysis to
cover other LLMs, as well as different versions of ChatGPT. More-
over, we plan to explore other teaching materials, such as books, as
our database for open questions (and their answers). This approach
may further enrich the analysis and offer a more comprehensive
view on the effectiveness and applicability of ChatGPT in education.
Finally, we still want to understand to what extend does ChatGPT
recognizes its own answers and, thus, give better grades to them.

Artifacts Availability
The data analyzed in this study is available online at: https://tinyurl.
com/chatgpt-for-edu.
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