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ABSTRACT
The rapid single-flux-quantum (RSFQ) superconducting technol-
ogy is highly promising due to its ultra-high-speed computation
with ultra-low-power consumption, making it an ideal solution for
the post-Moore era. In superconducting technology, information
is encoded and processed based on pulses that resemble the neu-
ronal pulses present in biological neural systems. This has led to a
growing research focus on implementing neuromorphic processing
using superconducting technology. However, current research on
superconducting neuromorphic processing does not fully leverage
the advantages of superconducting circuits due to incomplete neu-
romorphic design and approach. Although they have demonstrated
the benefits of using superconducting technology for neuromor-
phic hardware, their designs are mostly incomplete, with only a few
components validated, or based solely on simulation. This paper
presents SUSHI (Superconducting neUromorphic proceSsing cHIp)
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to fully leverage the potential of superconducting neuromorphic
processing. Based on three guiding principles and our architectural
and methodological designs, we address existing challenges and
enables the design of verifiable and fabricable superconducting
neuromorphic chips. We fabricate and verify a chip of SUSHI using
superconducting circuit technology. Successfully obtaining the cor-
rect inference results of a complete neural network on the chip, this
is the first instance of neural networks being completely executed
on a superconducting chip to the best of our knowledge. Our eval-
uation shows that using approximately 105 Josephson junctions,
SUSHI achieves a peak neuromorphic processing performance of
1,355 giga-synaptic operations per second (GSOPS) and a power effi-
ciency of 32,366 GSOPS per Watt (GSOPS/W). This power efficiency
outperforms the state-of-the-art neuromorphic chips TrueNorth
and Tianjic by 81 and 50 times, respectively.
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1 INTRODUCTION
In the post-Moore era, improving the performance of computer
systems while meeting energy budget requirements has become an
increasingly challenging task. Fortunately, emerging device tech-
nologies such as photonic, quantum, biological, and neuromor-
phic computing show great potential in terms of operational speed
and energy efficiency. As such, exploring these technologies and
enhancing their feasibility is necessary as alternative candidate
technologies for the traditional semiconductor technology.

Among these technologies, the rapid single-flux quantum (RSFQ)
[21] based superconductor circuit technology has emerged as one
of the most attractive alternatives due to its ultra-low latency of
~10−12𝑠 and energy consumption of ~10−19 𝐽 to complete a state
flipping [9, 15]. Numerous research efforts have been devoted to-
wards promoting the RSFQ-based superconductor circuit technol-
ogy across various aspects [17, 24, 38, 44]. As a result, RSFQ technol-
ogy has gained significant attention as an interesting and promising
post-Moore solution.

Neuromorphic circuits based on superconducting technology
represent an application that can effectively exploit the properties
of RSFQ technology. This is possible since the information in RSFQ
logic is encoded and processed via the single-flux quantum (SFQ)
pulse, which closely resembles the neuronal pulse present in bio-
logical neural systems [39]. Indeed, the superconducting chip is
considered a highly promising hardware platform for the fabrica-
tion of naturally neuromorphic hardware, and researchers have
devoted increasing efforts towards implementing neuromorphic
computing on superconducting circuits [13, 42].

However, current research on neuromorphic processing using su-
perconducting circuits faces several challenges. These issues hinder
researchers from fully leveraging the benefits of superconducting
circuits in implementing neuromorphic processing and, in some
cases even exceed the current technological level of superconduct-
ing circuits, making them difficult to be effectively applied.

Firstly, the use of pulse-driven synchronous timing and storage
renders their design not truly neuromorphic in processing. Fur-
thermore, given the ultra-low flip time of superconducting cells,
synchronous timing in superconducting circuits frequently neces-
sitates aligning pulses by extending the length of transmission
lines. This consequently incurs a significant wiring overhead. Ad-
ditionally, deficiency in high-frequency memory poses challenges
in designing storage on superconducting circuits.

Secondly, most existing work does not meet the constraints of
superconducting circuits, especially in terms of integration. The
superconducting circuit technology is still in its infancy, integrating
such elements on a single chip remains significantly challenging. It
is indeed difficult to fabricate and verify circuit designs that exceed
current integration constraints.

Thirdly, the existing designs for neuromorphic processing are
mostly incomplete, with validation limited to only certain compo-
nents or reliance on simulation results. So far, no superconducting

neuromorphic chips capable of performing complete neural net-
work inference have been successfully validated.

In this paper, we present the SUSHI (Superconducting neUromor-
phic proceSsing cHIp) to explore the potential of neuromorphic
processing on superconducting circuits. To overcome existing chal-
lenges and design verifiable and fabricable superconducting neuro-
morphic chips that meet the constraints of superconducting circuits,
we present SUSHI based on three guiding principles: 1) Focusing
exclusively on neuromorphic processing features, such as asynchro-
nous processing and pulse-driven mechanisms; 2) Conforming to
superconducting circuit constraints, which include limiting mem-
ory, integration, and timing constraints; and 3) Implementing a
complete on-chip network structure with the ability to perform
spiking neural network (SNN) processing.

To achieve these objectives and fully explore the potential of
superconducting neuromorphic processing, we propose several
design solutions for SUSHI, including:

First, we propose the design of a superconducting neuromorphic
element (NPE) that is built on the principle of neuromorphic pro-
cessing. Our NPE is pulse-driven and can process pulse-encoded
information asynchronously. This asynchronous feature provides
significant savings on wiring overhead, which accounts for up to
80% of the design resource footprint in synchronous timing designs.
Furthermore, our NPE leverages the state flipping of supercon-
ducting cells to accomplish the storage and switching of neuron
states, which essentially eliminates most of the memory require-
ments. This low memory requirement considerably reduces the
impact of the memory wall on the NPE, enabling our design to fully
implement neuromorphic processing.

Second, we introduce superconducting spiking neural network
(SSNN) that aligns with the constraints of our NPE design on su-
perconducting circuits. We simplify the weight processing to be di-
rectly based on the pulse and proposed a stateless neuronmodel that
eliminates the challenges in meeting the superconducting circuit
constraint for membrane potential processing. Moreover, we design
an asynchronous neuron timing that corresponds with the proposed
model. Our pulse-based asynchronous timing enables the neuron
model to process the input and obtain the output asynchronously,
ensuring compatibility with the superconducting circuit.

Third, we design the complete on-chip network structure, en-
abling processing of arbitrary topologies among NPEs, making
on-chip neural network processing possible. We then introduce
a bit-slice SSNN method to perform complete neural network in-
ference on our on-chip network. Unlike traditional multiplexing,
our bit-slice SSNN method leverages the state-preserving ability of
superconducting cells to decompose the SNN processing process
into batches, without the need for additional registers. Utilizing
our bit-slice SSNN method, our superconducting neuromorphic
circuit fits better with the restrictions of current superconducting
technology.

With our design, we completely implement SUSHI on the su-
perconducting circuit. We have fabricated and verified a supercon-
ducting neuromorphic chip of SUSHI and successfully obtained
correct inference results from a complete spiking neural network
on the chip. To the best of our knowledge, this is the first time that
a neural network is completely performed on a superconducting
chip.
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Our evaluation results demonstrate that, using roughly 105 Joseph-
son junctions (the fundamental integrated unit in superconduct-
ing circuits), SUSHI achieves a peak performance of 1,355 giga-
synaptic operations per second (GSOPS), which is 23 times that of
TrueNorth [22]. Moreover, it achieves a power efficiency of 32,366
GSOPS per watt (GSOPS/W), which surpasses the power efficiency
of TrueNorth [22] and Tianjic [26] (two state-of-the-art neuromor-
phic chips) by 81 and 50 times, respectively.

In summary, we present SUSHI to fully exploit the potential of
superconducting neuromorphic processing, and our work makes
the following contributions:

• Architect the first fabricable superconducting neuro-
morphic chip: Our architectural designs of SUSHI include
the neuromorphic processing element and the on-chip net-
work structure.

• Neuromorphic methodologies for superconducting cir-
cuits: Our methodologies enable neuromorphic processing
of SUSHI within the constraints of superconducting circuits.

• Fabrication and verification of SUSHI: To the best of
our knowledge, it is the first time that a neural network is
completely performed on a superconducting chip.

• Superior performance and power efficiency: Our evalu-
ation demonstrates that SUSHI can provide ultra-high-speed
and ultra-low-power superconducting neuromorphic pro-
cessing.

2 BACKGROUND AND PRELIMINARIES
2.1 RSFQ Superconducting Circuits
2.1.1 Principle and Logic Representation. Rapid single-flux quan-
tum (RSFQ) technology is one of the leading superconducting com-
puting technologies, renowned for its low power consumption and
ultra-fast flipping characteristics. The fundamental component of
the circuit is a superconducting loop (Fig. 1(a)), which comprises
at least two Josephson junctions (JJs). A JJ consists of a supercon-
ducting metallic niobium (Nb) ring with an AlOx thickness ranging
from 2-3 nm in the middle. When the magnitude of the induced
current exceeds the JJ’s threshold current, Cooper pairs cross the
AlOx, creating a loop current in the superconducting loop that
produces a voltage of approximately 1 mV and an SFQ pulse that
lasts around 1 ps (Fig. 1(b)). Unlike COMS circuits, the basic passive
device of the RSFQ circuit is an inductor and not a capacitor.

In RSFQ circuits, information is carried and stored as a single
flux quantum (SFQ) and transmitted in the form of SFQ pulses. In
asynchronous design, the presence of an SFQ pulse on the transmis-
sion line denotes a logic value of "1", while the absence of an SFQ
pulse denotes a logic value of "0", as shown in Fig. 2(a). In synchro-
nous design, the presence of an SFQ pulse between two successive
clock pulses denotes a logic value of "1", while its absence denotes a
logic value of "0", as shown in Fig. 2(b). Typically, designers employ
synchronous timing methods when designing RSFQ digital circuits.

2.1.2 Common Cells. Cells in RSFQ circuits differ from those in
CMOS circuits. Some of them are exclusive to the RSFQ circuit,
while others possess comparable functions but slightly different
implementation methods [4]. The following sections outline some
of the typical cells that we employ in our design. Table 1 lists
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Figure 1: The superconducting loop.
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Figure 2: Logic representation in RSFQ circuit.

the RSFQ cell constraints we use, and we employ larger interval
constraints to ensure the correct operation of the cells.

CB SPL NDRO
dinA/B-dinA/B 19.9 din-din 19.9 din/rst-rst/din 39.9
dinA/B-dinB/A 5.7 TFF clk-clk 39.9

DFF din-din 19.9 din-clk 14.81
din-clk 8.53 JTL rst-clk 16.61
clk-clk 19.9 din-din 19.9

Table 1: Constraint for RSFQ cells. "A-B" is the time (ps) that
the B channel input must lag behind the A channel input.

A. DFF
A D flip-flop (DFF) is the most fundamental storage cell in RSFQ

circuits, and is commonly utilized for synchronizing data in syn-
chronous RSFQ digital circuit design. Fig. 3(a)(e) gives the symbol
and timing diagram of DFF. The din port, the clk port, and the dout
port respectively represent the data input, the clock input, and the
data output of DFF. The clock input is used for releasing any data
stored in the DFF. An SFQ pulse appears at the dout port when and
only when two pulses are input to both din and clk ports. However,
the sequence in which the pulses reach the din and clk ports varies
depending on the chosen timing method.
B. NDRO

Another commonly used storage cell is the non-destructive read-
out (NDRO) cell, which differs from the DFF in that the latter is a
destructive read, and NDRO is non-destructive. Fig. 3(b)(f) gives the
symbol and timing diagram of NDRO. The rst port represents the
reset signal that clears the stored data in NDRO to reset it. Resetting
the NDRO is necessary before new data is input, to ensure that it
functions correctly.
C. SPL

Compared to CMOS circuits, the splitter (SPL) is a distinctive
cell in RSFQ circuits, primarily because the fan-out drive of RSFQ
cells is restricted to a value of 1. When the fan-out demand exceeds
1, an SPL is necessary to divide the output of the cell into two or

616



MICRO ’23, October 28–November 01, 2023, Toronto, ON, Canada Liu et al.

three outputs. Fig. 3(c)(g) shows the symbol and timing of an SPL2,
which denotes 1-to-2 output division.
D. CB

The confluence buffer (CB) is another unique cell that is exclusive
to RSFQ circuits. The CBmerges two or three inputs into one output.
In RSFQ synchronous circuits, only one pulse can be input into the
CB during a clock cycle to ensure its proper functioning. Contrarily,
an OR gate can operate normally even if there are two inputs during
a clock cycle. In RSFQ asynchronous circuits, a minimum interval
is needed between two input pulses, which varies depending on the
fabrication technology. Fig. 3(d)(h) shows the symbol and timing of
a CB2 that performs 2-to-1.
E. TFFR and TFFL

The toggle flip-flop (TFF) used in RSFQ circuits performs a func-
tion that is similar to the TFF in CMOS circuits. Both types of TFFs
output a pulse for every two inputs received. However, in the RSFQ
circuit, TFFL and TFFR are used to differentiate between TFFs that
output pulses when state 0 is flipped to state 1 and TFFs that output
pulses when state 1 is flipped to state 0.

DFFdin dout

clk

(a) DFF

din doutNDRO
rst

clk

rst

(b) NDRO

doutA
din

doutB

(c) SPL

dout
dinA

dinB

(d) CB

din

clk

dout

t

“1” “0” “1”

(e) DFF timing
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clk

rst

dout

t

“1” “1” “0”

(f) NDRO timing
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doutA
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t

“1”

“1”

“1”

“1”

(g) SPL timing
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dout
t

“1”

“1”
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Figure 3: Common cells in RSFQ circuit.

2.2 Spiking Neural Networks (SNNs)
In recent years, SNNs have garnered increasing attention as the
third generation of neural networks, as mentioned in several re-
search works [29, 40, 45]. Their event-driven architecture and adapt-
ability to run on neuromorphic chips [1, 8, 27] give SNNs an advan-
tage over traditional Artificial Neural Networks (ANNs), resulting
in significantly lower power consumption. As a result, SNNs have
emerged as one of the most promising paradigms in the field of
artificial intelligence.

The structure of SNNs includes two fundamental components:
the neuron model and the network topology. The neuron model is
the fundamental unit of SNNs and comprises three primary compo-
nents: dendrites, soma, and axons. Dendrites collect signals from

other neurons or inputs, while the soma maintains the membrane
potential that is modulated by these signals. Once the membrane po-
tential reaches a specific threshold, the neuron generates an output
spike that propagates through the axons to neighboring neurons.
Several neuron models have been proposed to model the membrane
potential process, offering varying levels of biological plausibil-
ity and computational complexity, including the Hodgkin-Huxley
(H-H) model[14] and the Integrate-and-Fire (I&F) model[23]. In
practical applications, discrete versions of these neuron models
are often employed for processing. The behavior of an individual
neuron in SNNs can be represented by three discrete equations:
charging, firing, and resetting.

𝐻 [𝑡] = 𝑓 (𝑉 [𝑡 − 1], 𝑋 [𝑡]) (1)

𝑆 [𝑡] = Θ(𝐻 [𝑡] −𝑉𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 ) (2)

𝑉 [𝑡] = 𝐻 [𝑡] · (1 = 𝑆 [𝑡]) +𝑉𝑟𝑒𝑠𝑒𝑡 · 𝑆 [𝑡] (3)

Equations (1), (2) and (3) describe the charging, firing, and reset-
ting processes of a neuron. The variable 𝑉𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 represents the
threshold required to trigger a spiking event, while Θ() is the Heav-
iside step function. The input and output spike sequences of the
neuron are represented by𝑋 [𝑡] and 𝑆 [𝑡], respectively, and can take
binary values of 0 and 1. The neuron receives external inputs, and
it evolves according to (1). When the membrane potential reaches
the threshold, a spiking event occurs, and the membrane potential
returns to its resting value, as represented by (3).

Various topological structures can be developed in SNNs by com-
bining neurons and their connections. These structures include
linear mapping layers, convolutional layers, and recurrent layers,
which are similar to those used in ANNs. By combining these lay-
ers with pooling and regularization operations, several effective
network topologies like AlexNet, VGG, and ResNet have been suc-
cessfully implemented on common datasets such as Mnist, Cifar-10,
and ImageNet[45].

3 MOTIVATION AND CHALLENGES
We are motivated to develop superconducting neuromorphic pro-
cessing and our SUSHI, based on the challenges encountered in
traditional superconducting circuit design, which include:
A. Difficulties in timing

As mentioned earlier, synchronous RSFQ designs require an
extra clock distribution network, which consumes a significant por-
tion of the wiring hardware resources in RSFQ circuit designs. Our
design experience has shown that the wiring overhead for synchro-
nous timing-based superconducting structures (e.g., ALU [2, 36],
multiplier [19, 37], etc.) typically accounts for about 80% of the total
design, as each synchronous cell requires a separate clocking line.
This overhead can be primarily attributed to the use of Josephson
transmission lines (JTL) in RSFQ circuits, which, being composed
of JJs, lead to similar magnitudes of delay and area overhead for
both wiring and functional cells. This is in contrast to CMOS circuit
design, where this issue is not prevalent. Therefore, to design a su-
perconducting neuromorphic unit that can be applied and verified
on a real superconducting chip using current techniques, we need
to minimize the hardware resource overhead for timing.
B. Taller Memory wall
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The "memory wall" is a consistent and urgent issue in mature
CMOS circuit design, and it is even more pronounced in RSFQ cir-
cuit design. In RSFQ circuits, shift registers made up of multiple
DFFs in series are the most commonly used on-chip memory, lever-
aging the gate-level pipeline characteristics of DFF cells. However,
shift registers are only suitable for sequential access, and achieving
efficient random access is challenging. The use of shift registers as
on-chip memory in SuperNPU[16] resulted in only 16% of its peak
inference throughput during the inference process.

Several cryogenic memory technologies, such as Vortex Transi-
tion Memory (VTM) [31], Magnetic Memory (MRAM) [25], Super-
conducting Nanowire Memory (SNM) [5], and Josephson-CMOS
SRAM [34], have been proposed to meet the low-temperature op-
eration requirements and characteristics of RSFQ circuits. How-
ever, these memory technologies do not currently offer practical
solutions for mitigating the "memory wall" issue in RSFQ circuit
design. Hence, mitigating the performance degradation caused by
the "memory wall" remains a significant challenge in designing
RSFQ circuits.
C. Low integration

Current RSFQ fabrication technology makes it challenging to im-
plement bit-parallel processing neural networks. Despite previous
work demonstrating the advantages of implementing neuromor-
phic processing using superconducting circuits, they have only
verified components of the design or relied on simulation results
due to integration limits [3]. A significant gap still exists between
superconducting circuit technology and traditional semiconductor
technology, making conventional design methods potentially un-
suitable for current superconducting circuits and difficult to verify
practically. To design a fabricable superconducting neuromorphic
chip, our approach must consider the limits of the integration. Ad-
ditionally, our designs must be flexible in both architecture and
methodology to accommodate different levels of superconducting
circuit integration.

The challenges described above pose significant obstacles to
applying traditional designs to current superconducting circuits,
as traditional designs typically have higher computational and
memory requirements compared to superconducting technology.
Consequently, the main goal of SUSHI is to exploit the potential of
neuromorphic processing on emerging superconducting technology.
Our proposed superconducting neuromorphic chip is based on our
superconducting SNN, allowing us to leverage the unique features
of neuromorphic processing, such as asynchronous processing and
pulse-drive. The chip is designed to conform to superconducting
circuit constraints using our proposed methodologies, enabling us
to perform neural networks on current superconducting circuits.

4 ARCHITECTURAL DESIGN
Our proposed design for SUSHI is broken down into two phases:
the design of the neuromorphic processing element (NPE) and the
network of NPEs, which are then combined to create an executable
neuromorphic architecture.

4.1 Neuromorphic Processing Element (NPE)
As the fundamental element, the NPE must minimize the hardware
resource requirement as much as possible, such as reducing the
timing signal and memory requirement. Hence, the NPE design
aims to leverage the characteristics of neuromorphic processing,
such as asynchronous processing, and utilize the pulse-driven state
flipping of the neuron to process information.

4.1.1 State controller. To prevent the additional overhead caused
by synchronous timing design, we designed the asynchronous state
controller as the minimal component of the NPE. The state con-
troller leverages state holding and asynchronous state flipping in-
stead of storage and computation when processing information
based on the neuron model.

Fig. 4 provides an overview of the main functional structure
of our state controller, which utilizes non-destructive readouts
(NDROs) and T-flip-flops (TFFs) for the design. In the supercon-
ducting circuit, these two cells can operate asynchronously (with
the din port of the NDRO serving as the setup port, the NDRO
can be treated as a configurable switch). By taking advantage of
the TFF’s two distinct states (TFFL and TFFR), the state controller
can asynchronously generate the pulses involved in state flipping.
Additionally, through the use of the setup/rst control of the NDROs,
we can maintain states and output a pulse when necessary.

Fig. 5 presents the state diagram of our state controller. Initially,
the state controller is in state 0, and it flips to state 1 when given
an in pulse. At that point, the flip pulse is generated based on the
NDRO that is set. If NDRO0, which corresponds to the TFFL in the
state controller, is set, a flip pulse will be output. Similarly, if the
state controller is in state 1, the in pulse will flip it to state 0. At
the same time, depending on whether NDRO1 is set or not, the
flip pulse will be output; this time, the flip pulse is generated from
TFFR.

TFFL

TFFR NDRO1

NDRO0

SPL CB
in out

Figure 4: The main functional
structure of the state controller (SC).

1 0 1

in in/out

in/out in

NDRO0 is set NDRO1 is set

Figure 5: State
diagram of SC.

4.1.2 Multi-State Processing Element. Our state controller (SC)
makes it straightforward to construct arbitrary multi-state super-
conducting neuromorphic processing element. We can adaptively
apply different numbers of SCs based on the complexity of the
neural network, thereby constituting a sufficient number of neuron
states and reducing resource overhead. Fig. 9 illustrates amulti-state
processing element that comprises 10 SCs.

Using the multi-state neuromorphic processing unit, we can rep-
resent the states of the neuron model. Fig. 6(a) exhibits a biological
neuron model that consists of four phases: resting, rising, falling,
and undershoot. The state diagram depicting this neuron model is
shown in Fig. 6(b). The corresponding state transition functions
are given in Fig. 7. We employ the state series that are triggered by
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the time stimulus to represent the different phases of the neuron
model.

By describing neuronmodels through state flipping, we can avoid
using synchronous logic-based digital processing and memory in
the design of neuromorphic processing elements. Consequently,
this reduces the circuit resource overhead in designing our neuro-
morphic processing elements.

On the other hand, we conducted a quantitative analysis of SNNs
and discovered that using at least ~500 states is adequate to model
a neuron that can be utilized directly for SNNs inference. Moreover,
the overhead of this scale falls within the acceptable limits of current
superconducting circuit technology.
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Figure 6: Overview of the neuron model.
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𝛿 𝑏𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑−1, 𝑡𝑖𝑚𝑒 = 𝑏𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑−2
𝛿 𝑏𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, 𝑡𝑖𝑚𝑒 = 𝑟0

𝛿 𝑟0, 𝑡𝑖𝑚𝑒 = r1
𝛿 𝑟1, 𝑡𝑖𝑚𝑒 = 𝑟2
…

𝛿 𝑟𝑅−2, 𝑡𝑖𝑚𝑒 = 𝑟𝑅−1
𝛿 𝑟𝑅−1, 𝑡𝑖𝑚𝑒 = 𝑟𝑅, 𝑠𝑒𝑛𝑑 𝑎 𝑠𝑝𝑖𝑘𝑒
𝛿 𝑟𝑅 , 𝑡𝑖𝑚𝑒 = 𝑓0
𝛿 𝑓0, 𝑡𝑖𝑚𝑒 = 𝑓1
𝛿 𝑓1, 𝑡𝑖𝑚𝑒 = 𝑓2
…

𝛿 𝑓𝐹−1, 𝑡𝑖𝑚𝑒 = 𝑓𝐹
𝛿 𝑓𝐹 , 𝑡𝑖𝑚𝑒 = 𝑏0

Figure 7: State transition function of the neuron model.
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Figure 9: Complete design of the NPE with 10 SCs.

4.1.3 Overall Design of NPE. To better manage the state controller,
we add additional channels for setting its behavior and state. Fig. 8(a)
shows the symbol of the state controller. To avoid conflict between
the outputs of NDRO0 and NDRO1, the use of set0 and set1 is not

compatible, and any one will disable the other. We introduce an
additional NDRO to monitor the state of the SC, which enables
asynchronous reset, read, and write functionality for the SC. Over-
all, the resource overhead of implementing a single SC is minimal.
Fig. 8(b) shows the logic design of the state controller in the su-
perconducting circuit design. Fig. 9 shows a comprehensive NPE
structure based on 10 state controllers. The state controllers are
linked together via serial links, and their rst, set0, and set1 can be
arbitrarily bound together for ease of use, while read and write
must be set up individually.

4.2 System Architecture
The NPEs eliminate the need for extra timing logic, which enables
us to fully utilize the on-chip area for neuromorphic processing. To
create the SUSHI architecture, we also need to design the network
of NPEs, which should reflect the impact of the weights on the
NPEs. We also consider the resources and area cost to design the
corresponding structure. Finally, we provide an overview of the
system architecture of SUSHI.

4.2.1 Weight Structure. In conventional neural networks, weights
are typically stored and processed using numerical values, but
implementing this in superconducting circuits requires designing
suitable processing units and storage structures, which can intro-
duce significant design overhead. Consequently, we propose using
the number of pulses to encode the weights instead.

To alter the number of pulses in a superconducting circuit, the
use of SPL and CB cells is required. A simple pulse gain structure
is given in Fig. 10(a). When a pulse passes through the pulse-gain-
based weight structure, it splits into two pulses via the SPL cell.
One pulse continues along the original line, while the other pulse
converges on the same line through a section of JTL transmission
lines with an added delay, resulting in two pulses in the original
line.

In the weight structure, we leverage the configurability of the
NDRO cell to adjust the strength of the weight influence to match
the quantified weight value and to enhance the network complex-
ity, as illustrated in Fig. 10(b). The weight structures operate asyn-
chronously, and once configured through the din/rst channels, they
can directly impact the state of the target neuron with varying
strengths. To ensure proper processing of the weights, we regulate
the pulse interval during input creation based on the cell constraints
(Table 1).

In our design, we use a more intricate pulse-gain-based weight
structure for weight processing. As shown in Fig. 10(c), the structure
comprises multiple gain loops that can expand a single pulse into
several pulses, which can have varying effects on the state of the
target neuron.

In traditional neural networks, the weights are frequently stored
as float or int types. Therefore, theymust be quantified for use in our
weight structure. In SUSHI, the weight structure only influences
the strength of the pulse impact. The polarity of the weights is
only distinguished when the weights reach the neuron, through
the set channels in Fig. 8. Additionally, the quantization method
assists us in controlling the total number of pulses. As described in
Section 5.1.
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(a) An example of pulse-

gain-based weight structure

(b) Configurable weight 

structure based on NDRO (c) The complex weight structure we use for multiple connections
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Figure 10: Overview of weight structures.

4.2.2 On-chip Network of NPEs. Designing an on-chip network
for NPE interconnects presents two challenges. First, the trans-
mission line in the superconducting circuit has a significant area
footprint, and the transmission line crossing overhead is high (twice
the width of the original transmission line), resulting in a consid-
erable overhead of NPE interconnects. The second challenge is
that when operating in a high-frequency environment, the delay
of long-distance pulse transmission makes it difficult to provide
timely feedback to the input. Thus designing a complex feedback
structure for superconducting circuits can be challenging.

To design an NPE network with low resource costs, the con-
nection between NPEs needs to take advantage of their on-chip
position. We consider two structures for implementing on-chip NPE
networks: a tree structure and a mesh structure (Fig. 11). Both struc-
tures aim to minimize transmission line crossings while keeping
the pulse transmission distance as short as possible.

The main difference between these two structures is that the tree
network maximizes the utilization of SPL and CB cells in supercon-
ducting circuits, reduces the length and crossings of transmission
lines, and saves design area by allowing flexible placement of NPEs.
However, the tree network can only make simple distinctions of
normalized weights and cannot be applied to build arbitrary connec-
tions. In contrast, the mesh network is capable of distinguishing the
weights between any pair of NPEs. Moreover, the NDRO cell can
be used to design a configurable structure in the mesh network, en-
abling the implementation of arbitrary connections between NPEs.
However, the mesh network requires a cross structure between
each pair of NPEs, resulting in more transmission line crossings.
Therefore, its resource footprint increases rapidly as the design
scale becomes larger.

Based on SUSHI’s design, theweight structures need to be reload-
ed with the predetermined values from the model before inputting
the data to neurons. However, this can lead to decreased overall
performance due to repeated reloading when different batches of
input data have varying weights. In SUSHI, weight reloading is
efficiently managed through the use of NDROs as switches. This
allows weight reloading to be conducted in parallel per synapses
(as illustrated in Fig. 12(e)(g)). At each synapse, the weights are
reloaded independently, and this reloading process does not impact
the critical path of neural network inference. Consequently, the
overhead associated with weight reloading is solely determined
by the time it takes to reach the NDRO and is separate from the
inference process. As a result, as the network scales, there are no
additional costs incurred for weight reloading. Furthermore, by
reducing the frequency of weight reloading, we can effectively
reduce its performance impact.

To minimize the frequency of weight reloading, we introduce
a strategy that involves the reordering and bucketing of synapses
(described in Section 5.1). For each time step, when multiple pulses
are sent to a neuron, we use bucketing to ensure that pulses within
the same batch have the same polarity. Then, through reorder-
ing, we enable inputs from adjacent batches that pass through the
same cross structure to share the same weight strength. With this
combination, weight reloading only occurs between buckets with
different attributes and on the remaining small fraction of weights
that cannot be adjusted. This approach has little impact on inference
results, and the frequency of weight reloading can be significantly
reduced.

We analyze the inference processes following optimization and
find that the utilization of synapse reordering and bucketing has a
negligible impact of less than 1% on accuracy. Besides, we evaluate
the delays encountered by weight control pulses in reaching NDRO
per synapse at various scales. We also examine the frequency of
weight reloading required after optimization. Our results indicate
that the optimized weight reloading accounts for 20% of the total
inference time on average. In practice, the most suitable network
structure to be applied should be evaluated based on the specific sce-
nario, the complexity of the network, and the amount of resources
available.

: Cross structure

Weight 
structure

CB

SPL

CB

CB

CB

SPL

SPL

SPL

(a) Tree network (b) Full connection (c) Mesh network

NDRO

: Neuron 

Figure 11: Two structures for implementing NPE network
on superconducting circuits.

4.2.3 Overall System Architecture. Fig. 12 illustrates the overall
structure and workflow of our design. A complete SNN inference on
SUSHI includes two phases. The first phase only executes once off-
chip for the trained network. Based on the constraints (Table 1) and
the optimized synaptic order (Section 5.1), we encode the channels
and input times of weight and input pulses. In the second phase,
the pulse streams are fed into the chip.

Table 2 provides information on the circuit resource overhead
related to the mesh network in Fig. 12(g) (based on the standard cell
library of SIMIT-Nb03 [12]). The design of a 4 × 4 mesh network
requires a total of 45,542 JJs and occupies 44.73𝑚𝑚2 of circuit area.
Of this, 31,026 JJs (68% of the total) account for the wiring overhead,
and 14,516 JJs (32% of the total) account for the logic overhead. The
wiring overhead in our design is significantly reduced compared to
typical superconducting designs, which often exceed 80%.

We apply neural networks to the circuit using the bit-slice SSNN
method. As introduced in Section 5.3, bit-slice method controls the
channel and timing of the inputs by encoding the synapses after
the network is trained. This process is incorporated into the encod-
ing phase, and enabling us to feed the neural network in blocks
without relying on memory or feedback structures. By leveraging
the state-preserving capability of the superconducting cells, we
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Figure 12: The overall workflow of neuromorphic processing on SUSHI.

can retain processed information and move on to the next block of
computation.

The weight configuration (Fig. 12(c)(e)) consists of strength (for
weight structures) and polarity (for neurons), which appear zero
or once before each input block. We optimize the synaptic order to
minimize the need for reloading (Section 4.2.2). After configuration,
pulse streams encoded in block order (Fig. 12(d)(f)) can be fed into
the chip to directly generate the corresponding neural network
output (Fig. 12(g)(h)). Notably, the architectural design in Fig. 12 is
scalable, with the circuit scale further compressible or expandable
based on the level of superconducting circuit technology.

total JJs 45,542 wiring JJs 31,026 (68.13%)
total area 44.73𝑚𝑚2 logic JJs 14,516 (31.87%)

Table 2: Resource overhead of a 4×4 mesh network of NPEs.

4.3 Resource Overhead Analysis
To demonstrate that SUSHI is fabricable and verifiable, it is neces-
sary to analyze its resource overhead on superconducting circuit
technology. In this context, fabricability is evaluated in terms of
the number of JJs and the chip area required. As discussed earlier,
the number of JJs and the chip area of SUSHI are determined by the
number of NPEs and the size of the corresponding network. Thus,
the relationship between these parameters is an important metric
for evaluating the feasibility of fabricating a superconducting chip.

To analyze the feasibility of fabricating SUSHI, we examine the
relationship between the number of JJs and circuit area when differ-
ent scales of NPEs and corresponding networks are employed, as
illustrated in Fig. 13. Fig. 13(a) shows the growth of the number of
JJs with the number of NPEs, while Fig. 13(b) shows the correspond-
ing growth of circuit area. The dotted line in the figure represents
the linear growth for reference.

In superconducting circuit design, larger designs often exhibit
higher wiring overhead due to delays and increased transmission
line area. This can significantly hinder the fabricability of large
designs with excessive wiring overhead. Fig. 13 shows that the
resource overhead of SUSHI design only slightly exceeds the linear

reference line, and the increase in wiring overhead remains within
acceptable limits with increasing NPEs. This favorable resource
scaling is due to our asynchronous design, which permits direct
connections between different circuit elements without requiring
strict timing alignment. As a result, wiring overhead is significantly
reduced.

Our result shows that the resource overhead of SUSHI remains
within acceptable limits, indicating that it is capable of being fab-
ricated and validated. Furthermore, the growth trend of resource
overhead for our design tracks the linear reference line, allowing
the design to flexibly adapt to different levels of superconducting
circuit integration constraints by adjusting the number of NPEs
and corresponding network size on-chip.
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Figure 13: Resource overhead of SUSHI with different
number (network size) of NPEs.

5 METHODOLOGY
Our methodologies for maximizing the potential of neuromorphic
processing on SUSHI include several key approaches. Firstly, we in-
troduce superconducting SNN (SSNN) which improves the neuron
model and weights processing for SUSHI. Secondly, we utilize an
asynchronous neuron timing method specifically tailored for super-
conducting neuromorphic chips. Thirdly, we propose the bit-slice
SSNN method for further optimization of SSNN on the supercon-
ducting neuromorphic chip. Currently, our research is focused on
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the inference phase of SNNs, with the aim of demonstrating the
potential of superconducting neuromorphic circuit.

5.1 Superconducting SNN (SSNN)
In order to address challenges associated with processing on NPEs
due to process restrictions and structural characteristics, we pro-
pose superconducting SNN (SSNN), which includes the following
aspects: (1) The design of the NPE only allows for 1-bit pulse-driven
processing. Thus, in practice, it is necessary to map SNNs into bi-
nary networks. (2) Using on-chip storage as traditional structures
is expensive in superconducting circuits. Therefore, neuron model
of SSNN is based on pulse streams for information processing. (3)
The neuron models in our SSNN need to adapt to pulse-based asyn-
chronous excitation. (4) To minimize the number of states required
by the neuron, we recode the pulse stream to match its possible
upper and lower bounds.

To address the first challenge, SSNN employs the XNOR-Net
algorithm [28] to binarize the network. This involves mapping
the original model onto a binary network with {-1, 1} values. In
practice, SSNN replaces floating-point arithmetic operations with
single-bit arithmetic operations multiplied by scaling parameters.
To eliminate the overhead of weight processing, we normalize the
weights to scaling parameters and process them during thresholding
while training the network. Consequently, in SSNN, the weight
multiplication is divided into two phases: scaling the 1-bit input
pulse based on the weight structure, and applying the effect of
weight polarity to the neuron through the neuron setting.

To address the second challenge, we design a stateless neuron
model that eliminates the storage overhead associated with the
temporary storage of neuron membrane potentials. Our forward
process is fully stream-based. The charge equation of the stateless
neuron is based on the accumulation of input pulses and the corre-
sponding synaptic weight. We also simplify the reset procedure by
resetting the membrane potential to zero at the end of each time
step. After implementing our improvements, the neuron model is
superconducting-circuit-friendly, and in our simulation of the su-
perconducting circuit, the performance of SSNN was significantly
improved while maintaining correct results.

To mitigate accuracy drops caused by challenges 3 and 4, we
propose a synapse bucketing and reordering algorithm. To prevent
premature or incorrect firing caused by the membrane potential
exceeding the threshold, we traverse all inhibitory synapse connec-
tions (synaptic weight of -1) first to obtain the minimum membrane
potential value. We then traverse all excitatory connections (synap-
tic weight of 1) to ensure that possible firing spikes appear last and
find the maximum required range of states to use. This approach
could lead to an overflow of the lower number of states, resulting in
an inference error. Therefore, we introduce the bucketing idea by
encoding a certain number of inhibitory and excitatory synapses
in a bucket and traversing them according to the bucket when ac-
cumulating the product of weight and spike. This method controls
the range of states of the neuron and only necessitates one-time
action on the trained synapse. In our simulation of superconduct-
ing circuits, this algorithm has alleviated the problem of erroneous
excitation while also significantly improving the accuracy of the
model.

Input:

Real input: 

Output: 

Real output: 

write must follow rst

Rst:

Write:

Read:

Set: input must follow set

read is aligned with rst

Figure 14: Example of asynchronous neuron timing.

5.2 Asynchronous Neuron Timing
As previously discussed, SUSHI comprises exclusively of asynchro-
nous elements, such as the state controller, NPE, weight structure,
and network structure. These elements do not have any additional
clock lines, which means they cannot use the synchronous timing
logic typically used in standard superconducting circuit designs to
represent data. As a result, this presents a challenge to our timing
design.

To overcome this challenge, we propose a pulse-based asynchro-
nous neuron timing strategy for SUSHI. Our timing strategy evolves
from the conventional pulse-level conversion used in superconduct-
ing circuits. Fig. 14 illustrates an example of pulse-level conversion,
a short-time high-level signal is used to represent the input pulses
to the superconducting circuit, e.g., "input" and the corresponding
"real input". In this example, 6 pulses are input. When we sample
the output pulses from the superconducting circuit, each output
pulse will invert the sampled level, e.g., "output" and the corre-
sponding "real output". In the figure, 3 pulses are sampled at the
output channel, so the level at the real output channel is inverted
by 3 times.

We then implement a heterogeneous timing approach for the IO
and control pulses in SUSHI. Since processing of pulses by the NPEs
is fully asynchronous, the input or output pulses of any timing can
be correctly processed. Consequently, input pulse streams to the
neural network can be arbitrarily fed without constraints, as shown
in Fig. 14 under the "input" label.

For control pulses given to the SUSHI, we apply a simple asyn-
chronous constraint to ensure correct operation, such as "rst", "set",
"read", and "write" in Fig. 14. The following constraints are provided
for these control channels: 1) the "write" pulse must follow the "rst"
pulse as input; 2) the "input" pulse must follow the "set" pulse as
input; and 3) the "read" pulse output is triggered by the "rst" pulse
and aligned with it.

Our implementation of the asynchronous neuron timing has
minimal impact on the asynchronous operation of SUSHI because
control signals typically appear at the beginning or end of each
batch of inputs. The inputs to the circuit primarily comprise input
pulses that can be completely asynchronous without constraint,
meaning the overall timing remains asynchronous.

5.3 Bit-Slice SSNN Method
Our superconducting neuromorphic chip design has a small circuit
resource overhead. However, applying large-scale on-chip neural
network structures is still not feasible, mainly due to the current
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limitations of superconducting circuit integration. For instance, the
Nb03 process can support up to 104 JJs in a 5𝑚𝑚 × 5𝑚𝑚 chip [43].
The resource overhead of large-scale on-chip network structures
still exceeds the integration limit, which presents a significant chal-
lenge to the practical application of neuromorphic processing on
superconducting circuits.

To address the limitations of superconducting circuit integra-
tion, we propose the bit-slice SSNN method. Unlike conventional
time-division multiplexing, the novel bit-slice processing method
in superconducting circuits was first proposed by G. Tang [35].
The bit-slice method is based on the state-preserving capability
of superconducting cells, which allows for the decomposition of
an operation into batches without introducing additional storage
units during processing. Typically, the bit-slice method is used for
designing processing elements such as ALUs [36]. However, in this
paper, we propose to apply the bit-slice method to the processing
of SNNs for the first time.

Fig. 15 illustrates an example of our bit-slice SSNN method to
superconducting neuromorphic circuits. The left side of the fig-
ure represents a neural network while the right side shows the
on-chip structure. The bit-slice SSNN method is derived from the
conventional superconducting bit-slice method, where the neurons
in SNNs are treated as bits, sliced per layer to suit the on-chip width,
and assigned different time periods. This approach solely focuses
on regulating the channel and time of each synapse activity, so
we incorporate it into the encoding phase. By leveraging the state-
preserving capability of the superconducting cells, we eliminate
the need for introducing additional control between the recoded
slices. Once a time slice is completed, the output neuron produces
the same output, and the subsequent time slice can be processed
smoothly.

Our bit-slice SSNN method permits the design of superconduct-
ing neuromorphic chips of varying scales, compatible with different
levels of superconducting circuit technology. This ensures that our
SSNN can be utilized within the constraints of superconducting
circuit integration, thereby enabling the design of fabricable neuro-
morphic chips with current technology.
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Figure 15: Example of bit-slice SSNN method.

6 EXPERIMENTS AND RESULTS
Our evaluation consists of three phases. Firstly, we compare the
output of our microarchitecture-level design with the SNN software
to confirm that the behavior of SUSHI is accurate. In the second
phase, we validate SUSHI by comparing the sampling output of a
fabricated chip with the simulation results. Finally, we evaluate the

performance and power efficiency of SUSHI, and compare it with
state-of-the-art asynchronous neuromorphic chips.

The basic SSNN architecture used in our experiments is a fully-
connected spiking neural network consisting of INPUT28*28-Flatten-
FC800-IF-FC10-IF. We employ the IF neuron model with a threshold
voltage of 1.0, and a simulation period of 5 time steps. The input
data is generated using the Poisson encoder and encoded according
to the constraints in Table 1. We use adam [18] as the optimizer,
with a learning rate of 1e-3. For our experiments, we utilize the
MNIST dataset for handwritten digit recognition [20], as well as
the more complex Fashion MNIST dataset for clothing image recog-
nition [41]. These datasets comprise 60,000 examples and a test set
of 10,000 examples. Our SNN design and experiments are based on
SpikingJelly [10], which is an open-source deep learning framework
for SNN, widely renowned for its implementation of deep SNN [11].

Our RSFQ-based superconducting chip design is based on the
standard cell library of SIMIT-Nb03 [12], which has succeeded
in fabricating real chips many times. Since the current supercon-
ducting fabrication technique is more stable for chips with low
JJs density, we only place the necessary number of NPEs without
weight structure to meet evaluation demands during the fabrica-
tion process, which is 2. We utilize liquid helium to create a low-
temperature experimental environment of 4.2K (Fig. 18). We use
the mesh network in our design, as detailed in section 4.2.2. For
designs requiring larger scales, our simulation environment for the
design is Synopsys VCS [32] and Verdi [33] tool flow. We execute
the complete SNN on the chip using our bit-slice SSNN method.

6.1 Simulation and Verification
We first validate our SUSHI design. Table 3 presents the discrep-
ancy in the inference results between SpikingJelly and SUSHI for
MNIST and Fashion-MNIST datasets. Both methods utilize the same
network structure and neurons. However, we carry out optimiza-
tion to meet the width and memory limitations of SUSHI. This
optimization entails the elimination of potential residuals in the
neuron model and the 1-bit quantization (SpikingJelly uses floating
point) for the simulation. As a result of these optimizations, some
disparities exist between the chip and the SpikingJelly results.

Table 3 provides accuracy and consistency metrics obtained us-
ing both methods. These metrics show the number of correct labels
hit by each method, as well as the number of hits of the same label
(which may not be correct) by both methods. The experimental
results demonstrate that there is little differentiation between the
inference results obtained by SUSHI and SpikingJelly. Despite a
1.82% and 11.29% difference in the inference results of MNIST and
Fashion-MNIST datasets, respectively, the accuracy differed by only
0.81% and 2.67%. Thus, our optimization of the inference process
does not impact the neuromorphic processing, and our SUSHI de-
sign can provide reliable inference results.

6.2 Fabrication and Measurement
Fig. 17 illustrates the microstructure of our chip, while Fig. 16
demonstrates our validation of a SUSHI chip and the overall work-
flow for obtaining a neural network inference result from the chip.
The verification of the chip is performed by sampling its output
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=> label0: 0-0-0-0-0

=> label2: 0-0-0-0-0

=> label3: 0-0-0-0-1

=> label4: 0-0-0-0-0

=> label5: 0-0-0-0-0

=> label6: 0-0-0-0-0

=> label7: 0-0-0-0-0

=> label8: 0-0-0-0-0

=> label9: 0-0-0-0-0

=> label1: 0-1-1-1-1

: simulation waveform

: oscilloscope waveform

: pulses
(a) Simulation waveforms and oscilloscope waveforms of the chip. 

Above is the waveform of NPE0 and below is the waveform of NPE1. 

(b) A detailed view of the waveform

(c) the corresponding pulse sequence of waveform 

Inference result: 1

(d) Judging the inference result by 

the pulse output from each label

Read a pulse 

on NPE1

Figure 16: Comparison of simulation waveforms and oscilloscope waveforms of
SUSHI and the overall workflow for obtaining inference results from the chip.
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Figure 17:
Microphotograph of

SUSHI

Figure 18:
Experimental
environment of

4.2K

Dataset MNIST Fashion-MNIST
Platform SpikingJelly SUSHI SpikingJelly SUSHI
Accuracy 98.65% 97.84% 88.90% 86.23%

Consistency 100.0% 98.18% 100.0% 88.71%
Table 3: Differences in SNN inference results between

SpikingJelly and SUSHI.

waveform, which should be consistent with the simulation wave-
form. Initially, we evaluate the functionality of the NPE imple-
mented on the chip, such as the flip, fire, and reset mechanisms
mentioned in Section 4.1, to ensure that the design is accurate and
operational.

Subsequently, we confirm the correctness of the chip using the
exact same model as Table 3. Fig. 16(a) shows a comparison between
the simulation waveforms and the oscilloscope waveform of the
chip output. Fig. 16(b) shows a detailed view of the waveform.
Finally, we validate the chip output based on our asynchronous
neuron timing, as described in Section 5.2. Fig. 16(c) exhibits the
output sequence of the chip that corresponds to the waveform in
Fig. 16(b). A thorough inspection of Fig 16 indicates that the output
of the chip is consistent with the results of our simulation of the
superconducting neuromorphic chip design.

We execute the complete input sequence and obtained the out-
put inference sequence, as shown in Fig. 16(a-d). To the best of
our knowledge, this is the first instance that a complete SNN has
been executed on a superconducting neuromorphic chip yielding
accurate inference results. Previously published research has only
run incomplete SNNs or resorted to simulation outcomes.

6.3 Performance Evaluation
In this section, we evaluate the performance of our design. Unlike
general-purpose computing that are optimized for high-precision
operations (e.g., measured by FLOPS), neuromorphic computing
focuses on fundamental operations to perform neuromorphic pro-
cessing, i.e., synaptic operations. Synaptic operations per second
(SOPS) is frequently utilized to benchmark the neuromorphic chips.
It is calculated by 𝑎𝑣𝑔.𝑓 𝑖𝑟𝑖𝑛𝑔.𝑟𝑎𝑡𝑒 × 𝑎𝑣𝑔.𝑎𝑐𝑡𝑖𝑣𝑒.𝑠𝑦𝑛𝑎𝑝𝑠𝑒𝑠 , without
taking into consideration the details required to implement each

Platform TrueNorth Tianjic SUSHI
Model SNN Hybrid SSNN

Memory SRAM SRAM -

Technology CMOS,
28 𝑛𝑚

CMOS,
28 𝑛𝑚

RSFQ,
2 𝜇𝑚

Clock (𝑀𝐻𝑧) Async 300 Async
Area (𝑚𝑚2) 430 14.44 103.75
Power (𝑚𝑊 ) 63-300 950 41.87

GSOPS 58 - 1,355
GSOPS/W 400 649 32,366

Table 4: Comparison of SUSHI with the state-of-the-art
neuromorphic chips.

synaptic operation [7]. SOPS indicates the average magnitude of
the pulses passing through connected synapses.

SOPS does not consider the implementation details of synaptic
operations, so it enables a fair comparison between different neu-
romorphic chips. We use the state-of-the-art neuromorphic chip
designs, Truenorth [22] and Tianjic [26], for comparison. We con-
duct our performance evaluation by employing the same network
structure used during verification, along with high spike rates. Our
peak performance is obtained using a design comprising 99,982 JJs
and an area of 103.75𝑚𝑚2 (32 NPEs in Fig. 13).

Table 4 provides an evaluation and comparison of the results
of our design. During evaluation, the peak performance of SUSHI
is 1,355 GSOPS, which is 23 times greater than that of TrueNorth.
Additionally, the maximum power efficiency of our design reaches
32,366 GSOPS/W, which is 81 and 50 times higher than TrueNorth
and Tianjic, respectively. The remarkable performance and power
efficiency of SUSHI are primarily attributes to the ultra-low flip
latency and ultra-low-power characteristics of the superconducting
single-flux-quantum cells. On the other side, although it is difficult
to directly compare with synchronous designs, we evaluate SUSHI’s
performance in terms of frames per second (FPS). In the case of
MNIST and Fashion-MNIST, SUSHI achieves up to 2.61 × 105 FPS.
A. Performance

Fig. 19 illustrates the performance of the design of SUSHI with an
increase in the number of NPEs. As the figure shows, performance
of SUSHI can be increased by augmenting the number of NPEs and
the size of the NPE network, reaching a maximum of 1,355 GSOPS,
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which is 23 times higher than TrueNorth’s peak performance. It
is important to note that SOPS measures the average magnitude
of pulses within synapses, and thus it is related to the size of the
network. E.g., a 4 × 4 network with 8 neurons has 16 synapses, so
its scale is 4× than a 2 × 2 network (4 synapses).

However, this performance enhancement is limited by wiring
overhead in superconducting circuits and may not maintain its
growth trend. We found that transmission line delay, which cannot
be ignored in large-scale superconducting circuit designs, has a
substantial impact on the performance of the chip. Through analysis,
we found that when processing a single pulse, the transmission
delay accounts for about 53% of the total in the 16 × 16 design,
while only about 6% in the 1 × 1 design. This is one of the major
challenges facing current superconducting chip design.
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Figure 19: Performance of SUSHI with different number
(network size) of NPEs.
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with different number
(network size) of NPEs.
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Figure 21: Power efficiency of
SUSHI with different number

(network size) of NPEs.

B. Power efficiency
Fig. 20 presents the power consumption of SUSHI as the NPE

number increases, and Fig. 21 shows its power efficiency. We eval-
uate the power of SUSHI without considering the cooling costs.
Additionally, for comparison, the power efficiency of TrueNorth
and Tianjic are provided in the figure. As shown, power efficiency
of SUSHI notably surpasses that of the state-of-the-art design. This
is also primarily attributed to ultra-low flipping latency and en-
ergy consumption of the superconducting circuit cells. Similar to
the performance result, the power efficiency gains that attained
by enlarging the SUSHI scale will be slightly impacted due to the
rapid growth of the accumulated energy consumption of transmis-
sion lines in larger designs. Our evaluation results demonstrate the
strong potential of SUSHI in neuromorphic processing.

7 RELATEDWORK
A. Neuromorphic processing
Neuromorphic processing is a technique that customizes SNN algo-
rithms and hardware based on artificial intelligence algorithms and
human brain processes. In recent years, the spatio-temporal back-
propagation (STBP) learning rule [40] and customized threshold-
based regularization methods [45] have enabled SNNs to achieve
comparable performance to that of ANNs in classical deep struc-
tures like VGG and ResNet. Neuromorphic chips use the "neuron
core" as basic elements and replace the unified external memory
with the local memory of neuron cores, receiving widespread in-
terest. When neuromorphic chips are applied to SNN processing,
the event-driven nature of SNNs ensures that the neuron cores per-
form computations only when spike events arrive, leading to lower
dynamic power consumption compared to traditional hardware.
TrueNorth [1] employs this neuromorphic architecture, containing
4096 neuron cores on a single chip, routed and connected through a
two-dimensional grid, and supporting multi-chip expansion. Tianjic
[27] accommodates the computational modes of both SNN and ANN
on this architecture, while Loihi [8] has achieved online learning
and supports various SNN learning algorithms.
B. Superconducting neuromorphic units

As the implementation of Moore’s Law approaches its physical
limits, superconducting devices are becoming increasingly cru-
cial in emerging neuromorphic processing. Some neural network
accelerators implemented with superconducting circuits, such as
SuperNPU [16] and SMART [46], DNN accelerators implemented
with SFQ circuits, and a DNN accelerator based on stochastic com-
puting implemented with superconducting AQFP circuits [6], are
currently available. In the field of superconducting neuromorphic
processing, most works utilize JJ to implement neurons. A neuron
based on the IFN model was proposed, but only at the simulation
level [13]. Researchers have verified and demonstrated the relation-
ship between the frequency of the output pulse of the proposed JJ
neuron and the phase of the input pulse [30]. A superconductive
pseudo sigmoid function generator based on SFQ technology has
also been implemented and tested [42], while an SNN architecture
was proposed [3], but only the soma part of the neuron was fabri-
cated and demonstrated. In this paper, for the first time, a complete
SNN is applied to a real superconducting chip.

8 CONCLUSION
Rapid Single-Flux-Quantum superconducting technology is a highly
promising solution for neuromorphic processing, yet no existing
work has managed to fabricate and validate a chip capable of run-
ning a complete neural network. In response to this challenge,
we present SUSHI, a superconducting neuromorphic processing
chip that fully leverages the potential of superconducting neu-
romorphic processing. We design the architecture of SUSHI and
propose methodologies that enable neuromorphic processing of
SUSHI within constraints of superconducting circuits, including
SSNN, asynchronous neuron timing, and a bit-slice SSNN method.
We successfully fabricate and verify SUSHI, representing the first
time that neural networks have been completely executed on a su-
perconducting chip. Our evaluation results demonstrate that SUSHI
achieves a peak performance of 1,355 GSOPS, which is 23 times
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greater than TrueNorth, and a power efficiency of 32,366 GSOPS/W,
outperforming the state-of-the-art TrueNorth and Tianjic by 81 and
50 times, respectively. We believe our work will be informative for
the field of superconducting neuromorphic processing. Our future
research will focus on developing more functional superconducting
neuromorphic processing units.
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