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ABSTRACT 
In contrast to dialogue, wherein the exchange of completed mes-
sages occurs through turn-taking, synlogue is a mode of conver-
sation characterized by co-creative processes, such as mutually 
complementing incomplete utterances and cooperative overlaps of 
backchannelings. Such co-creative conversations have the potential 
to alleviate social divisions in contemporary information environ-
ments. This study proposed the design concept of a synlogue based 
on literature in linguistics and anthropology and explored features 
that facilitate synlogic interactions in computer-mediated inter-
faces. Through an experiment, we focused on aizuchi, an important 
backchanneling element that drives synlogic conversation, and 
compared the speech and perceptual changes of participants when 
a bot dynamically uttered aizuchi or otherwise silent in a situation 
simulating an online video call. Consequently, we discussed the 
implications for interaction design based on our qualitative and 
quantitative analysis of the experiment. The synlogic perspective 
presented in this study is expected to facilitate HCI researchers to 
achieve more convivial forms of communication. 
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1 INTRODUCTION 
This study distinguishes between two types of conversational pat-
terns: dialogue, wherein speakers are expected to exchange com-
pleted messages while taking turns (turn taking), and synlogue, 
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wherein incomplete utterances are mutually delegated and com-
plemented in an overlapping manner (turn coupling). In recent 
years, mainstream SNS and communication tools have assumed the 
former dialogue model of communication, and interfaces and inter-
actions have been designed accordingly. However, we argue that 
such a communication style that clearly distinguishes individuals 
clarifies differences in positions; thus, when people in different po-
sitions interact with each other, confrontational relationships tend 
to become apparent and emphasized [54]. We aimed to explore the 
potential of synlogues as an alternative design space to address the 
emerging problems of computer-mediated communication [55–57]. 

To mitigate these social divisions in today’s information envi-
ronment, we examined the concept of a synlogue that focuses on 
constructing a co-creative, open-ended relationship with others 
in conversation. A synlogue is a co-constructive and playful con-
versation pattern that allows two or more agents to participate 
in continuous, simultaneous, and active conversations with each 
other. In contrast to dialogue, which is a traditional turn-taking 
conversation pattern, synlogue does not require a specific order, 
thereby facilitating a more fluid, open-ended, and flexible flow of 
conversation. Mizutani who investigated co-constructive conversa-
tion in Japanese and introduced the notion of kyōwa ( , which 
the current authors translated alphabetically to synlogue) states 
that “it is immeasurable how much the warm, cozy (…) commu-
nication made possible by the kyōwa way of speaking supports 
the spiritual life of people today [2].” Other scholars linked this 
character of kyōwa (synlogue) to the ideas of phatic communion [3] 
and grooming [4], with reference to the characteristics of co-speech 
in Japanese [5]. Synlogic conversational forms have been noted in 
both linguistics and anthropology for their effects on generating 
psychological safety [39] with sympathetic feelings of warmth, en-
couragement, security, and satisfaction. We hypothesized that if 
synlogic interaction could be realized through user interfaces, rela-
tionships between humans could also be constructed in a convivial 
and psychologically secure manner. 

This study proposes synlogue as a design concept based on stud-
ies of co-construction and cooperative overlaps in conversation 
analysis, anthropology, and philosophy, and reports the results of a 
conversation experiment to explore the conditions necessary for 
achieving synlogic interaction in user interfaces. Through an exper-
iment, we focused on aizuchi, which is the characteristic backchan-
neling element that underpins synlogic conversation. Building 
upon previous work on computational models of backchannels, we 
developed a bot that dynamically utters aizuchi in response to a 
speaker’s utterance and simulated a one-on-one video chat with 
the camera turned off to investigate how the human perception 
varies with different setups. Based on a quantitative analysis of 
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the participants’ subjective evaluations and qualitative analysis 
of their interview responses, we analyzed whether a bot that ut-
tered only aizuchi could reproduce the characteristics of a synlogic 
conversation and what processes are undergone of reproducing 
these features. Based on the results of this analysis, we discussed 
the subjective elements on the user sides that are considered to be 
important for realizing synlogic interactions in user interfaces, and 
explored their implications for HCI design. 

The contributions of this study are twofold. First, we proposed 
the design concept of a synlogue for HCI researchers as a co-
constructive paradigm that focused on the co-adaptive and open-
ended effects of interaction, which are often overlooked in the 
dominant turn-taking paradigm. Second, we analyzed the results 
of a minimal experiment to test whether minimal interaction with 
the voice interface can bring out the synlogic effects and to discuss 
what subjective factor is important on the human side for synlogic 
communication. 

2 SYNLOGUE 
In this section, we present the idea of a synlogue by first explaining 
its relationship and difference with the traditional view of turn-
taking and the overlaps discussed in conversation analysis studies. 
We then argue that the synlogic perspective departs from turn-
taking epistemology by emphasizing the overlooked aspects of 
concurrent, thereby overlapping utterances to present it as a novel 
design concept for communication design. 

2.1 Co-construction and Cooperative Overlap 
Since its inception by Sacks et al., the modern theory of conversation 
analysis (CA) has been founded on the assumption that turn taking 
constitutes the structure of conversation [13]. In this dominant 
discourse, speech conversation is framed as a co-constructive joint 
action realized by interlocutors seeking to create common ground 
[44]. However, the turn-taking perspective assumes a “one speaker 
at a time” rule, wherein speech overlap, understood as a “more 
than one at a time” situation, is considered as a problem to be 
repaired or solved. For instance, in his seminal analysis of speech 
overlap, Schegloff observed how various “overlap-resolution device” 
emerged in English conversations [47]. Although he argued that 
in most cases, overlap was something to be managed and resolved, 
he noted certain special cases where overlap and simultaneous talk 
were not problematic, such as terminal overlaps, continuers, choral 
utterances (laughter and greetings), and conditional access to the 
turn [47, p5]. 

Related to the exceptional cases pointed out by Schegloff, Lerner 
worked on choral coproduction, where more than two interlocutors 
simultaneously uttered the same speech [45]. He analyzed cases, 
such as searching for words or a shared reminiscence, where speak-
ers anticipated completing an interlocutor’s turn. In such cases, 
Lerner stated that a sense of co-authorship and co-ownership of 
experience arises, which is appreciated by interlocutors; however, 
he carefully considered the position of “one-at-a-time speaking.” 

Tannen has worked on the co-constructive aspect of overlap. She 
devised the notion of cooperative overlap in Jewish conversational 
culture [16, 17]. There is a widespread belief that Jewish people 
tend to interrupt their interlocutors more often than other ethnic 

groups. Tannen, in opposition to this popular belief, analyzed lived 
conversation samples and argued that Jewish Americans do not 
interrupt to dominate others; rather, they demonstrate a higher level 
of involvement in the conversation. She referred to this manner of 
speaking as cooperative overlap and distinguished interruptions 
intended to dominate the floor [18] from the ones used to cooperate 
with the interlocutor. 

Tannen reported that cooperative overlaps occurred more in ca-
sual conversation among friends who shared a “high involvement” 
style [19]. Such a conversationalist is “a listener talking along 
with a speaker not in order to interrupt but to show enthusiastic 
listenership and participation” [18, p53]. Thus, in this study, we fo-
cused on this collaborative attitude of speech overlap, which entails 
cultural specificity (as well as controversy). Next, we discuss the 
co-constructive conversational perspective in Japanese language, 
kyōwa, which is the origin of our notion of synlogue. 

2.2 Synlogue in the Japanese language 
We based the conceptual foundation of our idea of synlogue on the 
linguistic notion of kyōwa, a Japanese term that literally translates 
to English as “cooperative conversation,” and the current authors 
translated it as synlogue for the scope of this current paper. Kyōwa 
was introduced and developed by Nobuko Mizutani [1, 2], an edu-
cational linguist who observed the process of Japanese language 
acquisition by international students in Japan and found that stu-
dents who had acquired more natural Japanese could speak in a 
cooperative manner. According to Mizutani, kyōwa is a conversa-
tional style wherein speakers actively help each other to complete 
phrases. A simple example of kyōwa in Japanese is as follows: 

A: Kyo-no Tenki-sah (Today’s weather…) 
B: Un, Samui-kedo, kimochi ii yone. (Yes, it is cold, 
but it is nice and sunny.) 

In such an unassuming, everyday conversation, one can find the 
characteristics of kyōwa. First, Speaker A throws out the unfin-
ished phrase that B receives and completes. Here, A’s utterance is 
finished by “sah,” a final particle with a slightly pause-like manner, 
suggesting that A is letting go of completion. A similar way to 
end a phrase involves the use of the final particle “nandakedo;” 
however, in any phrase, the intention of not completing the phrase 
can be conveyed by placing a pause in the middle of a phrase with-
out finishing it. Here, B took over the subject “weather” from A 
and continued the phrase. In Japanese, it is possible to construct a 
phrase by omitting the subject; therefore, B’s phrase without the 
subject is natural. This ability to omit the subject and share it with 
the conversation partner is a grammatical feature of the Japanese 
language that facilitates such kyōwa. 

Another important point in B’s utterance is that B first utters 
“Un,” which is a type of backchanneling called aizuchi. Mizutani 
defines aizuchi as “something that the listener inserts in the middle 
of a speech to help the speech progress [1].” Like backchanneling 
in other languages, aizuchi, such as “un” or “hai,” encourages the 
person to whom it is uttered, by conveying the fact that he or she 
is listening and that the other person should continue the conver-
sation. However, when comparing a Japanese conversation with 
that of other languages (American English and Mandarin Chinese), 
the number of aizuchi, nodding, and half-completed sentences has 
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Figure 1: Comparison between dialogue and synlogue. Dotted lines represent overlapping in utterances.Based on Mizutani 
(1993) [1] and Kawada (2001) [10], extended by Chen (2020) [11]. 

also been found to be significantly higher [6, 15]. The idea that 
Japanese conversations contain more evidence of co-construction 
than other languages has long been debated among researchers of 
conversation analysis [41, 42]. 

It is fair to state that the heavy use of aizuchi is natural and 
even encouraged in Japanese conversations. This differs from the 
cultural practices, particularly when compared to American Eng-
lish. Mizutani reported that when native Japanese speakers use 
excessive aizuchis in conversations with Americans, the latter may 
misunderstand that the Japanese interlocutors agree with them, 
resulting in miscommunication. Mizutani noted that in American 
English, the excessive use of aizuchis may offend the other party, 
who may feel that they are being treated like children [2]. This may 
also be related to the cultural mindset wherein overlaps and inter-
ruptions are avoided in American English, as they are considered 
to interfere with the speaker’s speech. 

Although kyōwa has been mostly discussed in Japanese literature 
as a co-constructive speech style based on active cooperation among 
participants, aizuchi, a key component of kyōwa has been studied 
in English literature as well in relation to the broader notion of 
backchanneling [5, 7–9]. We argue that the collaborative aspect of 
kyōwa is not exclusive to the Japanese language and culture, by 
highlighting its similarity with the aforementioned work by Tanen 
for the cooperative overlap in Jewish American conversation, in 
addition to other cultures and fields of research that are presented 
in the following subsections. 

Figure 1 is a reconstruction of Mizutani’s figure [1] that demon-
strates the difference between the flows of a kyōwa (synlogue) 
and Taiwa (dialogue) in, with added straight lines (showing the 
turn-takings) and curved lines (merging of turns). 

2.3 Synlogue in Cultural Anthoropology 
The alphabetical term synlogue used in this paper was first intro-
duced by the cultural anthropologist Junzo Kawada in the context 
of his research on the Mosi people in Western Africa, independent 
of the discussion of kyōwa in linguistics. Kawada, who is known 
for having extensively studied West African cultures, observed an 
important culture of the Mosi people: a nocturnal meeting of people 
who enjoyed folktales. 

“It proceeds with the intervention of Aizuchi, the lis-
tener, and various words, sometimes corrected by 
others in the room, and sometimes with the help of 
others who fill in forgotten or stumbled upon parts 
of the text. The listener is not a passive recipient at 
all but at the same time a ’potential speaker,’ partici-
pating in the ’realization’ of the story through his or 
her voice, and also becoming the next speaker [10].” 
(Kawada, 2001, p.110, translated to English by Chen) 

Kawada named this form of cooperative speech synlogue, which 
he compared with the monologic and dialogic types of speech in 
Western African cultures. Notably, he first conceived the term 
polylogue to stress the plurality of the speakers; however, upon 
discussion with his academic peers, he decided to use the prefix 
“syn” to emphasize the synchronic and co-constructive aspects of 
the speech. Moreover, this synlogue of the Mosi people can be 
compared to a shared reminiscence recognition solicit observed 
in turn-sharing [45]; however, the Mosi synlogue is not only com-
posed of choral turn-sharing but is continuous, where co-speakers 
mutually succeed in incomplete utterances. 

A similar phenomenon was described by cultural anthropologist 
Daiji Kimura [12]. Kimura studied the people of the Baka Pygmy in 
southeastern Cameroon and analyzed the characteristics of speech 
overlap in men’s daily meetings. They sometimes spoke simulta-
neously, all at once, followed by silence, after which their voices 
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Table 1: Features of synlogue viewed under synlogic and dialogic perspectives, with examples. 

Synlogic perspective Dialogic persective 

Incompleteness Unfinished, incomplete messages are accepted as 
communication units. 

Each speaker must complete their sentence. 
Dependence to the partner is avoided. 

Examples: Incomplete utterance with Final Particles Examples: Unfinished e-mails, or articles not 

Overlap 
(Japanese), half-way chat messages. 
Utterances can occur simultaneously, allowing for 
conversational overlaps. 

accepted. 
Speakers take turns to speak: any overlap 
results in an interruption that “steals the turn”. 

Examples: Aizuchi, cooperative overlap. Examples: An academic talk delivered to an 
online audience via Zoom, waiting on a parent 

Multimodality Simultaneously conveying information via 
secondary channels is accepted, at the same time as 

to finish a long text message. 
Strong focus on primary channel; any 
digressions are avoided or ignored as noise. 

using the primary channel. Example: Making a phone to book a table at a 
Examples: Aizuchi, nodding, text chats in video restaurant, writing a telegram to a relative. 
meetings, body movement can all be used as the 
main conversation thread. 

Co-adaptation Agents adapt (change their behavior accordingly) 
to each other’s outputs. 

Antagonistic setting where any influence from 
the speaker is avoided. 

Examples: Cypher (rap), duo-impro (jazz), Examples: Competition, debate. 
brainstorming, small talk. 

began to overlap. Kimura described this situation as a polyphony, 
and highlighted its similarity to the synlogue observed by Kawada. 

Kimura also pointed out that traditional turn-taking conversation 
analysis [13] is not applicable to a conversational floor that is open 
to everyone. Citing Zimmerman and West [14], Kimura stated that 
interruptions in Western societies tended to be avoided as accidental 
or perceived as a sign of male dominance over women, whereas 
the Baka Pygmy people were more willing to synchronize their 
voices to build solidarity. Although further linguistic investigation 
is needed to compare Japanese kyōwa and West African synlogue, 
this study attempted to correlate the cooperative communication 
aspects across cultures under the alphabetical term of Synlogue. 
As a matter of fact, synlogue, which is composed of the prefix syn 
(“together with”) and logue (used to denote discourse of a specified 
kind) can be considered a direct translation of kyōwa, which is 
composed of the Chinese characters Kyô (“together with”) and Wa 
(“conversation”). 

2.4 Features of Synlogue 
Although the observations of synlogues in Western African cultures 
made by Kawada and Kimura, the phenomenon of kyōwa observed 
by Mizutani in Japanese conversation, and the cooperative overlap 
analyzed by Tanen in the Jewish American culture differ in both 
their respective cultural and historical contexts, they share the 
important perspective that overlapping is a sign of cooperative 
engagement, rather than a problem to be solved as traditionally 
defined in CA [13, 47]. The purpose of this current paper is neither 
to propose a new notion for the field of linguistics nor to refute 
the many co-constructive characters of the turn-taking paradigm 
explored in conversation analysis; our aim is to present synlogue 
as a design concept for HCI, drawing attention to the collaborative 

values of overlapping (entailing an alternative perspective of turn), 
for researchers to design sympathetic and convivial communication. 

We explored and presented synlogic characteristics applicable 
to communication beyond verbal interaction to introduce the con-
cept of turn coupling, which underpins the synlogic structure. We 
summarize these synlogic features with comparative cases from a 
dialogic perspective in Table 1, which is explained in the following 
subsection. 

2.4.1 Components of Turn-coupling. The fundamental difference 
between dialogues and synlogues is whether turns are taken in 
sequence or coupled synchronously. Turn coupling occurs when 
turns are not taken in order by interlocutors but rather conjointly in 
a synchronous manner. We note that turn-coupling is distinguished 
from the notion of turn-sharing, which is defined as “saying the 
same thing at the same time” [20, 45]. We visualized the flow of 
turn coupling in synlogic communication in Figure 2 by employing 
the key features of the synlogue presented in Table 1. 

Incompleteness An important factor that enables turn cou-
pling is the incompleteness of each information utterance. If the 
information block is too complete, there is no space (or affordance) 
for real-time co-construction. Co-constructive relaying can occur 
only if previous information is instantly perceived as incomplete, 
which invites the interlocutor to continue. In Japanese conversa-
tion, certain final particles are used to show explicitly that a phrase 
is incomplete, thus inviting the partner to join the turn and con-
tinue [5]. This property of incompleteness yields other synlogic 
features, such as overlap, multimodality, and co-adaptation. 

Overlap As demonstrated by cross-cultural studies of aizuchi 
and other backchanneling behaviors [6, 15] and their characteris-
tics in Japanese conversations [5], synlogic interactions often incite 
overlap among multiple interlocutors. When overlaps occur, turns 
are perceived by agents as if they are coupled, thus generating a 
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Figure 2: Elements of turn-coupling in synlogic conversations. Each agent utters incomplete information (speech ending with 
final particles [FP]) using multiple modalities, which overlap with each other. Aizuchi [AZ] and other backchannelings (nod, 
gesture) are emitted as probes for co-adaptation (shown with arrows). 

sense of synchronous co-construction. In addition to oral com-
munication, that is, face-to-face conversation, the activating effect 
of information overlap has been observed in real-time text chat 
situations [58]. The study, which quantitatively compared transfer 
entropy with other subjective qualities such as social presence, in-
dicated that the higher the concurrency of information, the more 
constructive the communication. 

Multimodality Under a synlogic framework, communication is 
not limited to a primary communication channel. This is in contrast 
to the dialogic perspective, which tends to focus solely on the 
primary channel content, that is, speech utterance, as the conveyer 
of information, discarding any extraneous signal as noise. For 
synlogues, subchannels (e.g., aizuchi, nodding, gestures, emotion, 
or other examples of backchanneling) are considered crucial in 
establishing synchronicity among participants and are viewed as 
the primary content contributing to the overall effectiveness of the 
interaction. 

Co-Adaptation We argue that, through micro-interactions 
based on incomplete, multimodal, and overlapping information, 
synlogic partners co-adapt to each other in turn-coupling. On 
the conceptual level, the synlogic co-adaptation is comparable to 
dialogic co-construction in such instances wherein co-ownership 
of the floor occurs, as in turn-sharing analyzed by Lerner in [45, 
p16]. The synlogic perspective further focuses on the phatic aspect 
of the communication [3], wherein mutual influences guide the 
process of co-adaption among participants. 

To utter unfinished sentences is an act that demands that one 
accept their own vulnerability, and accepting the other’s overlap 
with one’s own voice calls for a certain frame of mind to welcome 
the alien components into one’s subjectivity. Reminiscent of Har-
away’s notion of becoming-with others, or sympoiesis [23], the 

open-ended attitude of synlogues escapes from the rational and di-
alectic teleology of an adversarial dialogue. The playful attitude can 
then be interpreted as a will to embrace unexpected consequences 
(such as enjoying going off track in small talk or free brainstorming) 
and a more social purpose, for example, to make kinship. 

To understand the unique quality of synlogue, especially in 
comparison with dialogic perspective, its co-adaptive consequence 
needs to be explored further. How the open-ended attitude of a syn-
logue is achieved? Is this something one willingly aims to achieve? 
Alternatively, is this feature acquired without consideration? To 
investigate these questions, we turn next to relevant literature in 
philosophies of reflection, language and joint actions, in addition 
to computational conversational analysis. 

2.4.2 Co-Adaptation and Open-Endedness. First, we consider how 
the features of synlogue contribute to the generation of co-adaptive 
and open-ended relationships. The process of synlogic interaction 
evokes Schön’s analysis of reflection-on-action and reflection-in-
action [21]. Through this concept, dialogue can be understood as 
a series of reflection-on-actions applied to each exchanged infor-
mation block. In synlogic communications, reflection-in-action 
appears to occur within the interactions of the participants: partic-
ipants in a synlogue treat each other’s microexpressions (incom-
plete, overlapping utterance, and backchannelings) as co-owned 
resources for co-construction. In Schön’s example of an architect 
who draws a sketch, each brush stroke of the pencil incites feedback 
to which her consciousness adapts on a microscale of time. We 
note that Schön’s discussion of reflection-in-action targeted the 
creative process of individuals, but here we apply the concept of a 
collective relationship: in turn-couplings, synlogic partners serve 
each other’s fragments of expressions to reflect upon within a few 
hundred `s. This idea also resonates with studies on the effect of 
aizuchi as a tool for internal information processing [22], wherein, 
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one might emit an aizuchi or other form of backchanneling, not 
simply to show support to the partner, but also to disclose internal 
cognitive processing both to the partner and the emitter. 

In a prosodic analysis of backchannel responses in Japanese 
and English conversations, Ward and Tsukahara, with regard to 
kyōwa, noted that “conversations seem to involve something spe-
cial, something present above and beyond the goals and actions 
of the two participants” and speculate that “the ’reflex’ aspects of 
some conversation behaviors (i.e. backchanneling), that is, the way 
they involve direct links between stimulus and response that apply 
automatically and unconsciously [24].” Synlogues might then be a 
communicational mode wherein participants interact with a lesser 
sense of autonomous will and responsibility, the dominant compo-
nents of the notion of individuality in Western modernity. In other 
words, particularly when compared to the dialogic presumption 
of individuality, synlogue is a communication style wherein the 
relations of the interlocutors are mediated through their structural 
characteristics by design [59]. 

Recent discussions on the philosophy of language have critically 
examined the problem of individuality. Kokubun conducted rele-
vant research that questioned the idea of will and responsibility 
through an archaeology of the middle voice (diathesis) that existed 
in ancient Greek and Sanskrit before the dichotomy of the active 
and passive voices that are familiar to us today [25]. Statements ar-
ticulated in the middle voice are not active (’I broke the window’) or 
passive (’The windows were broken by someone’), but only describe 
a change in the subject’s status (’The window broke’). From this 
comparison, we realize that the active–passive dichotomy invokes 
a world controlled by instruction and representation, whereas the 
middle voice exhibits greater affinity to a world where meanings 
emerge within relations [26]. 

In a discussion on joint action, Miki proposed the notion of con-
cessive joint action, arguing that the classical idea that joint action 
requires a shared goal is excessively strong [48]. She presented 
examples of partners who conceded to each other and ended up 
achieving a goal other than the one initially set; the identity of the 
cooperation changed throughout its deployment. Another study on 
freely improvised joint action (FIJA) [49], symbolically emphasized 
through the case of musical improvisation, depicted the autotelic 
nature of such communication that “target the continuation of the 
present state or activity.” Synlogues involving an a priori collabora-
tive attitude also share the open-ended and self-referential character 
of concessive joint action and FIJA. These concepts of joint action 
help to understand the co-adaptive aspects of synlogic interactions. 

We argue that synlogic situations wherein subjectivities become 
entangled afford the unexpected emergence of meanings in a playful 
and open-ended manner. 

3 RELATED WORKS 
In the fields of HCI and Social Robotics, studies have been con-
ducted to achieve synlogic conversation in telecommunication and 
interaction with robots by inserting spoken verbal aids and nodding 
movements into conversations. Yano and Ito (1996) attempted to 
compare the differences in the emergence of synlogic aspects in 
audiovisual and audio-only communication settings and found that 
more natural synlogues were generated in the former. Okato et al. 

examined the prosodic cues of aizuchi used in natural speech to 
create a mechanical speech response system that produced natural 
aizuchi [9]. Mori focused on the speech waveform of natural aizuchi 
and showed that randomly generated aizuchi provided a natural 
impression to humans interacting with a machine system [8]. Ward 
and Tsukahara proposed a prosodic method to predict backchan-
neling timing based on low-pitch detection [24, 43]. Morency et al. 
achieved improved accuracy of backchanneling predictions by em-
ploying a hidden Markov model [40]. However, as a recent review 
of turn-taking conversational systems demonstrates, very few stud-
ies have been conducted on cooperative overlap in computational 
research [53]. 

In designing social robots that interact with humans, Nakamichi 
et al. and Iwabuchi et al. designed aizuchi behaviors to be per-
formed simultaneously with nodding motions [28, 29]. Arimoto 
et al. reported that the ”nodding” behavior of a bystander robot 
improved its social presence in telecommunications [30]. Park et 
al. proposed a storytelling robot signaling attention and listening 
using nodding as a backchannel [31], and Murray et al. devised a so-
cial robot using a data-driven model to create a natural experience 
close to human-human conversations [32]. Lala et al. designed a 
humanoid device capable of attentive listening with backchanneling 
and response generation from a turn-taking perspective [50]. How-
ever, these studies focus on designing natural human-computer 
interaction, and thus do not target the co-constructive synlogic 
aspects of overlaps and backchanneling as the current paper does. 

Other studies relevant to our discussion of synlogue aimed to 
explore the active roles played by the listeners of the conversation. 
Malisz et al.’s study on the active listening corpus [51] and Healey 
et al.’s analysis of collaborative bodily gestures [52] foreground the 
active role of the listeners and their co-constructive contribution 
to the conversation generation, even under a dialogic perspective 
with ‘one-speaker-at-a-time’ imperative. This work informs the syn-
logic characteristics of multimodal information overlap in speech 
conversation. 

Besides speech interaction, Kojima et al.’s research in the realm 
of computer-mediated communication (CMC) encompasses two 
significant studies: the perceptual crossing experiment [61] and 
text chat [58]. These studies highlight that simultaneous input from 
multiple parties increases the transfer entropy of communication, 
implying that co-adaptation takes place through a micro-timescale 
information overlap. Furthermore, the investigation by Reddy et 
al. on the topic of unsupervised human-machine co-adaptation 
[60] provides a pertinent example of synlogic ad hoc coordination 
between a human and an algorithm, where prior knowledge or 
intention is not shared between the two parties. 

Compared to these related studies, the current study makes a 
different contribution in that it focused on spoken aizuchi and 
attempted to analyze aizuchi dynamically uttered by the system 
from a synlogic perspective. 

4 SYNLOGUE EXPERIMENT WITH 
AIZUCHI-BOT 

In synlogic conversation, backchanneling using multiple modal-
ities, such as aizuchi, nodding, gestures, and facial expressions, 
plays an important role, similar in importance to or greater than 
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the semantic content of speech. In particular, in Japanese-spoken 
conversation, aizuchi, which is uttered more frequently than in Eng-
lish or Chinese, plays an important role in realizing a co-creative 
conversation process. In this experiment, we focused on aizuchi, 
which is an important and minimal unit of speech for realizing 
synlogues, and developed a bot that dynamically responded to the 
speaker’s utterances with aizuchi only. By combining the results 
of these quantitative and qualitative analyses, the purpose of this 
experiment is to clarify how the insertion of minimal utterance, 
such as aizuchi, can generate synlogic conversations, and what 
the subjective factors cause such conversations in the interactions 
between humans and user interfaces. Through the analysis and 
considerations, we hope to discuss what are the important factors 
for incorporating synlogic communication into any communicative 
user interface. Because this experiment was limited to voice, the 
discussion was limited to voice. 

4.1 Design of Aizuchi-bot 
To conduct this conversation experiment, we developed an aizuchi-
bot that dynamically utters aizuchi in response to speaker utter-
ances. 

4.1.1 Implemention of When to Utter Aizuchis. In this experiment, 
we employed the approach proposed by Okato et al. [33] because 
it is relatively easy to implement aizuchi. Aizuchi tends to be 
uttered at the end of a prosodic phrase, such as a pause in the 
speaker’s speech. Okato et al. reported that 93% of aizuchis were 
uttered within 0.1 to 0.3 s after the end of phrases, and aizuchis 
that are delayed longer than 0.3 s were perceived as slow [33]. In 
addition, speech tended to be terminated after an average of 0.25 
s, when the fundamental frequency (F0) dropped by 20% from its 
average value [33]. Based on these results, Okato et al. proposed 
a method to predict the end of the next prosodic phrase from the 
prosodic information of the speaker’s utterance, and to predict the 
appropriate timing when aizuchis should be uttered. 

In the current version of the aizuchi-bot, the prediction of 
prosodic phrase endings was used to determine the timing of the 
aizuchi-bot. However, Okato et al. reported that the prediction of 
aizuchi using this method had an accuracy of 52%. In the actual 
implementation, we found that in many cases aizuchi was inserted 
in the middle of the utterance. Therefore, in addition to Okato et 
al.’s method, we added a logic to the aizuchi-bot that assumed that 
speech was still in progress and canceled aizuchi if a speaker’s 
utterance was detected during the time between the prediction of 
the end of a prosodic phrase and the aizuchi’s strike. 

The implementation logic of the aizuchi-bot is summarized as 
follows. 

• The aizuchi-bot always acquired the fundamental frequency 
(F0) of the participants’ voices picked up by a microphone 
and stored them in an array. 

• Once the F0 value was obtained, the average value of the F0 
array at that time was calculated. 

• Aizuchi was uttered 0.5 s (0.25 s + 0.25 s, these are shown 
below) after the F0 value of below 80% of the average value 
was detected. 

◦ If the acquired F0 was less than 80% of the calculated 
average values, the end of the phrase of the participants’ 
speech was predicted to occur 0.25 s later. 
◦ As aizuchi must be uttered within 0.3 s of the end of a 
prosodic phrase, the pause length was set as 0.25 s constantly. 

• If the microphone detected the speaker’s utterance during 
the 0.5 s between the prediction of the end of the prosodic 
phrase and the time when the aizuchi was uttered, it was 
assumed that the speaker’s utterance was still ongoing and 
the aizuchi was canceled. 

• The F0 array is initialized when aizuchi is uttered. 
• To prevent frequent aizuchi utterances, the microphone was 

not used for 2 s after the utterance of aizuchi. 

4.1.2 Varieties of Aizuchis. We prepared aizuchi using two pat-
terns: a synthetic voice and a human voice. For the synthetic voice, 
we used ”Kyoko,” a Japanese synthetic voice available on Mac OS, 
and for the human voice, we used the voice of the first author, which 
was recorded in advance. Both the synthetic and human voices are 
female voices with a similar voice pitch. Ogawa and Saito found 
that in voice communication situations where visual information 
was not available as a cue, a variety of spoken aizuchi types were 
rated significantly higher than a single type in terms of familiar-
ity, activity, pleasant impression of the conversation, conversation 
maintenance skills, conversation satisfaction, and evaluation of 
conversational behavior toward the listener [34]. Therefore, we de-
signed the aizuchi-bot to randomly select multiple types of aizuchi 
to strike rather than a single aizuchi style. However, certain types 
of aizuchi typed in daily life are context-independent, such as ”un” 
and ”hai,” while others are context-dependent, such as ”hee (oh)” 
and ”sounanda (I see).” For such aizuchi to be uttered, the con-
tent of the conversation partner’s speech must be understood, and 
the appropriate aizuchi must be selected according to the context. 
However, if aizuchi is to be uttered after contextual understanding 
in real-time, processing will take time. Aizuchi must be uttered 
within 0.3 s from the end of the prosodic phrase of the utterance; 
thus, the aizuchi may be delayed from the appropriate timing if 
contextual understanding is included in the processing. Therefore, 
only context-independent aizuchi were used in this study. In addi-
tion, we prepared a single inflection pattern for the synthetic voice 
and multiple types of inflection patterns for the human voice. The 
list of aizuchi and inflection patterns adopted in the aizuchi-bot is 
presented in Table 2. 

4.2 Testing Conversations with Aizuchi-bot 
To develop a design for the experiments, we first conducted a pre-
liminary conversation test using the aizuchi-bot. In the experiment, 
we initially wanted to investigate whether the mere intervention of 
a bot that only uttered aizuchi in a conversation between humans 
produced synlogic effects. Therefore, we conducted a conversation 
test assuming a situation wherein the aizuchi-bot intervened in 
a conversation between two humans. In this conversation test, 
aizuchi-bot dynamically inserted aizuchi voices such as ”un” or 
”hai” during a conversation between two people on a free topic. 
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Table 2: Varieties of aizuchis of the aizuchi-bot. 

Patterns of aizuchi Patterns of inflection 

For synthetic voice “hai” constant 
“un” constant 

“hmm” constant 
For human voice “un” naturally, cheerfully, quietly, or joyfully 

“hai” naturally, cheerfully, or seriously 
“unun” naturally 
“haihai” naturally 

However, the conversations did not progress well on this test. 
The two speakers reported that they felt that the aizuchi-bot inter-
rupted their conversations. When we listened to the audio record-
ing of the conversation to investigate why this was happening, we 
found that, during the conversation, the human listener, as well 
as the aizuchi-bot, unconsciously and constantly uttered aizuchi. 
The speaker timed the conversation to match the aizuchi uttered 
by the listener rather than the aizuchi uttered by the aizuchi-bot. 
As a result, the timing of aizuchi uttered by the aizuchi-bot did not 
match the speaker’s speech, and it seems that the speaker felt that 
the aizuchi-bot was an obstacle to the conversation. 

The reason that the human listener prioritized the human re-
sponse was believed to be that the human who responded appro-
priately was more involved in the conversation than the bot that 
only uttered aizuchi. Moreover, as the human conversation was 
conducted face-to-face, there was visual feedback. The authors 
hypothesized that the aizuchi of the human participants may have 
been prioritized because of these reasons. To avoid this situation 
in the experiment, the bot should be involved in the conversation 
to the same extent as the human, not only with aizuchi, and pro-
vide visual feedback to the same extent or, conversely, eliminate 
feedback from the human listener. 

Because the primary purpose of this experiment was to investi-
gate whether small interventions by voice feedback such as aizuchi 
from a bot could produce a synlogic effect, we decided not to in-
crease the degree of its involvement in the conversation, but to 
eliminate feedback from the human listener. We would like to 
conduct future experiments with an aizuchi-bot in multi-person 
conversations after modifying it to enable responses other than 
aizuchis. 

4.3 Design of Experiments 
The experiment was conducted with 14 undergraduate and graduate 
students (seven males and seven females) aged 18–23 whose first 
language was Japanese. The participants were recruited by posting 
a notice on an online university system. The experiments were 
conducted face-to-face, and each participant was given a reward of 
2,000 yen per hour. 

In this experiment, participants were asked to speak freely about 
a particular topic to an online partner who had turned off the 
camera based on the insights gained from the conversation test 
described above. To reproduce ”a situation wherein participants 
talked with a person who turned off the camera in an online call,” a 
PC running the aizuchi-bot was placed in front of the participants 

with the image shown in Figure 3 (left) displayed in full screen, 
and the participants were asked to talk to the PC (Figure 3, right). 
During the experiment, the researcher moved out of sight of the 
participants to avoid affecting the task. The topic was presented 
in the form of a card, and the participants were provided 1 min to 
think about what they were going to say, after which they were 
asked to speak freely with no time limit on the conversation. 

The conversation task was conducted in three different patterns: 
(1) a case wherein the online conversation partner was muted and 
completely silent (a pattern of silence), (2) a case wherein the on-
line conversation partner only uttered aizuchis with a synthetic 
voice for responses (a pattern with synthetic voice aizuchis), and 
(3) a case wherein the online conversation partner only uttered 
aizuchis of a human voice for responses (a pattern with human 
voice aizuchis). After the conversation in each pattern was com-
pleted, the participants were asked to respond to a questionnaire 
regarding their subjective evaluation of their impressions of the con-
versation in each pattern. Because the experiment was conducted 
using a within-subjects design, the order in which each pattern 
was performed was switched for each subject. This ensured that 
familiarity with the task did not affect the results of the experiment. 

For subjective evaluation, a questionnaire was created with a 
total of 23 items: 15 of the 16 evaluation items used by Tsuzuki 
and Kimura in their analysis which clarified the factors that cause 
differences in psychological characteristics toward conversation 
partners in different modes of media communication [35] (only the 
item ”effective in gathering information” was excluded because it 
could not be used under the current experimental conditions), 3 
items from the ”the conversation satisfaction” index [36, 68], and 
5 items added by the current authors. All questionnaire items are 
presented in the appendix (A.1). For each item, data were collected 
using the semantic differential scale method with a 5-point scale 
from ”not at all applicable” to ”very applicable” or from ”I agree 
very much” to ”I disagree very much.” 

The items we added were: 
1. The content of the conversation has expanded off-topic. 
2. Feeling more mentally relaxed. 
3. Feeling anxious. 
4. Easier to come up with things to talk about while talking. 
5. Can speak smoothly. 

After all the conversation patterns and answers to the question-
naire were completed, semi-structured interviews were conducted. 
The interview questions were as follows. 

For each pattern we considered the following: 
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Figure 3: Screens shown on a PC during the experiment (left) and the experimental scene (right). 

1. What made it easier for you to speak without any voice, with 
synthesized voice aizuchis, and with human voice aizuchis? 

2. What did you find difficult to talk about in the following sit-
uations: without any voice, with synthesized voice aizuchis, 
and with human voice aizuchis? 

3. In each pattern, what kind of presence did you feel the con-
versation partner was? 

4. When did the conversation digress or ideas expand? 
5. Types and sounds of aizuchi: Depending on the type of 

aizuchi (”un” or ”hai”), the inflection and tone of the aizuchi, 
and the tone of the words, what did you notice? 

5 RESULTS 
The data obtained in this experiment were subjected to statistical 
analysis for subjective evaluation by our questionnaire and quali-
tative analysis of the interview data using the modified grounded 
theory approach (M-GTA) proposed by Kinoshita [37]. The M-GTA 
is a qualitative research method suitable for analyzing interview 
data, applying the theoretical and content characteristics of the 
original version of the Grounded Theory Approach (GTA) [38] to 
generate explanatory models of human behavior, and critically 
continuing and reorganizing its tradition. The original version of 
the GTA was proposed as an objectivistic and inductive research 
method in qualitative research to analyze data and generate theo-
ries as rigorously as quantitative research. In the GTA, however, 
the meaning of data in grounded-on-data analysis needs to be con-
sidered, which is then interpreted and selectively judged by the 
researcher. Therefore, it has been criticized that the subjective 
viewpoint and existence of the researcher should not be abstracted 
from the standpoint of objectivism. In contrast, the M-GTA was 
devised following the grounded-on-data principle of the GTA, in 
which analysis is based on correspondence with data, although it 
was taking the position of qualitative research that the complexities 
of humans in society are understood through interpretations and 
the contexts are important [37]. In the M-GTA, it is named the 
”modified version” in that it does not code the meaning of the data 
by dividing it into small pieces from the beginning, but allows inter-
preting the data by going back and forth between the data and the 
concepts to understand of their contexts, and that the clarification 
of the analysis method and process, which have been considered 

issues in the GTA, are presented in detail in its methodology. The 
M-GTA is used as an analytical method for generating substantive 
grounded theories and identifying and predicting social interac-
tions, particularly in the context of various human services, such 
as public administration [66], nursing and healthcare [67] in Japan. 

In this experiment, M-GTA was used for qualitative analysis 
because we aimed to analyze the interviews to determine which 
processes did (or did not) generate synlogic conversations in each 
condition. For the interview data, only the responses to the conver-
sation with the conversation partner with the aizuchi-bot (synthetic 
voice bot and human voice bot) as aids were employed for analy-
sis, with the aim of clarifying the process of generating a synlogic 
conversation using the aizuchi-bot. The results of each analysis are 
presented below. 

5.1 Statistical Analysis of Subjective Evaluation 
Data 

For the subjective evaluation data of the questionnaire, we con-
ducted a paired t-test using the silence pattern as the baseline and 
comparing it with the pattern with the synthetic voice aizuchi and 
the pattern with the human voice aizuchi, respectively. Table 3 
presents a selection of items for which significant differences were 
obtained in the comparison results between the silent pattern and 
synthetic voice bot, and between the silent pattern and human voice 
bot. A paired t-test comparing synthetic voice aizuchi with human 
voice aizuchi was also conducted; however, because no significant 
differences were obtained for any of the items, they were omitted 
from the table. 

The 5 items for which significant differences were obtained for 
both the human voice and the synthesized voice were: “relieve 
loneliness,” “feel close to the partner,” ”compassion can be realized,” 
”be easy-going,” and ”you can be interested in conversation.” In 
other words, these items were improved by the use of aizuchi com-
pared with when the conversation partner was completely silent. 
Regardless of whether the voice of the aizuchi was mechanical or 
human, it was found that the mere insertion of a short utterance 
such as ”un” or ”hai” into the conversation greatly relieved the 
sense of loneliness (SV: t(13) = 3.17, p < .01, Cohen’s d = 0.881, HV: 
t(13) = 4.16, p < .01, Cohen’s d = 1.15), made the participants feel 
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Table 3: Results of analysis of subjective evaluation. 

Items Average Average (with t value p value Effects size 
(silent the synthetic or (Cohen’s d) 
pattern) human voice 

aizuchi-bot) 

(1) Relieve loneliness Synthetic voice 1.57 2.93 3.17 p < .01 0.881 
Human voice 1.57 3.29 4.16 p < .01 1.15 

(3) Be nervous Synthetic voice 3.14 2.14 -2.75 p < .05 0.764 
Human voice 3.14 2.71 -1.00 n.s. 0.278 

(5) Feel close to the partner Synthetic voice 1.29 2.43 3.31 p < .01 0.918 
Human voice 1.29 3.14 5.38 p < .01, 1.49 

(8) Compassion can be realized Synthetic voice 1.71 2.64 2.41 p < .05 0.670 
Human voice 1.71 2.64 2.51 p < .05 0.700 

(12) Be easy-going Synthetic voice 2.21 3.57 3.80 p < .01 1.05 
Human voice 2.21 3.21 2.65 p < .05 0.734 

(16) Talks are expanded beyond the topic Synthetic voice 2.57 3.00 2.48 p < .05 0.688 
Human voice 2.57 3.29 1.93 n.s. 0.536 

(21) The conversation progressed Synthetic voice 1.86 2.64 1.92 n.s. 0.534 
cooperatively Human voice 1.86 2.86 2.55 p < .05 0.707 
(23) You can be interested in conversationSynthetic voice 2.21 2.93 3.24 p < .01 0.898 

Human voice 2.21 3.00 2.24 p < .05 0.622 

more familiar (SV: t(13) = 3.31, p < .01, Cohen’s d = 0.918, HV: t(13) 
= 5.38, p < .01, Cohen’s d = 1.49) and more casual (SV: t(13) = 3.80, p 
< .01, Cohen’s d = 1.05, HV: t(13) = 2.65, p < .05, Cohen’s d = 0.734) 
with the other party. Further, it made them more considerate to the 
partner (SV: t(13) = 2.41, p < .05, Cohen’s d = 0.670, HV: t(13) = 2.51, 
p < .05, Cohen’s d = 0.700) and more interested in the conversation 
(SV: t(13) = 3.24, p < .01, Cohen’s d = 0.898, HV: t(13) = 2.24, p < .05, 
Cohen’s d = 0.622) than the case where the conversation partner 
was completely silent. 

Meanwhile, the two items for which significant differences were 
obtained only for the synthetic voice aizuchi-bot were ”be nervous” 
and ”talks are expanded beyond the topic.” The results showed that 
the aizuchi-bot partner with the synthetic voice was less nervous 
than that with the silent pattern (t(13) = -2.75, p < .05, Cohen’s d 
= 0.764), and that the content of speech was more expansive (t(13) 
= 2.48, p < .05, Cohen ’s d = 0.688). The only item that was signifi-
cantly different for the human-voiced bot was ”the conversation 
progressed cooperatively,” with the human-voiced aizuchi-bot part-
ner progressing more cooperatively than with the silent pattern 
(t(13) = 2.55, p < .05, Cohen’s d = 0.707). From the above, it can 
be said that the use of a synthesized voice had a significantly posi-
tive effect on relieving nervousness and the spread of topics, while 
the use of a human voice had a significantly positive effect on the 
perception of cooperativeness to the partner. The considerations 
of these results are discussed in section 5.3 with the results of the 
qualitative analysis in section 5.2. 

5.2 Qualitative Analysis of Data from Interview 
The data obtained from the semi-structured interviews (the total 
time: approximately 280 min, the length of transcript text: 119152 
characters) conducted in the experiment were analyzed using M-
GTA in terms of “the process of generating synlogic conversation by 

the aizuchi-bot.” Since the interviews were conducted in Japanese 
and the first author is also a native Japanese speaker, the analysis 
was conducted in Japanese. Through this analysis, 30 concepts 
were generated, of which 8 categories were identified (Table 4). The 
resulting diagram is shown in Figure 4. The detailed descriptions of 
each category and concept are provided in the appendix (A.2). In 
the following, the categories are indicated in [ ] and concepts in ” ”. 

5.2.1 Storyline: The process of generating synlogic conversation by 
the aizuchi-bot. The story line is expressed as follows. 

When participants began to speak and heard a conversation part-
ner’s voice, in many cases, their [perceptions of the conversation 
partner] changed depending on whether the voice was synthetic 
or human. In the case of a synthetic voice, participants often ”per-
ceived the conversation partner as a machine,” and if it is a human 
voice, they ”perceived the humanness in the conversation partner.” 
When they perceived that they were talking with a machine, they 
felt that the voice was automatically and mechanically uttered, even 
if they were responded via aizuchi, which increased their ”sense of 
absence of the conversation partner” and made them feel that ”the 
partner was someone who did not listen.” Thus, they were in the 
position of the speaker, and they felt ”fixed in the role of speaker.” 
Consequently, they felt a sense of loneliness and thought that if 
they were talking with “the partner who did not listen”, they did 
not have to talk further. Then, they ”lost motivation to continue 
the conversation.” This can be considered a situation of [failure to 
establish cooperative relationships] with the aizuchi bot. However, 
when the ”sense of absence of the conversation partner” increased, 
there were cases where participants could talk freely without being 
aware of the partner, and may enjoy conversing by feeling “the 
ease of a machine partner.” This situation can be considered as the 
[realization of a casual conversation]. 
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Figure 4: The process of generating synlogic conversation by the Aizuchi-bot. 

However, if they ”perceived the humanness in the conversation 
partner,” then their ”sense of being listened to” grew because of the 
response of aizuchi. When they felt that they were being listened 
to, the ”presence of the conversation partner” increased, and they 
began to ”imagine the conversation partner” and their ”awareness 
of the conversation partner” increased in the conversation. In the 
process of [becoming aware of the conversation partner’s presence], 
they imagined the partner, but because the camera was off and they 
have never seen the partner, they could not have a concrete image of 
him/her. Therefore, they “couldn’t imagine the type of person” and 
”felt like a first meeting.” Consequently, they became concerned 
about whether they made the partner uncomfortable with their 
comments, or they felt a desire to entertain the partner. This is how 
”consideration for the partner” occurs. In this way [considerate 
conversation] was achieved, but ”mental fatigue caused by atten-
tiveness” may be felt. As a result of the realization of [considerate 
conversations], participants attempted to change the content of the 
conversation as they spoke, or ”adding the content to talk about” 
in response to reactions, which resulted in ”broadening of ideas.” 
In addition, participants attempted to change and ”add the content 
to talk about” while speaking out of consideration for the partner, 

which resulted in ”expansion of ideas for talking.” Consequently, 
[open-endedness of conversations] were realized. 

We observed this process when a conversation proceeded 
smoothly. In reality, however, cases wherein aizuchi was inserted 
at ”unexpected timing,” or ”emotions were affected by the tone of 
voice in aizuchi” could occur because the tone of aizuchi was not ap-
propriate to the content of the conversation. In such cases, speech 
interruption may occur, resulting in errors such as an inability to 
speak smoothly (disfluency) or silence. When this happens several 
times, participants may feel the ”unpredictability of when aizuchis 
are uttered” and think that ”aizuchis are uttered mechanically.” 
In this case, they [perceived incompatibility with their partner’s 
aizuchi] and gave up attempting to adapt to it. However, if they 
”perceived the humanness in the conversation partner” and had the 
”sense of being listened to,” they can develop ”awareness of trying 
to speak according to aizuchis” even when such errors occur. In 
these cases, participants may ”devise a manner of speaking”, such 
as changing the speed of their speech or making some pauses in 
the conversation according to the aizuchis. As a result, the ”aware-
ness of attempting to speak according to aizuchis” can result in 
feeling ”appropriate timing for aizuchi,” or to a state wherein the 
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aizuchis were felt as natural even when they overlapped with the 
speech. In this process, it can be said that the humans attempted to 
”co-adaptation to aizuchis.” Moreover, to the extent that their adap-
tation behavior also affected the timing of the computed aizuchi 
utterances, the interaction can be considered a co-adaptation pro-
cess. 

When co-adaptation with the aizuchi-bot occurs, the conversa-
tion becomes ”easy and fun like chatting,” and owing to new topics, 
they also feel ”expansion of ideas for talking.” This can result in [re-
alization of casual conversation] and [open-ended conversations]. 

As described above, ”co-adaptation” and ”open-endedness,” 
which are characteristics of synlogic conversation, occurred in 
the process of conversation with aizuchi-bot and we were able to 
clarify the process by which these characteristics were generated. 

5.3 Consideration 
Based on the results of the analysis in Section 5.2, it is evident that 
there were differences in the interactions that occurred, depending 
on whether the user perceived the aizuchi-bot as human-like. In 
most cases, the voices used for aizuchi felt machine-like when 
they were synthetic and human-like when they were human. This 
allowed us to consider the items in the results of the analysis in 
Section 5.1, where certain differences in the results between the 
synthetic and human voices were observed. 

In the results of the analysis in 5.1, the only items that exhibited 
significant differences only with the synthesized voice were “be 
nervous” and ”talks are expanded beyond the topic.” In other words, 
when a synthetic voice was used for aizuchis, the participants felt 
less nervous and could broaden their conversation. This is consis-
tent with the results of the analysis in Section 5.2, which states, 
”when the presence of the conversation partner is not strong, partic-
ipants can talk casually without worrying about the conversation 
partner, which reduces nervousness, and as a result, the topics of 
conversation become broader.” Considering this characteristic of 
synthetic voice in terms of synlogic conversation, it can be said 
that it affected the open-ended nature of the utterance. The main 
reason for this result for the synthetic voice can be attributed to the 
”ease of dealing with a machine rather than a human being. On the 
other hand, the only item that showed a significant difference for 
the human voice was ”the conversation progressed cooperatively.” 
The analysis results in Section 5.2 showed that even if the timing 
of the partner’s response was felt to be inappropriate, the speakers 
grew awareness of attempting to speak according to the timing of 
the partner’s response in the case that they felt humanness to the 
partner. Consequently, they could co-adapt to their responses, and 
the speakers felt that the aizuchis uttered by their conversation 
partners was natural. This may explain why the participants felt 
that their partner with the human voice was cooperative, as shown 
in the results of the analysis in Section 5.1. In fact, when the speaker 
perceived that a cooperative relationship was established with the 
partner, he or she felt aizuchis were uttered at the appropriate time, 
even if aizuchis sometimes overlapped with the speaker’s speech. 
In this case, the overlaps were perceived as natural and the char-
acteristics of synlogic conversations may be realized. Moreover, 
when co-adaptation with aizuchi was established, open-ended con-
versation also occurred. Therefore, from the synlogue perspective, 

it can be seen that co-adaptation and open-endedness are occurred 
in the conversation if the conversation partner is felt human-like, 
even if it is the bot which only utters aizuchi. 

6 DISCUSSION 
Throughout this paper, we have described the design concept of 
synlogue and its characteristic themes, and presented a minimal 
experiment to explore the qualities of synlogic communication. 
Based on our experiment, we found that even if participants felt 
uncomfortable with the timing of aizuchi, if they could sense the 
humanness of the conversation partner, they may adapt to the con-
versation with the aizuchi-bot and perceive it as a natural aizuchi. 
In this process, co-adaptation and open-endedness that are the 
features of synlogue are caused. In other words, it is conceivable 
that the subjective perception of the humanness of a conversation 
partner may be an important factor to bring out the effect of the 
synlogic conversation. 

6.1 Humanness 
As shown above, the experimental results indicate that the sub-
jective perception of the humanness of the conversation partner 
(in this case, the aizuchi-bot) is an important factor influencing co-
adaptation. However, this perception of humanness also heightened 
the awareness of the conversation partner’s presence, inadvertently 
increasing the speaker’s nervousness. As a result, familiarity with 
the conversation partner diminishes and synlogic conversations 
are not caused. Thus, in the realm of cooperative communication 
design, it is important to balance the level of perceived ”humanness” 
so as not to give the feeling of nervousness to people. 

The elements contributing to ”humanness” in this study encom-
passed aspects such as the aizuchi-bot’s responses sounding human-
like and the conversational partner being perceived as adaptable to 
the speaker’s discourse. The former might involve utilizing a hu-
man voice in the aizuchi-bot, incorporating inflection in responses, 
or both. The latter emphasizes the importance of not defying the 
speaker’s expectation that the aizuchi is responsive rather than 
automatic, thereby reinforcing the belief that the conversational 
partner is capable of evolving its speech patterns through a process 
of trial and error. Critical to this aspect is the refinement of aizuchi 
timing and the employment of contextually relevant inflections. 
The experiment, however, did not definitively identify which of 
these elements are essential, leaving scope for further exploration 
and experimentation. 

In addition, ”humanness” is the term that emerged as a result 
of conceptualization based on the interviews in this experiment. 
Therefore, it is possible that the term depends on the design of 
the experiment. In this experiment, the term ”humanness” may be 
developed because we use not animal voices but human voices or 
synthetic voices. In light of the process obtained in section 5.2., it 
can be interpreted more abstractly. It is possible that the feeling that 
the partner with whom a person interacts is the person with whom 
he or she seems to be able to build a cooperative relationship may 
be a more important factor in causing co-adaptation rather than 
humanness. In this case, the interaction partner is not necessarily 
limited to humans, but may also include animals as well. 
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Table 4: Categories and concepts. 

Categories No Concepts Definitions (number of specific examples) 

Perception of the conversation partner 11 Perceived the conversation partner as a Feeling that the conversation partner is a machine or AI, mainly 
machine when aizuchis are uttered by a synthetic voice (8) 

12 Perceived the humanness in the Feeling of the humanness in the conversation partner when 
conversation partner aizuchis are uttered by the human voice (8) 

6 Weirdness of the mixture of humanity Feeling the conversation partner weird because of humanity and 
and machine-like machine-like at the same time (2) 

Failure to establish cooperative 9 Sense of absence of the conversation Feeling that the conversation partner does not exist when 
relationships partner aizuchis are uttered in synthetic voices (6) 

13 Fixed in the role of speaker A state of being clearly aware that participants are in the 
position of the speaker (3) 

23 The partner who did not listen Feeling that the conversation partner lost interests and was not 
listening to the participant (2) 

2 Lose motivation to continue the Feeling that the conversation partner with whom participants 
conversation are having a conversation is not listening to participants, and 

having less motivation to continue talking (2) 
Realization of casual conversations 16 The ease of a machine partner The ease of not having to worry about or consider the partner’s 

reaction because the conversation partner is a machine rather 
than a human being (5) 

18 Easy and fun like chatting A state of being able to achieve the ease and enjoyment of usual 
conversation (3) 

Open-endedness of conversations 1 Adding the content to talk about A state wherein the subjects is highly motivated to continue the 
conversation and to add extra content to speech when they have 
finished talking about what they thought about beforehand (3) 

19 Expansion of ideas for talking A state wherein ideas expand during speaking and participants 
talk about something other than what you initially thought of (4) 

Becoming aware of the conversation 10 Sense of being listened to Feeling that the conversation partner is listening to participants 
partner’s presence because aizuchis are uttered (9) 

28 Presence of the conversation partner Feeling that the conversation partner exists on the other side of 
the screen (8) 

17 Imagine the conversation partner Imagining the conversation partner and having an image of their 
age, gender, and relationship to the participants concretely (3). 

5 Awareness of the conversation partner A state of being aware of the presence of the conversation 
partner (6) 

Considerate conversations 26 Cannot imagine the type of person The inability to picture the conversation partner and not being 
able to imagine the partner (3) 

20 Feel like a first meeting Feeling that the conversation partner was a new acquaintance (7) 
24 Consideration for the partner Consideration and care for the conversation partner, such as 

taking the partner’s feelings into account and devising the 
content of the conversation (6) 

25 Mental fatigue caused by attentiveness The psychological load and mental fatigue caused by being 
considerate for the conversation partner (2) 

Perception of incompatibility with the 22 Emotions are affected by the tone of The state of being emotionally affected by the tone of the 
partner’s aizuchi voice in aizuchi partner’s voice (5) 

3 Unexpected timing of aizuchi Aizuchi being uttered at unexpected times, such as in the middle 
of a word (10) 

29 Unpredictability of when aizuchis are Feeling that the timing of aizuchi is unpredictable (3) 
uttered 

7 Mechanically uttered aizuchis Perceiving that aizuchis are uttered mechanically because of the 
fixed tone of voice or unpredictable timing, etc. (4) 

27 Surprise or confusion about aizuchis Surprise or confusion due to the difference from the imagined 
aizuchi (7) 

4 Interruption of the speech Interruptions in conversation or thought due to the timing of 
aizuchi and feeling like noise (6) 

Co-adaptation with aizuchis 15 Can explore the appropriate pace of the Be able to grasp and adapt to the pace of aizuchi while speaking 
conversation (2) 
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14 Awareness of trying to speak according The state of being conscious of speaking in accordance with 
to aizuchis aizuchi (7) 

21 Devise the manner of speaking Devising speaking style, such as having pauses, changing 
speaking speed or etc. (4) 

8 Appropriate timing for aizuchi Aizuchi is uttered at a time that participants feel appropriate (6) 
30 Aizuchis are felt as natural even if Do not mind if a conversation is overlapped by the insertion of 

aizuchi overlap with the speech aizuchis while speaking (4) 

Moreover, the study revealed that when the aizuchi’s human-like 
qualities are marred by mechanical timing, it results in a simulta-
neous perception of both human-like and machine-like attributes, 
leading to discomfort and apprehension towards the conversational 
partner. This phenomenon may be akin to encountering an ’un-
canny valley’ [65] in speech. Hence, it is imperative not to exces-
sively enhance humanness. 

Consequently, our objective should not be the complete anthro-
pomorphism of AI to mimic human-like qualities, but rather to 
identify and incorporate the minimal ”humanness” necessary for 
fostering cooperative communication. Clarifying these enabling 
factors will pave the way for establishing the essential conditions 
required to design a voice UI conducive to synlogic conversations. 

6.2 Implications for 
computer-mediated-communication and 
digital wellbeing 

The onset of the COVID-19 pandemic marked a significant shift in 
communication patterns, leading to a decline in in-person interac-
tions and a surge in remote communication methods like videocon-
ferencing and online chatting. This transition has notably impacted 
the co-constructive nature of daily communication, a phenomenon 
documented in various studies [55]. Over the last decade, a growing 
body of research has focused on the psychological implications of 
excessive reliance on digital screens, providing a wealth of corre-
lational evidence pointing to its negative effects on mental health 
(e.g., [57]). 

While these studies offer valuable insights, there is a pressing 
need for more comprehensive research to further elucidate these 
findings. This gap presents an opportunity to investigate the poten-
tial of fostering more engaging and positive online communication 
experiences to enhance social well-being. The interplay between 
digital media usage and subjective well-being has been a subject 
of debate, with studies revealing both beneficial and detrimental 
effects [56]. Consequently, there is a call for more in-depth research 
to better understand and improve the conflict-mitigation role of 
online communications [54], particularly in the context of current 
synlogic interactions. Given the inherently non-confrontational 
nature of synlogues, they hold significant promise for the develop-
ment of more harmonious communication environments within 
society. 

A notable observation from our study is the variability in par-
ticipants’ perception of virtual presence when interacting with 
a bot programmed to provide aizuchi, or backchannel responses. 
These findings contribute to the broader discourse on ’social pres-
ence’ [62], a concept that designates the “the sense of “being with 
another” [63] which has been explored in social psychology and 
computer-mediated communication. A recent systematic review 

of this topic [64] delved into various factors that influence social 
presence, including cutting-edge media technologies like virtual 
and augmented reality. While the link between social presence 
and the emotional quality of communication necessitates further 
exploration [64], our study highlights a potential downside: the 
heightened perception of social presence can inadvertently increase 
user nervousness. This outcome parallels Miki’s observations re-
garding the dynamics of power balance, such as harassment, in 
concessive joint action [48], yet differs in the nature of its negative 
impact. Further research is imperative to ascertain an optimal level 
and quality of cooperative overlap, contributing to the burgeoning 
field of human well-being in computer-mediated communication 
(CMC). 

6.3 Limitations and Future work 
In the analysis of this experiment, we aimed for a comprehensive 
qualitative analysis of the interviews in order to focus on subjective 
factors and effects on the human side, and the quantitative analy-
sis was also based on an analysis of subjective evaluation rather 
than a measurement of the speed of user response. Therefore, the 
experiment was conducted on a limited number of participants and 
a specific age group in order to fully conduct a qualitative study. 
Although the content of the survey was not overly dispersed, it is 
fact that the number of participants of was too small. As the survey 
was conducted on young people, a separate experiment must be 
conducted to investigate whether the same results hold for older 
age groups. 

In addition, the five items that showed significant differences in 
both human and synthetic voices (”loneliness is eased,” ”I feel closer 
to the other person,” ”I can feel compassion,” ”I can be at ease,” and 
”I can talk with interest”) were significantly improved even with 
short utterances of ”aids” (i.e., a simple ”hai” or ”un”). However, 
because the subjects were silent conversational partners, it can be 
interpreted as simply concluding that those who responded were 
preferable to those who did not. Because we could not investigate 
this point in detail in this experiment, a separate experiment and a 
new study must be conducted to analyze whether the effect was 
really owing to aizuchi or simply because of the presence or absence 
of a response. 

For this study, we chose to reimplement Okato et al.’s method to 
generate a predictive aizuchi system [9] because of its simplicity 
and ease of testing in an experiment. However, more sophisti-
cated and complex systems to generate aizuchis have been studied 
[24, 40]. Recent relevant studies have mainly focused on generat-
ing backchannels at appropriate times, but few studies have been 
conducted on producing cooperative overlapping speech [53]. 

The results of this experiment indicate that the use of the aizuchi-
bot broadens the topics of conversation and makes conversations 
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more open-ended. In chat-like conversations, the purpose is not to 
reach a conclusion, but to enjoy the process of conversation itself. In 
other words, in chatting among multiple people, it is not appropriate 
to interact with an agent whose conversation content is guided 
by the AI, but rather the effect of increasing the open-endedness 
of the conversation is important. Therefore, it is considered that 
using aizuchi-bot to support generating synlogic conversations 
will lead to more enjoyable chats in conversations among multiple 
people. However, the results of the test operation described in 
section 4.2 imply that there is a case that the speakers feel that the 
aizuchi-bot’s responses are obstructive because they prioritize other 
human responses over the aizuchi-bot’s responses. In the future, it 
is necessary to consider the possibility of supporting conversations 
among multiple humans by increasing the degree of involvement of 
the aizuchi-bot in the conversations, which could not be verified in 
this study. In this case, it is also necessary to analyze how the bot’s 
utterance other than aizuchi, such as speech, supports to generate 
synlogic conversation, and what degree of involvement is desirable. 

7 CONCLUSION 
This study proposed the theoretical concept of synlogue based on 
previous work in linguistics and anthropology. Building upon prior 
studies in computational-model of backchannels, we validated the 
concept using aizuchi bots. We found that even a bot that only 
uttered short aizuchi such as ”un” and ”hai” could be used to find 
synlogic conversational features such as co-operation and open-
endedness. We used M-GTA to clarify the process by which such 
synlogic interactions occurred in conversations with aizuchi-bots. 
Consequently, it was found that different interactions occurred de-
pending on whether or not the user perceived human-like qualities 
in the conversation partner. In the case of perceiving humanness 
or the presence of the other party in the conversational partner, 
open-endedness occurred after a process of co-adaptive interaction; 
however, in the case of perceiving machine-likeness in the conver-
sational partner, such a process was not followed in the present 
experiment. Moreover, it was determined that it is necessary to 
establish a more empathic relationship with the other party; there-
fore, the perception of humanness and the presence of the other 
party could be important factors. 

In proposing the design concept of synlogue, which should be 
understood as a design space that focus on the co-constructive 
aspect in both verbal and non-verbal communications, and not as a 
brand new linguistic model, we do not aim to be prescriptive nor 
conclusive: we intended to offer a generative approach for designers 
and researchers to explore co-constructive convivial and open-
ended relationships through the synlogic qualities of incompleteness, 
overlap, multimodality and co-adaptation. 
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A A APPENDICES 
The appendices are presented below. 

A.1 Questionnaire Items Used for the Subjective 
Evaluation 

The questionnaire used for the subjective evaluation is as follows. 
This questionnaire items consisted of some from existing studies 
[35, 36, 68] for reference and some added on our own. Items 1.1 
to 1.15 are 15 items from the 16 evaluation items used by Tsuzuki 
and Kimura in their analysis which clarified the factors that cause 
differences in psychological characteristics toward conversation 
partners in different modes of media communication [35]. Only the 
item ”effective in gathering information” was excluded because it 
could not be used under our experimental conditions. Items 1.16 to 
1.20 are five items added by the authors. Also, items 2.1 to 2.3 are 
three items used by Kimura et al. in their investigation of the effects 
of smiles, nods and behavior matchings on conversational satisfac-
tion in triadic conversations [36]. We used the same items because 
the study also concerned backchannels such as nodding and facial 
expressions which are the same as aizuchis. These three items 
were selected from the items used in a study that examined the 
effects of observers’ judgments that the more active the speaker’s 
expression of emotion is, the more successful communication is 
[68]. All items from existing studies were devised based on previ-
ous studies referred to in the respective references, and they were 
also used in some other studies which analyzed correlations or 
factors in intimacy or conversational satisfaction by form of media 
communication [69, 70]. 

The answer choices were provided on a 5-point scale from ”not 
at all applicable” to ”very applicable” for question 1, and from ”I 
disagree very much” to ”I agree very much” for question 2. 
1. For each of the items, how much of the following applies to you 
in the (silent / synthesized voice aizuchis / human voice aizuchis) 
pattern of conversation? 

1.1 Relieve loneliness. 
1.2 Be fun. 
1.3 Be nervous. 
1.4 Communication intentions are conveyed quickly. 
1.5 Feel close to the partner. 
1.6 Be easy to open up. 
1.7 Have a hard time. 
1.8 Compassion can be realized. 
1.9 Be formal. 
1.10 Be easy to communicate your intentions. 
1.11 Can talk about personal stories. 
1.12 Be easy-going. 
1.13 Have a purpose. 
1.14 Can concentrate. 
1.15 Get tired. 
1.16 Talks are expanded beyond the topic. 
1.17 Feel more mentally relaxed. 
1.18 Feel anxious. 
1.19 Be easy to come up with things to talk about while talking. 
1.20 Can speak smoothly. 

2. Please describe your overall impression of the conversation in 
the pattern of (silent / aizuchi with the synthesized voice / aizuchi 
with the human voice interaction). 

2.1 The conversation progressed cooperatively. 
2.2 It was hard to have conversations. 
2.3 You can be interested in conversation. 

A.2 Explanation of Categories and Concepts 
This appendix defines each category, the concepts that comprise it, 
and the relationships among the concepts by quoting statements 
made by the experimental participants in the interviews. The con-
cept names and definitions for each category and the number of 
specific examples are listed in Table 4. In the following, the cate-
gories are indicated in [ ] , the concepts in ” ” and definitions of 
categories and concepts in < >. The speaker’s subject ID is indicated 
in parentheses at the end of each quotation phrase. 

a. [Perception of the conversation partner] 
This category indicates <what kind of existence the conversa-

tional partner is perceived as depending on the type, inflection, 
timing of the voice of aizuchi>. It consists of three concepts: (11) 
”Perceive the conversation partner as a machine,” (12) ”Perceive the 
humanness in the conversation partner,” and (6) ”Weirdness of the 
mixture of humanity and machine-like.” When synthetic voice is 
used for the conversational partner’s aizuchi, participants often (11) 
”perceive the conversation partner as a machine.” This concept is 
defined as <feeling that the conversation partner is a machine or 
AI, mainly when aizuchis are uttered by a synthetic voice>. 

“When it was a machine sound, after all, it was easy 
for me to think, ‘The partner I’m talking to is definitely 
not a human but a machine.”’ (2211KF) 
“Since it’s a synthetic voice, I know it’s a machine, so 
[. . .]” (2213EM) 
“It was like Siri. It was like Alexa. I felt like I was 
talking to a gadget.” (2413FF) 

On the other hand, the interviewees stated that they (12) ”per-
ceive the humanness in the conversation partner” when they heard 
a human voice or sensed intonation in their online conversational 
partner’s aizuchi. We defined this concept as <feeling of the hu-
manness in the conversation partner when aizuchis are uttered by 
the human voice>. 

“It sounded like a human voice, so it wasn’t machine-
like. It made me to think that I talk with a real person, 
. . . so it was easy to talk to.” (2314NM) 
“The third one (human voice) is basically very easy to 
talk to, and after all, a human voice is more human-
like and [. . .]” (2413FF) 
“If anything, certainly, I think that the more intona-
tion, the more human-like I felt.” (2415SM) 

As described above, in many cases, the type of conversational 
partner is perceived differently depending on the type of voice or 
inflection, but even aizuchi uttered by a human voice may be per-
ceived as mechanical because the timings of aizuchis don’t match 
with the speech. In this case, the human-like quality because of 
human voices and the machine-like quality because of the timings 
are percieved at the same time, resulting in a sense of (6) ”Weird-
ness of the mixture of humanity and machine-like.” This concept 
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was defined as <feeling the conversation partner weird because of 
humanity and machine-like at the same time>. 

“I had never heard realistic human voices uttered from 
machines, so I was a little scared, and I was not used 
to hearing them.” (2211KF) 
“I’m not really accustomed to the human voice 
aizuchis intervening quite frequently in my speech.” 
(2411MM) 

b. [Failure to establish cooperative relationships] 
This category indicates <a situation in which a cooperative rela-

tionship is not established with the aizuchi uttered from the con-
versational partner>. This category consists of four concepts: (9) 
”Sense of absence of the conversation partner,” (13) ”Fixed in the 
role of speaker,” (23) ”The partner who doesn’t listen,” and (2) ”Lose 
motivation to continue the conversation.” When the speaker per-
ceives the machine partner as a machine, (9) ”sense of absence of 
the conversation partner” is increased. This concept is defined as 
<feeling that the conversation partner does not exist when aizuchis 
are uttered in synthetic voices>. 

“In that respect, I thought the pattern of the silence 
and the mechanical voice were pretty similar, and it 
was pretty easy to recognize more strongly that ‘I 
guess I don’t have a conversation partner,’ so [. . .]” 
(2211KF) 
“I felt that I probably don’t have (a conversation part-
ner) in the case of the artificial one.” (2814TF) 

When the speaker does not feel the presence of the partner in 
the conversation or feels that the aizuchi uttered is mechanical, one 
feels as if one is speaking to (23) ”the partner who doesn’t listen.” 
This concept is defined as <feeling that the conversation partner 
lost interests and was not listening to the participant>. 

“The tone of her voice made me think she wasn’t in-
terested in what I said and […] I was thinking that 
she probably wasn’t listening.” (2214MF) 
“I thought, ‘If she was a human being, she proba-
bly wasn’t listening and wasn’t interested at all.”’ 
(2414AM) 

When a speaker feels that the conversation partner is not present, 
or that the partner is not listening, the speaker feels that he or she 
is (13) ”fixed in the role of speaker.” This concept is defined as <a 
state of being clearly aware that participants are in the position of 
the speaker>. 

“(Because I felt like I was talking to a machine,) I felt 
a bit like I was talking alone.” (2814TF) 
“(In the pattern of synthetic voice,) I thought that there 
was a strong sense of duty to speak what I planned 
to talk about beforehand. There is a strong sense of 
being restrained by the role of speaking.” (2313OF) 

When a speaker feels the presence of the conversation partner 
or feels that the other person is not listening to him or her, (2) ”lose 
motivation to continue the conversation.” This concept is defined as 
<feeling that the conversation partner with whom participants are 
having a conversation is not listening to participants, and having 
less motivation to continue talking>. 

“I lost the will to speak, and I didn’t really know what 
I was talking for.” (2214MF) 
“Even if I thought the partner is listening to me a little 
bit, I felt like, ‘It’s just a computer program’ (and I lost 
my motivation to speak).” (2315SM) 

c. [Realization of casual conversations] 
This category indicates <a situation in which the participant is 

in an easygoing mood and enjoys conversing with the conversation 
partner>. It consists of two concepts: (16) ”The ease of a machine 
partner” and (18) ”Easy and fun like chatting.” When the participants 
felt that their conversation partner was a machine, they sometimes 
felt (16) ”the ease of a machine partner” in talking because the 
partner was not a human. This concept was defined as <the ease 
of not having to worry about or consider the partner’s reaction 
because the conversation partner is a machine rather than a human 
being>. 

“In that aspect, there was a certain carefreeness to 
talk, which I think led to the ease of speaking with 
the last one, synthetic voice.” (2213EM) 
“I don’t know if there is such a thing as a talking 
machine, but the conversation partner seemed more 
like that and I didn’t give much consideration to the 
partner.” (2215TM) 

In addition, when the participants had a natural impression of 
their conversation partner’s delivery, they felt that the conversation 
was more like a normal conversation, and they sometimes felt that 
it was (18) ”easy and fun like chatting.” This concept can be defined 
as <a state of being able to achieve the ease and enjoyment of usual 
conversation>. 

“I think that the patterns with aizuchi creates a more 
conversational atmosphere and enhances the chatting-
like atmosphere, so I don’t think anyone concen-
trates on talking during the chat, so I could naturally 
talk without concentrating and relax in a good way.” 
(2213EM) 

d. [Open-endedness of conversations] 
This category indicates <the state in which the conversation 

diverges into a variety of topics that deviate from the topic due 
to the expansion of ideas that occur during the conversation>. 
This category consists of two concepts: (1) ”Adding the content 
to talk about” and (19) ”Expansion of ideas for talking.” In the 
experiment, In the experiment, (1) ”adding the content to talk about” 
was an action resulting from the desire to entertain the conversation 
partner. This concept is defined as <a state in which the subject 
is highly motivated to continue the conversation and to add extra 
content to speech when they have finished talking about what they 
thought about beforehand>. 

“With aizuchis, the partner would often say ‘un un,’ 
so when I was at a loss for a word, it made me feel 
like, ‘I’ll try to keep talking.”’ (2211KF) 
“When I ran out of something to talk about, I felt 
more like ‘what should I talk about?’ (difficulty in 
coming up with something) without aizuchis than 
with.” (2311IF) 
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When the participants tried to add to the content of their speech 
as described above, or when they became excited during talking 
because of the ease of chatting, (19) ”expansion of ideas for talking” 
that deviated from the given topic was sometimes generated. This 
concept is defined as <a state in which ideas expand during speaking 
and participants talk about something other than what you initially 
thought of>. 

“By being able to relax and talk a bit, I was able to 
broaden my ideas for talking because I didn’t have to 
focus too much to talk.” (2213EM) 
“The second pattern of conversation (human voice) 
led to a different content than what I really planned to 
talk about, so […] I think the flow of the conversation 
was different from what I had intended.” (2414AM) 

e. [Becoming aware of the conversation partner’s presence] 
This category indicates <the state of being aware of the pres-

ence of the conversation partner while talking>. It consists of four 
concepts: (10) ”Sense of being listened to,” (28) ”Presence of the con-
versation partner,” (17) ”Imagine the conversation partner,” and (5) 
”Awareness of the conversation partner.” When the participants felt 
that the conversation partner was human and his or her aizuchis 
were inserted between conversations, the (10) ”sense of being lis-
tened to” was improved. This concept is defined as <feeling that the 
conversation partner is listening to participants because aizuchis 
are uttered>. 

“Well, in the case with aizuchi, I felt like he or she was 
listening to me, [. . .] so I kept talking.” (2313OF) 
“Because aizuchi’s response to what I said was, uh, 
well, it would be an exaggeration to say that she ap-
proved me, but . . . it’s because I felt that she under-
stood or recognized what I said.” (2814TF) 

When they felt that they were being listened to, the (28) ”pres-
ence of the conversation partner” was promoted. This concept was 
defined as <feeling that the conversation partner exists on the other 
side of the screen>. 

“In the case of the voice saying ‘un’ in a normal human 
voice, I felt the most like the conversation partner was 
there.” (2814TF) 
“Because the human voice pattern was the first task of 
this experiment and I felt the partner was listening to 
me, I was nervous when I was talking with the human 
voice.” (2411MM) 

When participants are able to sense the presence of the con-
versation partner, a concrete image of what kind of person he or 
she is conversing with is generated, and they became to be able to 
(17) ”imagine the conversation partner.” This concept is defined as 
<imagining the conversation partner and having an image of their 
age, gender, and relationship to the participants concretely>. 

“I imagined that the partner was not someone who 
was much older than me, but someone with whom I 
could talk in a frank manner.” (2213EM) 
“When I heard the voice, it sounded a bit like my 
own, and I imagined a woman who is as old as me.” 
(2313OF) 

When the presence of the conversation partner is felt, or when 
the imagination of what kind of person is talking with is generated, 
(5) ”awareness of the conversation partner” seems to develop. This 
concept is defined as <a state of being aware of the presence of the 
conversation partner>. 

“In the first and second patterns, I just talked and 
didn’t think about the partner at all, but in the third 
pattern (the human voice pattern), I began to try com-
municating with the partner exactly what I was talk-
ing about.” (2413FF) 
“The third one (the human voice pattern) gave me the 
feeling that I was being listened to. I guess it could be 
called a kind of pressure, but it gave me the feeling 
that I was being listened to.” (2213EM) 

f. [Considerate conversations] 
This category indicates <the state in which the awareness of 

the presence of the conversation partner causes the state in which 
the speaker tries to entertain the conversation partner or cares 
not to make the partner feel uncomfortable>. It consists of four 
concepts: (26) ”Can’t imagine the type of person,” (20) ”Feel like a 
first meeting,” (24) ”Consideration for the partner,” and (25) ”Mental 
fatigue caused by attentiveness.” In the process of becoming aware 
of the conversation partner, the participants sometimes imagine 
what the partner is like, but as a result of their imagination, they 
may not have a concrete image of the partner, or the image may 
be betrayed. The concept defined as <the inability to picture the 
conversation partner and not being able to imagine the partner>, 
and we named it (26) ”Can’t imagine the type of person.” 

“The conversation partner . . . I can’t assume the part-
ner who I’m talking to. I couldn’t do that. When I 
started speaking with the partner in mind, I heard a 
tone of voice that was different from what I imagined.” 
(2413FF) 
“I couldn’t guess the partner, but I thought that maybe 
it was because I couldn’t see his or her face.” (2415SM) 

Because of the unimaginability of the conversation partner, the 
speakers felt the psychological distance from the partner and some-
times felt that they (20) ”feel like a first meeting.” This concept can 
be defined as <feeling that the conversation partner was a new 
acquaintance>. 

“It was kind of like a situation where I introduced 
myself to someone whom I met for the first time and 
I was going to be friends.” (2215TM) 
“As with talking about my personal story, I was ner-
vous about suddenly talking to someone I had never 
met before for a few minutes.” (2311IF) 

When the participants feel psychological distances from their 
conversation partners, they try to entertain them and avoid causing 
them discomfort. It causes (24) ”consideration for the partner.” This 
concept is defined as <consideration and care for the conversation 
partner, such as taking the partner’s feelings into account and 
devising the content of the conversation>. 

“When I was talking, I felt anxious about the possi-
bility that the partner might feel uncomfortable. […] 
He or she might think that I was annoying or that I 
was talking too fast.” (2215TM) 
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“I tried to entertain the listener and make her laugh, 
and when it didn’t go well, I got tired.” (2216NF) 

As a result of this concern for the other person, the ease of 
conversation was reduced and the (25) ”Mental fatigue caused by 
attentiveness” was increased. This concept can be defined as <The 
psychological load and mental fatigue caused by being considerate 
for the conversation partner>. 

“(I tried to make her laugh, but) when the tone of her 
voice was low, I felt like I had to make her laugh more, 
and it became tiring.” (2216NF) 
“I felt that it was a little hard for me (to talk to someone 
I had never met before).” (2311IF) 

g. [Perception of incompatibility with the partner’s 
aizuchi] 

This category indicates <the speaker’s own feeling that the tone 
and the timing of aizuchis uttered by the conversation partner does 
not match the content, the tone of voice, and the timing of what 
the speaker says>. It consists of six concepts: (22) ”Emotions are 
affected by the tone of voice in aizuchi,” (3) ”Unexpected timing of 
aizuchi,” (29) ”Unpredictability of when aizuchis are uttered,” (7) 
”Mechanically uttered aizuchis”, (27) ”Surprise or confusion about 
aizuchis”, and (4) ”Interruption of the speech.” It may be caused 
<the state of being emotionally affected by the tone of the partner’s 
voice>, for example, when a dark tone of voice is used as aizuchis 
during a conversation, the speaker feels down. The concept defined 
by this is named (22) ”emotions are affected by the tone of voice in 
aizuchi.” 

“I think that the context of aizuchi changes depending 
on the tone of voice and the content of the conversa-
tion, but his or her aizuchis seemed to be listening to 
the serious conversation, so I got worried if he or she 
was okay. [. . .] After all, the tone of aizuchi was so 
different from the tone of my talk (so I felt I was not 
good at the partner).” (2214MF) 
“It contained the tone of the voice uttered when a 
person couldn’t understand what was said, and [. . .] 
(it made me anxious).” (2413FF) 

There are times when the speaker feels that the timing does not 
match the aizuchi uttered by the conversational partner, and (3) 
”unexpected timing of aizuchi” is uttered. This concept is defined as 
<aizuchi being uttered at unexpected times, such as in the middle 
of a word>. 

“When I thought ‘This is when aizuchi should be ut-
tered,’ but it didn’t, I would get stuck and wonder. On 
the other hand, there were times when I thought ‘Oh, 
you’re going to utter it now.”’ (2211KF) 
“I felt uncomfortable when I heard aizuchi while I’m 
uttering a word of a sentence, not between clauses” 
(2215TM) 

When aizuchis are often inserted at unexpected times, the speak-
ers feel (29) ”unpredictability of when aizuchis are uttered.” This 
concept is defined as <feeling that the timing of aizuchi is unpre-
dictable>. 

“On the contrary, I couldn’t imagine it (the timing of 
aizuchi), so I thought that if aizuchi was uttered again, 
I would just have to deal with it then.” (2215TM) 
“Well, maybe . . . I thought it was a program that ut-
tered aizuchi at the random timing, so I thought I 
shouldn’t expect anything like it responded at appro-
priate timing.” (2315SM) 

In some cases, the unpredictability of the timing of the aizuchi 
caused the speakers to perceive the aizuchi as being uttered at 
random times and (7) to think it was ”mechanically uttered aizuchis.” 
This concept is defined as <perceiving that aizuchis are uttered 
mechanically because of the fixed tone of voice or unpredictable 
timing, etc.>. 

“The voice is human-like, but something is different. 
[…] I guess it’s because of the timing of aizuchi.” 
(2211KF) 
“On the other hand, the artificial one uttered like ‘hai’, 
‘hai’ all the time (it was a constant tone), so I felt it 
was a bit . . . a bit unnatural.” (2814TF) 

When an aizuchi is inserted at an unexpected time, or when 
an aizuchi is uttered in a different tone of voice than expected, it 
seems that (27) ”surprise or confusion about aizuchis” is caused. We 
defined this concept as <surprise or confusion due to the difference 
from the imagined aizuchi>. 

“I was surprised because the tone of the voice was 
different from the reaction I expected.” (2216NF) 
“(When aizuchi overlaps with my speech at unnatural 
timing) I guess maybe it’s the confusion.” (2311IF) 

When the aizuchis were inserted at unexpected times, or when 
the participants felt confused by aizuchis, (4) ”interruption of the 
speech.” occurred. This concept is defined as <interruptions in 
conversation or thought due to the timing of aizuchi and feeling 
like noise>. 

“When aizuchis overlapped, I felt as if I was being 
interrupted by it because of the loudness of his or her 
voice.” (2314NM) 
“When aizuchis overlapped, I felt aizuchi’s voice was 
loud and I was disturbed by it.” (2315SM) 

h. [Co-adaptation with aizuchis] 
This category indicates <a state of co-adaptation with the con-

versation partner’s aizuchi, in which the conversation with the 
aizuchis feels natural by the speaker’s devices to adjust speaking 
speed and pauses in conversation to the aizuchi, who felt that the 
timing was not right>. This category consists of five concepts: (15) 
”Can explore the appropriate pace of the conversation,” (14) ”Aware-
ness of trying to speak according to aizuchis,” (21) ”Devise the 
manner of speaking,” (8) ”Appropriate timing for aizuchi,” and (30) 
”Aizuchis are felt natural even if aizuchi overlap with the speech.” 
When the speaker feels that the partner to whom he or she is speak-
ing is human, he or she tends to try to speak while assuming that 
he or she <is able to grasp and adapt to the pace of aizuchi while 
speaking>. In this case, it seems that they feel they (15) ”can explore 
the appropriate pace of the conversation” with their conversation 
partner. 



Synlogue with Aizuchi-bot 

“I thought, ‘This is about the right timing to talk.’ [. . .] 
If it’s a live person and a machine, I think it’s the hu-
man who can flexibly adapt to me, so […]” (2213EM) 

When participants feel that their conversation partner is listen-
ing to them, even if the aizuchi is uttered at an unexpected time, 
they seem to develop (14) ”awareness of trying to speak according 
to aizuchis.” This concept is defined as <the state of being conscious 
of speaking in accordance with aizuchi>. 

“If anything, I thought ‘I’ ll wait for aizuchis’ more in 
the case of the human voice pattern.” (2311IF) 
“I did not stop speaking consciously, but I was imagin-
ing in my head when aizuchis would be uttered while 
talking.” (2214MF) 

When the participants were conscious of trying to speak in 
accordance with aizuchi, it was found that they were able to (21) 
”devise the manner of speaking,” such as pausing and changing the 
speed of their speech. The concept is defined as <devising speaking 
style, such as having pauses, changing speaking speed or etc.>. 

“Oh, yes. There was one time when I thought I might 
pause for a moment.” (2311IF) 
“I might have been conscious of trying to speak in 
more understandable terms.” (2214MF) 
“When the response was not so good, I would speak 
more faster and try to explain more.” (2413FF) 
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When a speaker is speaking in a state in which he or she has 
developed the awareness of speaking in accordance with aizuchi, 
he or she perceives that <aizuchi is uttered at a time that partici-
pants feel appropriate>. The concept defined by this is named (8) 
”appropriate timing for aizuchi.” 

“In the case of the first pattern (the human voice pat-
tern), I had images that aizuchi was uttered at the 
point when I thought.” (2211KF) 
“In the human voice, I didn’t think the timing of the 
’un’ was odd.” (2814TF) 

If the speaker feels that aizuchs are appropriately timed, the 
conversation will not be interrupted even if the aizuchi overlaps 
with the speaker’s speech, and (30) ”aizuchis are felt natural even 
if aizuchi overlap with the speech.” This concept can be defined 
as <don’t mind if a conversation is overlapped by the insertion of 
aizuchis while speaking>. 

“Oh, yes. I don’t mind too much when aizuchi over-
laps my speech. It seems to happen in everyday life.” 
(2415SM) 
“In the case of human voice, this kind of thing (overlap-
ping aizuchi to the speech) happens a lot in everyday 
conversation, and I kind of ignored the aizuchi. It 
didn’t interfere with talking.” (2413FF) 
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