
Empowering Calibrated (Dis-)Trust in Conversational Agents: A 
User Study on the Persuasive Power of Limitation Disclaimers vs. 

Authoritative Style 
Luise Metzger Linda Miller 

luise.metzger@uni-ulm.de linda.miller@uni-ulm.de 
Ulm University Ulm University 
Ulm, Germany Ulm, Germany 

Martin Baumann Johannes Kraus 
martin.baumann@uni-ulm.de johannes.kraus@uni-ulm.de 

Ulm University Ulm University 
Ulm, Germany Ulm, Germany 

Figure 1: Screenshots of user interfaces of LLM-based conversational agents with boxes highlighting sections mentioning 
limitations. Top left & middle: Microsoft’s Bing [39], bottom left (Mar 23 version) & middle (Aug 23 version): OpenAI’s 
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ABSTRACT 
While conversational agents based on Large Language Models 
(LLMs) can drive progress in many domains, they are prone to 
generating faulty information. To ensure an efficient, safe, and sat-
isfactory user experience maximizing benefits of these systems, 
users must be empowered to judge the reliability of system outputs. 
In this, both disclaimers and agents’ communicative style are piv-
otal design instances. In an online study with 594 participants, we 
investigated how these affect users’ trust and a mock-up agent’s 
persuasiveness, based on an established framework from social psy-
chology. While prior information on potential inaccuracies or faulty 
information did not affect trust, an authoritative communicative 
style elicited more trust. Also, a trusted agent was more persuasive 
resulting in more positive attitudes regarding the subject of the con-
versation. Results imply that disclaimers on agents’ limitations fail 
to effectively alter users’ trust but can be supported by appropriate 
communicative style during interaction. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in HCI. 
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1 INTRODUCTION 
Recent developments in natural language processing are impacting 
society: The release of large language models (LLMs) like OpenAI’s 
ChatGPT [46], which are now easily accessible for a multitude of 
users [19], has sparked avid discussion in both the scientific commu-
nity and the public at large. Besides potential applications and ben-
efits of these models which outperform humans in a range of tasks, 
this also includes criticisms of their potential for harm [3, 33, 58]. For 
prevalent systems, one essential issue is that LLMs might provide 
factually incorrect information in ways that sound authoritative 
and confident [26, 58]. While the underlying models display high 
formal linguistic competence by generating grammatically correct 
and seemingly coherent text, they lack functional linguistic com-
petence: LLMs lack genuine semantic comprehension of language 
which would allow them to reliably assess the truth content of their 
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own output [35, 58, 61]. Thus, these models can be prone to gener-
ating misinformation [5, 8, 22, 61], which, however, can be hard to 
identify because the mere formal quality of generated text tends 
to get mistaken for meaningfulness [5]. This is specifically prob-
lematic for LLM-based applications that interact with human users, 
such as conversational agents, which engage users via dialogue, 
and, even more so, with non-expert users, to whom LLM-based 
applications are now available. 

Beyond an application’s boundaries, such misinformation can 
then adversely affect a broader audience when spread by initial 
users, whether with malicious intent to persuade or accidentally 
because they failed to identify false statements. Since the release 
of ChatGPT in November 2022, multiple instances of this have oc-
curred: Within a week after ChatGPT’s initial release on November 
30th 2022, an influx of seemingly coherent but incorrect answers 
on Stack Overflow, which substantially harmed the site’s function-
ality, eventually lead to a ban on using generative AI when posting 
content [36]. Several weeks later, media website CNET paused AI-
generated content after having had to issue corrections for 41 out of 
77 previously published articles which were belatedly found to con-
tain factual errors [54]. Even prior to this, the public demo of Meta’s 
Galactica model for processing scientific knowledge [59] was taken 
down after only three days online on November 18th 2022, after 
facing heavy criticism for making up plausible but non-existing or 
factual incorrect technical explanations, academic papers, and cita-
tions [57]. Distributors of these systems and the expert community 
are aware of this issue: Exemplarily, OpenAI lists this as a main lim-
itation in their GPT-4 report [47], and, in the scientific community, 
publication policies like ACM SIGCHI’s explicitly forbid listing AI 
tools as an author and hold (human) authors accountable for the 
correctness of submitted works [38]. However, while expert-level 
discussions and outlet-specific guidelines or bans provide some 
safeguard against the spread of misinformation to a larger audi-
ence, they do not tackle the problem at its source, i.e., lay users 
who distribute incorrect information because they fail to recognize 
it as such. 

Especially for applications catered to the general public, users’ 
awareness of the system’s capabilities and limitations is an essential 
point of consideration not only when viewed through the lens of 
efficient system design, but also from an ethical standpoint. Since 
ethical and user-centered system design should facilitate appropri-
ate inferences about a system’s capabilities and the trustworthiness 
of its output [20, 32], potential users need to be provided with 
information that empowers them to assess these and to thus mean-
ingfully consent to the system’s application [34]. 

The discussed increased prevalence of conversational agents in 
combination with their shortcomings and lay users who might too 
uncritically take provided information for granted underlines the 
need for human-centered design. An important basis for this is 
to consider human information processing and decision-making 
processes when interacting with a conversational agent and pay-
ing attention to these processes in designing provided information 
about the agent’s capabilities and limitations as well as the accompa-
nying user interface. Currently, interfaces of prevalent applications, 
for instance, OpenAI’s ChatGPT [46], Google’s Bard [1], or Mi-
crosoft’s Bing [39], display such information to varying extents 
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of visibility (see Figure 1). However, the adequacy of this disclo-
sure is a topic of discussion, as elaborated in subsection 2.1. At 
this point, it is unclear whether this really suffices to support users 
in properly weighing and integrating this ’warning’ information 
into their evaluation of agents and their outputs, and use it in the 
subsequent interaction with the agent. This applies especially for 
interactions which LLM-based agents, during which aspects like 
their formal linguistic competence and authoritative style are more 
readily available and might promote overreliance [5, 61]. Accord-
ingly, the underlying question of this research is to investigate how 
both communicating the limitations of a conversational agent at 
the beginning of an interaction and an alternative communicative 
style reflecting a certain degree of uncertainty affect users’ trust in 
the agent, as well as how this trust then affects attitudes towards 
the content of messages delivered by the agent. 

While a number of publications have addressed misinformation 
risks of LLMs generating incorrect information which users may 
mistake for true [5, 35, 58, 61], research focusing on how to enhance 
users’ capabilities to adjust their evaluation of such systems accord-
ingly to prevent overtrust and, in consequence, overreliance is still 
rare. Following recent calls for research in this domain [20, 34], 
we investigate how trust in a conversational agent representative 
of current prevalent applications is formed and utilized, drawing 
on well-established theories from social psychology and research 
on trust in automation. We focus on two key aspects: Firstly, we 
consider the role of prior information provided on the starting page 
of a conversational agent application, which can alert users that 
provided outputs might be inaccurate. Secondly, we consider the 
agent’s communicative style, which can either reflect the uncer-
tainty of outputs, or display overconfidence regarding the poten-
tially limited validity and reliability of the information given. 

2 RELATED WORK 

2.1 Avoiding Overtrust in Conversational 
Agents 

Due to the complex nature of deep learning models, users of LLM-
based conversational agents cannot generally be expected to com-
prehend how exactly outputs are generated or how these systems 
learn in the first place. According to psychological research, in 
lieu of full understanding of a system, users will rely on their at-
titudes as a heuristic to guide interaction, based on beliefs about 
its capabilities [27, 32]. In decision-making under uncertainty and 
in face of potential negative consequences for individuals, a key 
attitude in interacting with intelligent technology is trust in au-
tomation [27, 32]. Trust in automation, defined as “the attitude that 
an agent will help achieve an individual’s goals in a situation char-
acterized by uncertainty and vulnerability” [32, p. 54], was found to 
affect reliance in and adoption of intelligent systems. Essentially, to 
facilitate safe and efficient interactions, an appropriate calibration 
of trust is required. Calibrated trust is achieved when the perceived 
trustworthiness of a system matches its actual capabilities [32]. In 
contrast, a mismatch between users’ trust and a system’s capabili-
ties can take the form of either distrust, if a system is trusted less 
than its capabilities would warrant, or overtrust, if trust exceeds sys-
tem capabilities [32]. Regarding LLM-based agents, the mismatch 
between high formal and lack of functional linguistic competence 

poses a risk of users overtrusting the agent. Overtrust can then 
promote misuse [32], specifically, overreliance on the agent [5, 61] 
as a behavioral consequence. Considering the goal to design for 
calibrated trust, it is thus essential to investigate strategies how this 
inherent risk of overtrust in LLM-based agents can be mitigated. 
While calibrated trust describes the adequate match between the 
user’s trust and the system’s capabilities [32], the former is not 
necessarily informed by the latter exclusively. Rather than being 
based on the system’s capabilities, trust can also (unwarrantedly) be 
influenced by more secondary aspects of a system, such as the user 
interface [20]. Thereby, trust has been conceptualized as a variable 
that is build up in an individual learning process, in which pieces 
of information about the trustworthiness of a system - so called 
trust cues - are used to dynamically shape one’s trust in a system 
(e.g., [29]). This psychological process of learning to what extent to 
trust a technical system already starts prior to the interaction and 
continues during system use [15, 29]. To date, research on trust in 
automation has investigated a range of variables influencing trust. 
Kaplan et al. [24] classifies these into three groups : 1) AI-related fac-
tors (both performance-related variables and secondary attributes 
such as communication style), 2) context factors like specific tasks 
or team composition, and 3) human-related factors, for instance, 
users’ personality or abilities. Regarding the latter, as individual 
users have different backgrounds (like level of expertise, experience, 
or cognitive styles), a given piece of information might be used 
differently on the basis of such individual differences. 

With the goal of empowering users to safely and efficiently use 
LLM-based systems it is thus of importance to understand how 
users form trust in a conversational agent, specifically, which as-
pects of an application affect trust in which direction and under 
which circumstances. To date, research on trust in automation has 
considered various types of AI-based systems – namely self-driving 
vehicles, robots, chatbots, and non-embodied AI [24]. Out of the 
four types, chatbots were the one least represented in research at the 
time [24]. While some research has been conducted on chatbot use 
in specific contexts such as marketing applications (e.g., [40, 42, 56]), 
psychological experiments closer investigating the causes and pro-
cesses of trust formation, especially ones considering the particular 
capabilities and limitations of recent LLM-based applications, are 
yet to be conducted. 

In our study, we focus on two factors of the system, specifically 
referring to current state-of-the-art widely used applications: Prior 
information and communicative style. Information provided prior 
to system use has been found to affect trust in studies investigating 
other types of automated systems, such as driving assistants [28, 30], 
and prevalent conversational agent applications generally provide 
information within the user interface, particularly caveats about 
the potential generation of misinformation (see Figure 1). Often 
these caveats take on a rather unobtrusive format: While Bard still 
displays its misinformation caveat in the center of their landing 
page, ChatGPT’s August 2023 version has replaced this center-page 
feature and now instead suggests prompts for users to try, some 
of which even encourage the latter to request factual information 
for, for instance, studying or generation of code. A remaining mis-
information caveat is still displayed as part of some text below 
the field for user input, albeit following other information and in 
low-contrast text color and small font size. For Bing, users would 
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have to actively navigate to an "About" subpage to read the explicit 
caveat that information provided by the tool might be inaccurate. 
For all these cases, one cannot trivially assume that users perceive 
and utilize this information. We thus investigate if and when this 
prior information affects users’ trust in the agent. 

Further, as mentioned before, LLM-based conversational agents 
are set apart from both their predecessors as well as other types 
of AI by their formal linguistic competence and ability to gen-
erate human-like text. Despite lacking the functional linguistic 
competence to assess the validity of their outputs, prevalent agents 
often adopt a matter-of-fact authoritative style, which can be mis-
taken for high certainty about the correctness of the output and 
thus make factually false statements sound plausible and convinc-
ing [5, 26, 43, 57, 58]. Weidinger et al. [61] argue that this formal 
linguistic competence could promote overreliance and unsafe use 
due to anthropomorphization, even when users are aware of in-
teracting with a non-human agent. This can then result in misin-
formation being mistaken for true and potentially spread further, 
with adverse effects beyond the applications boundaries [36, 54]. 
The above-mentioned criticisms of agents’ communicative style 
further reflect research on human-human communication, in par-
ticular authoritativeness and power of language, which were found 
to impact attitudes towards the sender [2]. This study aims to ex-
tend these findings to the context of conversational agents, where 
previous research has linked other aspects of communicative style 
to trust [13, 21, 45]. Accordingly, adapting the language used by a 
conversational agent to reflect limitations of the underlying model 
could be one way to help prevent overtrust. Against this back-
ground, we investigate the influence of both prior information and 
communicative style on trust in an LLM-based agent and its per-
suasive power using a prominent theory from social psychology – 
the Elaboration Likelihood Model (ELM). 

2.2 Two Routes of Attitude Formation 
According to Petty and Cacioppo’s [49] ELM, attitudes, such as 
trust, can be affected by persuasive attempts/messages. The ELM 
states that people are motivated to hold correct attitudes. Still, the 
extent of elaboration they engage in to achieve this goal varies. 
Depending on a recipient’s ability and motivation to thoroughly 
consider the arguments of a message which targets an attitude, 
processing occurs via either the central or the peripheral route. If 
the recipient is thoroughly considering the message’s arguments, 
the central route is active. Here, attitude change is determined 
mainly by the argument quality, i.e., the issue-relevant content, of 
a persuasive message. For instance, customers looking to purchase 
a new smartphone may carefully analyze the technical details of 
a model, e. g., its processor and battery capacity. If, however, the 
recipient is lacking motivation or ability to thoroughly process the 
arguments, attitude changes result from the peripheral route and 
are determined by positive or negative cues which are not directly 
relevant to the content of the persuasive message (but permit a 
simple inference about its validity). For example, customers who do 
not want to think too hard about which smartphone to buy, or who 
do not understand the technical specifications, might instead come 
to like a model because they find it visually appealing, because of 
the brand’s reputation, or because it was recommended to them by 

a knowledgeable-seeming salesperson. According to the ELM, atti-
tude formation via the central route involves more cognitive effort 
than is the case via the peripheral route, thus attitudes resulting 
mainly from the central route are more robust to change over time 
and against attempts of counterpersuasion, and more predictive 
of behavior than attitudes formed via the peripheral route [49]. 
Besides serving as an argument or peripheral cue, the ELM allows 
for variables to affect persuasion by influencing the direction or 
extent of elaboration, i.e., which route is taken [49]. 

Since trust is here conceptualized as an attitude, trust formation 
too can be considered in terms of ELM processes: That is, trust can 
be affected through the central route by arguments indicative of 
the trustee’s actual capabilities, or through the peripheral route by 
peripheral cues, depending on whether the trustor is motivated and 
able to elaborate. To date, the ELM has been successfully applied 
to investigating the role of central and peripheral route processes 
in trust in automation [30]. Additionally, in human-human interac-
tion, the ELM was applied to investigate the role of communicative 
style as a peripheral cue [2, 6]. The investigation at hand on the 
role of disclaimer information and communicative style of con-
versational agents marks the intersection of these findings. Note 
that conversational agents are special in that they can be seen in 
a dual role, not only as an attitude object/trustee, but also as the 
source delivering information on other objects or topics on which 
recipients can hold attitudes. Thus, trust in the agent can serve 
two different functionalities, depending on the considered outcome 
variable: 

(1) Trust as a resulting attitude - attitude towards the agent: Trust 
in the agent can itself be considered a dependent variable. In 
our study, the provided disclaimer information was manipu-
lated as a central argument, and the agent’s communicative 
style as a peripheral cue. 

(2) Trust as a peripheral cue - persuasiveness of an agent’s mes-
sage: Trust can also be viewed as a peripheral source cue for 
forming attitudes about the content of the communication. 
That is, if users trust an agent more, persuasive messages 
delivered by the agent might impact users’ attitudes to a 
higher extent. 

For trust as a resulting attitude, issue-relevant arguments which 
affect trust via the central route should refer to the agent’s actual 
capabilities. For a conversational agent with the purpose of pro-
viding factual information, the ability to provide correct responses 
is most relevant. Thus, through effortful central route processing, 
prior information highlighting the limitations of LLM-based agents 
should result in less trust than one highlighting their capabilities. 
Based on this, it is hypothesized: 

H1.1: Trust in a conversational agent is higher after arguments high-
lighting the agent’s positive capabilities than after arguments high-
lighting misinformation limitations. 

Further, as reasoned above, with LLM-based agents now being 
capable of generating text that resembles natural language pro-
duced by humans, trust in the agent should also be affected by its 
communicative style. The formal linguistic competence and author-
itative style displayed by prevalent agents [5, 26, 43, 57, 58] can 
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be considered to work as a peripheral cue heuristic for the agent’s 
functional competence operating via the peripheral route. While 
authority and markers thereof have been linked to persuasion in 
human-human interaction in general [14], also respective ELM per-
suasion effects of authoritative language on attitudes towards the 
sender have been postulated and found [2, 6]. We expect an agent 
generating well-formulated, seemingly plausible text in authorita-
tive language to elicit more trust than one communicating with a 
style lower in authority: 

H1.2: Trust in a conversational agent is higher when the conversa-
tional agent displays a communicative style high in authority than a 
communicative style low in authority. 

Following ELM assumptions regarding the extent of elaboration, 
under central route processing capability-related prior information 
should affect trust in the agent more. Consequently, the role of 
the agent’s communicative style should affect trust more under pe-
ripheral route processing. We consider two dispositional variables 
which ought to affect a recipient’s general motivation to elaborate 
on arguments provided in a persuasive message (resulting in either 
peripheral or central route processing) – namely need for cogni-
tion (NfC) and system-specific self-efficacy (SEF). NfC has been 
found to promote central route processing since the ELM was first 
proposed [49], and showed its moderating effect also for trust in 
automated driving systems [30]. Recent studies also supported a 
comparable role for users’ SEF, that is, their perceived ability to 
handle the technical system in utilizing different types of infor-
mation [62, 63]. We aim to extend these findings to the domain of 
conversational agents. 

H1.3a: The effect of prior information on trust in a conversational 
agent is more pronounced for participants with a higher need for 
cognition than for participants with a lower need for cognition. 
H1.3b: The effect of prior information on trust in a conversational 
agent is more pronounced for participants with higher self-efficacy in 
using chatbots than for participants with lower self-efficacy in using 
chatbots. 
H1.4a: The effect of communicative style on trust in a conversational 
agent is more pronounced for participants with a lower need for cog-
nition than for participants with a higher need for cognition. 
H1.4b: The effect of communicative style on trust in a conversational 
agent is more pronounced for participants with lower self-efficacy in 
using chatbots than for participants with higher self-efficacy in using 
chatbots. 

According to the depicted two roles of trust in this research, besides 
being the trustee, a conversational agent can also serve as a cue 
itself for the process of attitude formation and change in regard 
to its communicated message. Assuming that assessment of the 
validity of information generated by an agent in detail exceeds the 
(available) cognitive capabilities of lay users, they might instead 
tend to use their trust as a heuristic to guide reliance [27]. 

Note that the resulting attitude in this case is not trust in the 
agent, but the attitude towards an object or topic on which the 
agent provides (persuasive) information. At this stage, trust in the 
agent can thus be considered as a peripheral source cue to inform 

further attitudes towards the subject matter of a conversation with 
the system. That is, users’ attitudes towards a subject matter will 
be affected to an higher extent by information presented by an 
apparently trustworthy agent , especially under peripheral route 
processing: 

H2.1: Attitudes towards an attitude object are more favorable fol-
lowing a persuasive message presented by a conversational agent 
when the agent is trusted more. 
H2.2a: The effect of trust in a conversational agent on attitudes to-
wards an attitude object following a persuasive message presented by 
the agent is more pronounced for participants with a lower need for 
cognition than for participants with a higher need for cognition. 
H2.2b: The effect of trust in a conversational agent on attitudes to-
wards an attitude object following a persuasive message presented by 
the agent is more pronounced for participants with lower self-efficacy 
in using chatbots than for participants with higher self-efficacy in 
using chatbots. 

Combining H1.1, 1.2, and H2.1, it is thus further hypothesized: 

H2.3: Trust mediates the effect between disclaimer information on 
the agent’s capabilities and its communicative style and resulting 
attitudes on a subject of communication. 

3 EMPIRICAL STUDY 
We conducted an online user study in which participants were asked 
to imagine to be engaged in a conversation with a conversational 
agent named AI Chat through semi-interactive, animated sample 
conversations. The study involved manipulations of prior informa-
tion via disclaimers on the chatbots’ landing page and variations 
in the chatbot’s communicative style during an irrelevant topic 
conversation A, followed by a persuasive message about robots 
in public spaces in conversation B. The study aimed to evaluate 
trust in the agent and attitudes towards the content of a message 
communicated by the agent, i.e., robots in public spaces. 

3.1 Sample 
The study was administered online via EFS Survey [50]. English 
native speakers were recruited and compensated via an online panel 
provider. 𝑁 = 657 participants completed the study with a median 
duration of 30 minutes, out of which 𝑛 = 12 were excluded from 
analysis for speeding (taking less than 2 seconds per Likert item), 
𝑛 = 46 because they indicated not having participated in a serious 
manner, and 𝑛 = 5 because their responses to open questions 
indicated either their participation being interrupted by technical 
issues (𝑛 = 4) or excessive aversion against study contents (𝑛 = 1). 
The final sample thus contained 𝑁 = 594 cases, with a mean age of 
𝑀 = 44.89 years (𝑆𝐷 = 14.91), and 301 (50.7%) participants having 
indicated their gender as female, 290 (48.8%) as male, and 3 (0.5%) 
as other. Participants indicated having had experience in using 
chatbots with a mean value of 𝑀 = 4.50 (𝑆𝐷 = 1.80) on a 7-point 
Likert item ranging from “strongly disagree (- - -)” to “strongly 
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AI Chat can remember what users said earlier in the conversation, and 
allows users to provide follow up corrections.

AI Chat may occasionally generate incorrect information, or produce
harmful instructions or biased content.

„[…] A madrigal might be a type of vocal music that could have originated
in Italy during the Renaissance. […] The genre might have spread
throughout Europe and evolved into a range of styles, with composers
from England, France, and Germany contributing to its development.“

(LLM-based )
Conversational agent User

Argument/message quality: Capabilities / limitations

2

Peripheral cue: Communicative style

CUES PROCESS INFORMATION

Elaboration
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Motivated
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role of provided information for shaping user trust and attitudes

Figure 2: Proposed mediation model for trust in conversational agents induced by aspects of the application design, based on 
the elaboration likelihood model [49]. 

agree (+++)”. 145 (24.4%) participants reported having interacted 
with a robot before. 

3.2 Study Design and Stimuli 
We employed a 2x2 between-subjects experimental design with two 
independent variables, each with two levels: (1) prior information 
(limitations vs. positive capabilities) and (2) communicative style 
(high authority vs. low authority), the latter serving as ELM pe-
ripheral cue. The factors were manipulated by presenting different 
information about the conversational agent’s qualities before the 
simulated interaction for (1) and by varying the communicative 
style of the output during the interaction for (2). Participants were 
randomly assigned to one of the four experimental conditions. For 
hypotheses related to the extent of elaborative processing (H1.3a, 
H1.3b, H1.4a, H1.4b, H2.2a, H2.2b), quasi-experimental user-related 
measurements of NfC and SEF were collected. 

3.2.1 Prior Information. The prior information conditions were 
modeled based on the respective information given on ChatGPT’s 
website at the time of study conduction [46, Mar 23 version]. Specif-
ically, for the limitations condition, the information that the chatbot 
“may occasionally generate incorrect information, or produce harm-
ful instructions or biased content” was presented. For the capabili-
tites condition, the information that it “can remember what users 
said earlier in the conversation, and allows users to provide follow-
up corrections” was displayed. These statements were prominently 
placed within orange boxes on the landing page of the fictitious 
study chatbot (see Figure 3). 

3.2.2 Communicative Style and Conversation Stimuli. To investi-
gate the impact of peripheral cues on participants’ attitudes and 
processing routes in the sense of the ELM, the way the conversa-
tional agent communicated was manipulated. Using ChatGPT [46, 
Mar 23 version], two sample conversations were designed. The first 
conversation (labeled ’A’) was unrelated to the study, focusing on 

’madrigals’, and served solely to manipulate the chatbot’s commu-
nicative style. The second conversation (labeled ’B’) centered on 
a persuasive message regarding ’robots in public spaces’, empha-
sizing their benefits. For the persuasive message in conversation B, 
ChatGPT was prompted to enumerate benefits of robots in public 
spaces. 

To create variation in the communicative style in conversation 
A to be high and low in authority, ChatGPT was prompted to de-
fine ’madrigal’. For the high authority variant, ChatGPT’s output 
was taken as is. For the low authority variant, ChatGPT was pro-
vided with Blankenship and Holtgrave’s [7] definition of powerless 
language and instructed to replace complex words. According to 
the definition, “powerless language refers to the presence of one 
or more linguistic features such as tag questions, hesitations, dis-
claimers, hedges, polite forms, and so on. Powerful language refers 
to the absence of these features.” [7, p. 4]. We combined multiple 
versions of the text generated using this approach with minor man-
ual edits to maintain consistency between the two styles. A pilot 
study (𝑁 = 31) confirmed that the altered version was perceived 
as less authoritative (𝑀 = 3.25, 𝑆𝐷 = 0.96) than the original one 
(𝑀 = 4.81, 𝑆𝐷 = 0.89), 𝑡 (30) = 7.92, 𝑝 < .01, based on responses 
to 10 items by Hosman and Siltanen [18] on a 7-point Likert scale 
ranging from “strongly disagree (- - -)” to “strongly agree (+++)”. 

The text lengths were 106 words for the original, high author-
ity text, 122 words for the low authority variant, and 248 words 
for the persuasive message. While conversation A responses were 
presented as replies to the original prompts (excluding a prefix 
specifying text length, "In 100 words:"), conversation B was pre-
ceded by a neutral prompt requesting information about robots in 
public spaces instead of their benefits. For detailed stimuli construc-
tion, including verbatim prompts and edits, see Appendix A. All 
conversations were presented using an animated chatbot interface. 



Empowering Calibrated (Dis-)Trust in Conversational Agents CHI ’24, May 11–16, 2024, Honolulu, HI, USA 

Figure 3: Screenshots of the landing page of the conversational agent (AI Chat) highlighting capabilities (left) and limitations 
(right) as manipulation of the prior information. 

3.3 AI Chat 
An animated chatbot interface was created to simulate an inter-
action between the user and a conversational agent. AI Chat was 
introduced as "a specific artificial-intelligence-based chatbot [...] 
[that] can understand written requests and generate responses 
accordingly. It answers questions posed by users, providing infor-
mation and explanations on various topics [...]". After the initial 
evaluation of AI Chat, more profound information on how AI Chat 
functions (e.g., based on a LLM), on its designed purpose (e.g., pro-
vide information and explanations), and on how users can interact 
with it (e.g., ask questions, converse with it naturally) were given. 
To get an idea of what interactions with AI Chat look like, par-
ticipants experienced a demonstration of AI Chat, with the two 
simulated conversations A and B between a user and AI Chat. 

3.3.1 Interface. The animated interface of AI Chat was semi-interactive 
and oriented to state-of-the-art AI systems as introduced in Figure 1. 
Screenshots of the different parts can be seen in Figure 4, HTML 
code for the full animation is included in the supplementary mate-
rials. On the landing page of the chatbot application window (1), 
participants were welcomed to AI Chat and, via an orange informa-
tion box, pointed to either the chatbot’s limitations or capabilities 
(see subsubsection 3.2.1). Participants could start a demo by pressing 
a "Start Demo ▶"-button. Upon pressing the button, a new chat was 
opened and participants saw a simulated user query in the entry 
line at the bottom of the application window (2). The question was 
automatically prompted to AI Chat (3), whereupon participants saw 
the chatbot’s – low or high authority – response being typed into 
the output field (4 and 5). To increase realism and recognizability, 
the in- and outputs were animated. The delay between single letters 
being typed out was 70 ms for user prompts and 50 ms for chatbot 
responses. By pressing the "Resume Demo ▶"-button, participants 
could start the second part of the demonstration, containing con-
versation B with the persuasive message about robots in public 
spaces, which was played in the similar way. 

3.4 Measurements and Questionnaires 
Several scales were used to measure users’ trust, dispositions, atti-
tudes, and evaluations of the chatbot. Where not otherwise speci-
fied, items in this study were measured on a 7-point Likert scale 
ranging from “strongly disagree (- - -)” to “strongly agree (+++)”. 

3.4.1 Trust and Human-Likeness. As main dependent variable, trust 
in the chatbot was measured using two different questionnaires: 

the well-established unidimensional scale (8 items, 𝛼 = .90 for the 
initial measurement) by Jian et al. [23] with the adaptions suggested 
by [29] as our measure of interest, and a recently proposed mul-
tidimensional measure of trust (16 items, 𝛼 = .95 for the initial 
measurement) by Malle and Ullman [37] as an additional measure. 
In addition, human-likeness of the chatbot using an adapted version 
of the 7-point semantic differentials scale (4 items, 𝛼 = .86 for the 
initial measurement) by Bartneck et al. [4] was assessed. 

3.4.2 Attitudes Towards Robots and Thought-Listing. To measure 
the degree of attitude change with respect to the subject of the con-
versation, attitudes towards robots in public spaces were measured 
with three self-constructed items (RiPS, 𝛼 = .95) and the negative 
attitudes towards robots scale (NARS, 14 items, 𝛼 = .87) by Nomura 
et al. [44]. 

In addition, a thought-listing technique adapted from Petty and 
Cacioppo [48] was used, in which participants were first given two 
and a half minutes to list any thoughts or ideas they had during 
conversation B about robots in public spaces in open response fields. 
When the time had passed, the questionnaire page was submitted 
automatically and participants were presented the thoughts they 
had just listed. Second, they were asked to rate each of their thought 
on a 3-point scale on whether it was negative (-) , irrelevant (-/+), 
or positive (-) with regard to robots in public spaces. This thought-
listing data was collected to closer investigate additional predictions 
of the ELM which would exceed the scope of this manuscript and 
will thus not be elaborated on here. 

3.4.3 User Characteristics. Before the experimental part, user char-
acteristics relevant to the interaction with and evaluation of AI, chat-
bots, and robots were measured. Those included NfC (𝛼 = .89, [10]), 
tendency to anthropomorphize technology (𝛼 = .90, own scale), 
propensity to trust automated technology (𝛼 = .86, own scale), 
general attitudes towards AI (𝛼 = .93, [55]), and SEF in interacting 
with a chatbot (𝛼 = .96, adapted from [52], to refer to chatbots 
instead of robots). 

3.4.4 Manipulation Checks. At the end of the study, participants 
rated the authoritativeness of the chatbot’s response in conversa-
tion A on the same six items by Hosman and Siltanen [18] that 
were used in the pilot study (𝛼 = .91). For this, screenshots of 
the responses were presented again. Correct recall of the prior in-
formation manipulation was checked by presenting both versions 
(limitations vs. capabilities) of the orange information box again 
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Figure 4: Screenshots of the semi-interactive, animated interface of the conversational agent AI Chat. The conversation could 
be started via a Start Demo ▶"-button (1). Participants saw a question being types in (2) and asked to AI Chat, which appeared 
in the chats’ output field (3). The response of AI Chat was animated (4 & 5) and appeared with a delay of 50 ms between the 
single letters. 

along a third option ("I do not recall having seen either of these 
before") to discourage guessing. Participants were further asked 
to what extent they had been familiar with the subjects of both 
conversations A and B prior to the study (2 items), and to what 
extent they assumed the information AI Chat provided in both 
conversations to be factually correct (2 items). 

3.5 Procedure 
Figure 5 depicts the procedure of the online experiment. Partici-
pants were informed that the study was about how different chatbot 
interfaces are perceived by users. After having provided their in-
formed consent to participate in the study and indicated their age 
and gender, they first answered a series of questionnaires regarding 
relevant dispositional user characteristics (see subsubsection 3.4.3). 
Participants were then assigned randomly to one of the four ex-
perimental conditions. They read a brief description of AI Chat 
and provided their initial evaluation of trust in the chatbot and its 
human-likeness (see subsubsection 3.4.1). Participants then read a 
second, more extensive description, which gave more information 
on LLMs and AI Chat. 

Following this, they watched the animated demonstration (see sub-
subsection 3.3.1), containing the simulated conversations A and 
B on the topics of ’madrigal’ and ’robots in public spaces’, respec-
tively (see subsubsection 3.2.2). After each topic, the demonstra-
tion paused and participants were asked to evaluate trust in AI 
Chat and its human-likeness. Following conversation B, questions 

on the attitude of the former’s conversation subject were asked 
and participants completed the thought-listing task (see subsub-
section 3.4.2). To conclude the study, manipulation checks (see 
subsubsection 3.4.4), further questions on prior knowledge and 
experience, and the opportunity to leave comments regarding the 
study were provided. At the end, participants were informed that 
AI Chat was purely hypothetical and did not exist. 

4 RESULTS 
Data analysis was performed using the R software environment 
(v4.2.2, [51]). Since assumptions of normality and homoscedastic-
ity were not met for regression models (which is a common phe-
nomenon in the domain), bootstrapping with 5000 samples was 
employed to obtain unbiased estimates for regression coefficients, 
their standard errors, and resulting statistical significance (packages 
boot [12] and boot.pval [60]). The lavaan package [53] was used 
for path analysis and the TOSTER package [11, 31] for equivalence 
testing. Following Hoffman’s [16] and Kock’s [25] recommenda-
tions for hypothesis testing, one-sided p-values are reported for 
directed hypotheses. 

4.1 Manipulation Checks 
Participants in the high authority condition (𝑀 = 5.02, 𝑆𝐷 = 1.12) 
perceived the chatbot response as more authoritative than the ones 
in the low authority condition (𝑀 = 4.53, 𝑆𝐷 = 1.33), 𝑡 (592) = 
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Figure 5: Procedure of the user study, featuring experimental manipulations of prior information (limitations vs. capabilities) 
and communicative style (high vs. low authority), along with elements displayed in the semi-interactive, animated user interface 
of AI Chat (dashed boxes). Measurements are listed in the lower section. 

4.88, 𝑝 < .01, indicating a successful manipulation of the conversa-
tional style. 

For the manipulation of prior information, 282 participants failed 
to correctly identify the prior information in the disclaimer pre-
sented before conversation A. These cases were excluded from anal-
yses investigating the effects of prior information (subsection 4.2). 

4.2 Effects of Prior Information and 
Communicative Style 

For trust in the agent, H1 regarding the main effects of the disclaimer 
information (limitations vs. capabilities, H1.1) and communicative 
style (low vs. high authority, H1.2) as well as their respective inter-
actions with the ELM personality moderators (H1.3a, H1.3b, H1.4a, 
and H1.4b), was tested in a linear regression model, with trust in 
the agent directly following conversation A as the criterion vari-
able. Prior information was dummy-coded as 0 for the condition 
highlighting limitations and 1 for the one highlighting capabilities. 
Communicative style was dummy-coded as 0 for the low authority 
and 1 for the high authority style. As mentioned above, 282 partic-
ipants were excluded for failing to correctly recall the disclaimer 
information presented, resulting in 𝑁 = 312. 1 Based on a test for 
equivalence as implemented in the TOSTER package (two one-sided 
tests, [11, 31]) initial trust could not be assumed to be equal between 
experimental conditions and was thus included as a covariate. For 
NfC and SEF in interacting with chatbots, a separate model was 
calculated respectively to account for their independent roles as 
ELM moderators. While a main effect of communicative style on 
trust was supported, the one for prior information was not as was 
the case for interactions with NfC or SEF (see Table 1). Therefore, 
regardless of the user’s characteristics, trust in the chatbot did not 
differ depending on whether they received information about it’s 
limitations or capabilities, but was higher for a high authoritative 
compared to a low authoritative communicative style. 

4.3 Trust as a Peripheral Cue 
H2 hypothesized a main effect of trust in the agent prior to the per-
suasive message on attitudes towards robots in public spaces (H2.1) 
and an interaction of the trust level (serving as a peripheral cue) 
with the assumed ELM personality moderators (H2.2a and H2.2b). 
Again, four separate regression models were calculated for NfC and 
SEF as well as for the two dependent attitude variables negative atti-
tudes towards robots (NARS) and attitudes towards robots in public 
spaces (RiPS). All analyses yielded a significant main effect of trust, 
while the hypothesized interaction only emerged between trust and 
NfC with RiPS as the criterion variable (see Figure 6 and Table 1 for 
detailed results. Note that signs are reversed for the two measures, 
since for RiPS high scores indicate positive attitudes, but for NARS 
high scores indicate negative attitudes). A subsequent path analysis 
with NfC following the logic of H1–H2 further supported these 
results (see Table 2). Both RiPS and NARS were entered as endoge-
nous variables with predictors trust, NfC, and their interaction. 
Analogous to H1, trust was further considered endogenous with 
predictors communicative style, NfC, their interaction, and initial 
trust as covariates. In addition to the direct effects, the mediation 
paths from communicative style via trust on NARS and RiPS were 
significant. This supports H1.1, H2.1, and partially H2.2a and H2.3, 
with trust acting as a mediating variable between a conversational 
agent’s communicative style and resulting attitude change in the 
direction of a message delivered by the agent. 

5 DISCUSSION 
Conversational agents based on LLMs are capable of producing 
output demonstrating high formal linguistic competence, but, at 
the same time, are prone to generating misinformation. With the 
recent rapid advancements in the field and increased availability 
to the broader (less expert) public, psychological research is highly 
relevant to facilitate safe and efficient interaction with these sys-
tems. In this, it is an essential challenge to equip these agents 

1To account for possible implicit processes which might have held despite participants 
having failed to recall the prior information, we repeated the same analysis on the full 
sample, which yielded the same pattern of results. 
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Table 1: Standardized coefficients of the bootstrap regression models for H1 and H2 (standard errors in parentheses). Prior 
information and communicative style were dummy-coded (prior information: limitations = 0, capabilities = 1; communicative 
style: low authority = 0, high authority = 1). “Initial trust” relates to the trust measurement prior to conversation A, and “trust in 
the agent” relates to the one after conversation A and prior to conversation B. Trust measurements, measurements of attitudes 
towards robots, NfC, and SEF were z-standardized for analysis. * p < .05. ** p < .01. *** p < .001. ’–’ marks cells that were not part 
of the model. 

Predicted Attitude 

trust in the agent 
[H1] 

negative attitudes towards 
robots (NARS) 

[H2] 

attitudes towards robots in 
public spaces (RiPS) 

[H2] 

Intercept -.05 (.07) -.04 (.07) .02 (.04) .01 (.03) .02 (.03) .03 (.03) 

Key Predictors 

prior information .02 (.08) .01 (.08) – – – – 

communicative style .16 (.08) * .17 (.08) * – – – – 

trust in the agent – – -.53 (.04) *** -.37 (.04) *** .56 (.03) *** .38 (.03) *** 

Moderators and Controls 

initial trust .71 (.04) *** .70 (.05) *** 

need for cognition (NfC) .08 (.07) – -.11 (.03) ** – .11 (.03) ** – 

self-efficacy (SEF) – .09 (.08) – -.40 (.04) *** – .42 (.03) *** 

Interactions 

prior information × NfC -.04 (.08) – – – – – 

prior information × SEF – -.08 (.08) – – – – 

communicative style × NfC -.03 (.07) – – – – – 

communicative style × SEF – .00 (.08) – – – – 

trust in the agent × NfC – – .01 (.03) – -.06 (.03) * – 

trust in the agent × SEF – – – -.02 (.03) – -.04 (.02) 

with information and interfaces that facilitate a realistic impres-
sion and guard against overtrust to promote save interactions. The 
present study provides a first endeavor to understand how users 
combine disclaimer information on agents’ limitations provided at 
the beginning of the interaction with apparent certainty reflected 
in the communicative style of the agent during the interaction. 
Participants were presented with a mock-up of a conversational 
agent modeled after current state-of-the-art applications, in which 
both the prior information on capabilities vs. limitations and the 
agent’s communicative style (low vs. high authority) were manip-
ulated, and trust in the agent and attitudes towards the subject 
of the conversation were measured. Trust in the conversational 
agent was found to be affected by its communicative style in a way 
that communication high in authority lead to higher trust than a 
language style indicating a certain (more realistic) level of uncer-
tainty. At the same time, the provided disclaimer information did 
not affect trust, irrespective of participant’s motivation to process 
elaboratively via the central route as indicated by a high NfC or 

SEF. Furthermore, the study investigated if an agent that is trusted 
more also possesses higher persuasive capabilities. In line with our 
hypotheses, we found that users’ attitudes were more in line with a 
persuasive message when they trust the agent more. For this effect, 
evidence regarding the role of elaboration was mixed: While the 
effect of trust on attitudes following the persuasive message was 
more pronounced for participants higher in NfC when attitudes 
were measured using RiPS items, this interaction did not emerge 
for SEF as an indicator of elaboration, nor did it for the less specific 
NARS measure of attitudes. 

On the one hand, these findings indicate that people tend to not 
take into account information on limitations of LLM-based conver-
sational agents presented prior to the interaction for calibrating 
their trust levels or forming their attitudes on the topics the agents 
communicate about. On the other hand, communicated uncertainty 
in form of a less authoritative communicative style affects trust and 
may also lead to a more critical use of information provided by the 
agent. These findings stress the importance of a human-centered 
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Figure 6: Bootstrap regression lines predicting attitudes towards robots (RiPS) with trust and either NfC or SEF as potential ELM 
moderators one standard deviation (SD) below or above the mean. NARS = negative attitudes toward robots; RiPS = attitudes 
towards robots in public spaces; NfC = need for cognition; SEF = self-efficacy. Trust in the agent, NfC, NARS, and RiPS were 
z-standardised for analysis. 

design process of LLM-based agents, and indicate that potential 
uncertainties in the provided information need to be communi-
cated during the interaction with these systems right at the time 
and place the information is provided, instead of simply relying on 
prior disclaimers. Below, implications for application design – es-
pecially the development and design of LLM-based conversational 
systems closely interacting with a broader public – are discussed, 
and suggestions for future research are derived. 

5.1 Theoretical and Practical Implications 
Participants extended more trust to an agent which communicated 
in a style indicating a (unrealistic) high level of confidence (resem-
bling the communicative style of current applications) as compared 
to a low authority style. This is in line with the conceptualiza-
tion of communicative style as a heuristic guiding attitude change 
in human-human interaction, and corroborates the concerns that 
LLM-based agents’ mere formal linguistic competence can be mis-
leading and result in too high levels of face validity of provided 
information [5, 26, 58, 61]. Presenting participants with prior in-
formation highlighting an agent’s positive capabilities as opposed 
to its limitations, that is, its potential to generate misinformation, 
did not affect trust in our study. Our findings instead indicate that 
caveats presented prior to the interaction with a conversational 
agent, as it is commonly done in current applications, might not 

result in adequate consideration of them. One possible explana-
tion could be a lack of salience and awareness of this information 
during the actual interaction with the systems. This is notably 
underscored by the finding that 47.74% of participants failed to 
recognize either information in the manipulation check at the end 
of the study, suggesting that they may not have initially perceived 
it or had forgotten about it during the interaction. In terms of prac-
tical implications this means that only half of the users who are 
presented with such information are able to recognize it a few min-
utes later - strongly indicating that they did not diligently read it in 
the first place. Since trust is only ethical when based on a system’s 
actual capabilities [20] and users need critical information to give 
meaningful consent [34], this information not being remembered 
by almost half of the sample is concerning. In order to fulfill the 
goal of empowering users to safely and efficiently interact with 
these agents, measures need to be taken to increase the probabil-
ity of noticing and remembering such provided information, for 
instance, a more salient design of the caveat information (e.g., text 
size, color) or a more prominent placement in the interface (e.g., 
permanent display during the interaction). As LLM-based systems 
become increasingly accessible, the general public should be edu-
cated about their potential shortcomings and safe use beyond the 
scope of the applications themselves, since brief caveats provided 
therein apparently do not suffice. Interface designers should seek 
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Table 2: Standardized coefficients for direct effects (𝛽𝑋 → 𝑀 ; 𝛽𝑋 → 𝑌 ; 𝛽𝑀 → 𝑌 and indirect effects 𝛽𝑋 → 𝑀 → 𝑌 ) of the 
path analysis model with trust in the agent as mediator (standard errors in parentheses). NfC = need for cognition; NARS = 
negative attitudes towards robots; RiPS = attitudes towards robots in public spaces. Communicative style was dummy-coded 
(low authority = 0, high authority = 1). “Initial trust” relates to the trust measurement prior to conversation A, and “trust in the 
agent” relates to the one after conversation A and prior to conversation B. Trust measurements, NfC, NARS, and RiPS were 
z-standardized for analyses. ** 𝑝 < .01. *** 𝑝 < .001. ’“’ indicates that this effect has already been listed in a line further up in the 
respective column; ’–’ marks paths that were not part of the model. 

𝑋 𝑀 𝑌 𝛽𝑋 → 𝑀 𝛽𝑋 → 𝑌 𝛽𝑀 → 𝑌 𝛽𝑋 → 𝑀 → 𝑌 

communicative style 

trust in 
the 
agent 

NARS 

.24(.06)*** – −.53(.04)*** −.13(.03)*** 

NfC .05(.05) −.11(.04)** " – 

communicative style x NfC −.01(.06) .01(.03) " – 

initial trust .72(.03)*** – " – 

communicative style 

trust in 
the 
agent 

RiPS 

" – .56(.03)*** .13(.03)*** 

NfC " .11(.04)** – – 

communicative style x NfC " −.06(.03)* – – 

initial trust " – – – 

to amend this accompanied by further studies investigating if and 
how relevant information is used in more detail and user studies 
testing alternative, more salient designs. 

Beyond investigating if and when providing caveats on a sys-
tems’ limitations influences trust, one might also pose the question 
if users should reasonably and realistically be expected to elaborate 
on such information in the first place, considering that in many sit-
uations users do not bother to read notices provided by a system [9]. 
Casual users of LLM-based chatbots may not deeply evaluate the 
information but rather seek quick answers or engage in casual con-
versation, thus lacking the motivation required for central route 
processing. Ideally, good system design should still facilitate trust 
calibration. That is, when users evidently struggle to utilize relevant 
information about system capabilities, at least inferences implied by 
other aspects of the system should be in line with these [32]. Thus, 
another way to tackle the situation that a considerable proportion 
of users do not remember provided information at the starting page 
is it to communicate potential limitations of the systems in the 
user interface during interaction. One such possibility to reflect a 
system’s limitations in its communicative style was successfully 
implemented and tested in the presented study by adapting the level 
of authority in the conversational agent’s outputs, specifically by 
inducing more powerless language and the substitution of complex 
words. In line with our hypotheses, a less authoritative communica-
tive style lead to less trust in the agent and less attenuated attitudes 
in line with its message. This clearly underlines the role of synchro-
nous information or cues entailing such information in the user 
interface of conversational agent applications. The high authority 
style which some of these systems apply can lead to overtrust, and 
in turn unsafe use. Adjusting a system to respond in a less authori-
tative style could thus also be an option to cue users into adopting 
more adequate levels of trust, especially when they have failed to 

integrate explicit caveats. With complex and intransparent deep 
learning models underlying these systems, errors of which are to be 
expected due to a lack of functional linguistic competence but can-
not be reliably foreseen, it is likely better to err on the safe side than 
to risk overtrust, since the latter can lead to misinformation being 
spread further – as has already been the case [36, 54]. While current 
agents sometimes respond to sensitive requests, for instance, for 
medical advice, by including disclaimers indicating their lack of 
expertise [47], or invite users to provide feedback and report any in-
accuracies or issues as forms of expressing uncertainty, our results 
indicate that already their current, authoritative, communicative 
style can lead to overtrust. Thus, for these instances also agents 
should adopt a less authoritative style to facilitate trust calibration. 
Going one step further, future systems might aim to adapt their 
communicative style to specific users by increasing uncertainty 
markers specifically when users tend to overestimate the system. 

While the presented findings provide no evidence for the pro-
posed interactions between the extent of elaboration (operational-
ized by SEF and NfC) and prior information and communicative 
style on trust, the dependent variable attitudes towards robots in 
public spaces was significantly predicted by trust and an interaction 
of trust with NfC. It has to be noted that this interaction did only oc-
cur when RiPS was considered as the dependent measure, not when 
NARS was considered. While NARS is the more established and 
validated measure of attitudes, RiPS is considerably more specific 
to the subject of the persuasive message, since it refers precisely 
to robots in public spaces, instead of robots in general. Thus, RiPS 
is more reflective of the classic ELM paradigm, and considerably 
closer to the types of items used in respective studies [49]. Further, 
the expected mediation of the relationship between communicative 
style and attitudes towards robots by trust was found. This provides 
evidence for the role of trust as a social decision heuristic guiding 
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the reliance on a system where detailed comprehension is imprac-
tical due to its complexity [27, 32] and stresses the relevance of 
human users’ trust to establish a well-balanced use of such systems 
and their outputs. Taken together, the results illustrate how psycho-
logical research can support this process by further investigating 
how users perceive and interact with LLM-based conversational 
agents. The study at hand provides initial insights to the field. 

5.2 Strengths, Limitations, and Future Research 
The present study was conducted in a realistic setup resembling 
current user interfaces of LLM-based conversational agents. Validity 
of the study findings is further maximized by a considerably large 
sample size. Also, participants were presented with the animated 
interface in a setting that is natural for the interaction with such 
systems – the online setting of their own devices. Whatsoever, as 
every study, this one, too, does not come without limitations that 
we discuss in the following. 

First, while realism of the presented materials was maximized 
(interface, dynamic display format, content, and information on 
the agent’s capabilities and limitations), participants were not able 
to interact with the system first-hand, but observed sample con-
versations about topics not selected by themselves. While this was 
a conscious choice for this study to allow for good experimental 
control, users’ own exploratory behavior is supposedly still an 
important factor in real-world interactions with a conversational 
agent [32, 41]. 

Second, users did not have the possibility to experience errors in 
the study at hand, since the presented stimuli texts were intention-
ally plausible. Future studies on the topic area should include the 
possibility of experiencing errors since LLMs’ proneness to generate 
misinformation is crucial for trust processes [36, 41, 54, 57]. 

Third and related to the former, it has to be noted that the extent 
to which people in our sample assumed the presented information 
to be correct was relatively high, potentially leading to too low 
levels of uncertainty. To mirror existing prevalent systems and 
thus enhance external validity, we chose to directly implement 
the phrasing used in earlier versions of ChatGPT [46]. This might 
have caused some ambiguity since the provided information on the 
application’s capabilities included the information that the agent 
“allows users to provide follow-up corrections”, potentially leading 
to the inference that corrections may be necessary. Despite this, 
mean trust measured after either condition was still above the 
scale mean. Future research might consider this and either choose 
to follow the classical pre-testing approach of the ELM or add a 
baseline to check whether either condition reduces trust in the 
agent. 

Fourth, in face of the study findings, participants’ involvement 
or ability to process might have been too low in the study and 
thus it is questionable if conditions for central route processing 
when evaluating the conversational agent were met. This could 
be a result of two characteristics of the study design: a) LLMs re-
main a complex topic, and b) the topic of conversation A was not 
sufficiently relevant to our participants personally. Since both mo-
tivation and ability are necessary preconditions for central route 
processing [49], future research should explore this issue more 

closely by ensuring sufficient variance in elaboration between con-
ditions via experimental manipulation, providing the respective 
groups with the necessary means to elaborate. For example, per-
sonal involvement or relevance could be increased by choosing a 
more personally relevant topic, or by allowing for more interac-
tion. For operationalization, trust literature can be consulted for 
inspiration - Lockey et al. [34], for example, note that stakeholders’ 
varying vulnerabilities influence the importance of different cues 
which inform trust; and Hong et al. [17] found that participants 
were less sensitive to peripheral cues when an AI agent committed 
moral violations such as sexism, which the authors describe as more 
anthropomorphic, morally engaging, and relevant to participants’ 
personal life. In the study at hand, the extent of elaboration was not 
directly manipulated, but operationalized as a quasi-experimental 
covariate, namely interindividual differences in NfC or SEF. While 
NfC has been well-established as a variable affecting elaboration 
since the initial conceptualization of the ELM [49], SEF is a more 
recent construct [62, 63] and our study did not find evidence for 
it assuming the role of an ELM moderator. While one significant 
interaction did emerge for NfC, it showed relatively little variance 
in the sample (𝑀 = 4.4, 𝑆𝐷 = 0.88). This is descriptively lower as 
in, for instance, a previous study on trust in an automated driving 
system by Kraus et al. [30], where NfC was found to interact with a 
reliability argument factor. Thus, in future research, a more diverse 
sample in terms of NfC could be recruited or the motivation or 
ability to elaborate could be directly manipulated. 

While not all hypotheses were supported by the data, ELM theory 
provided a valuable approach for investigation and future research 
may expand on this initial study investigate more of its aspects, 
for example robustness of attitudes formed via the central vs. the 
peripheral route, or variables affecting biased elaboration. Further 
inspiration can be drawn from existing literature on trust in au-
tomation and LLMs, respectively. For example, Weidinger et al. [61] 
and Bender et al. [5] attribute the overestimation of a formally 
linguistically competent agent to increased anthropomorphization. 
Testing this proposed mediation empirically might be a next step in 
understanding how trust in conversational agents is formed. While 
this study focused on attitudes as an initial step, future research 
should investigate behavioral consequences of trust, for example, if 
and why users might still comply with untrustworthy systems [34]. 

6 CONCLUSION 
Conversational agents based on LLMs are now available to and 
widely used by a multitude of users. However, these agents can 
produce factually incorrect or biased outputs while upholding an 
authoritative style of communication, making misinformation hard 
to spot and easier to spread. Appropriate calibration of user trust, 
specifically avoidance of overtrust, is thus a pivotal point to con-
sider. For a human-centered development and design process, it 
is essential to include the psychological perspective focusing on 
the user especially in times of rapid advances in the field. This is 
illustrated by the practical implications which can be derived from 
the conducted empirical study in which participants encountered 
one of four variants of a conversational agent application each. 
Essentially, trust in the agent was not affected by providing infor-
mation about its potential to produce biased or incorrect content, 
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but users based their evaluation on the agent’s communicative style, 
with the high authority style common to prevalent applications like 
ChatGPT resulting in higher levels of trust. The higher the trust in 
the agent, the more persuasive was a message delivered by it. This 
emphasizes the relevance of trust in human users’ interaction with 
AI-powered conversational agents, and should be considered by 
developers, designers, and distributors of these systems to facilitate 
safe, efficient, and ethical interactions. 
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A CONSTRUCTION OF STIMULI 
To reflect current pervasive systems, stimuli texts for the conver-
sational agent’s responses in two sample conversations were con-
structed using ChatGPT in the March 2023 version based on GPT-
3.5 [46]. The process of stimulus generation is described below. 

Texts marked “ChatGPT Output:” below are the original Chat-
GPT outputs. Unless otherwise stated, manual edits (insertion, dele-
tion, change of position) made to outputs that were fed back to 
ChatGPT before proceeding to the next prompt are italicized. Edi-
tor’s notes are given in [brackets]. 

Final versions were presented to participants in a semi-interactive, 
animated interface as described in subsubsection 3.3.1 as seen in 
Figure 7 and Figure 8. The respective HTML code for the animation 
is included in the supplementary materials. 

A.1 Construction of the Informational Texts 
(Conversation A) 

For the informational texts (conversation A), the high authority 
version was constructed first by providing ChatGPT with a simple 
prompt. Based on this, the low authority version was constructed 
by providing a series of prompts to ChatGPT. Between prompts, 
light edits were made manually and fed back to ChatGPT. The final 
stimulus text was then constructed by combining several generated 
versions to result in an informational text similar in content and 
length to the original high authority version. First person self-
references in ChatGPT outputs were edited out to avoid blatant 
anthropomorphic confoundation. 

Original Text (Final Version for the High Authority Condition). 
Prompt: In 100 words: What is a madrigal? 
ChatGPT Output: A madrigal is a type of secular vocal music 
that originated in Italy during the Renaissance period. Typically 
performed by a small group of singers without instrumental ac-
companiment, madrigals were complex pieces of polyphonic music 
with multiple independent vocal lines. The texts were often love 
poems or pastoral scenes, and the music was designed to express 
the emotions of the lyrics. Madrigals were popular among aristo-
cratic circles and were often performed as entertainment at courtly 
gatherings or in private homes. As the genre spread throughout Eu-
rope, it evolved into a diverse range of styles, with composers from 
England, France, and Germany all contributing to its development. 

Variant A. 
Prompts: Remember: Powerless language refers to the presence of 
one or more linguistic features such as tag questions, hesitations, 
disclaimers, hedges, polite forms, and so on. Powerful language 
refers to the absence of these features. 

Rephrase [reference to Original Text] in more powerless lan-
guage as defined above. 
ChatGPT Output: A madrigal might possibly be a type of sec-
ular vocal music that could have originated in Italy during the 
Renaissance period. It seems to have been typically performed by a 
small group of singers without instrumental accompaniment, and 
may have been quite complex, with multiple independent vocal 
lines. The texts may have been love poems or pastoral scenes, and 
the music might have been designed to express the emotions of 
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Figure 7: Screenshots of both variants of the informational texts (conversation A) as displayed in the online study. Top: High 
authority condition, bottom: low authority condition. 

the lyrics. It appears that madrigals were popular among aristo-
cratic circles and were often performed as entertainment at courtly 
gatherings or in private homes. It’s possible that the genre spread 
throughout Europe and evolved into a diverse range of styles, with 
composers from England, France, and Germany all contributing to 
its development. 

Variant B. 
Prompt: Make it even more powerless. 
ChatGPT Output: I’m not entirely sure, but I think a A madrigal 
might be a type of secular vocal music that could have originated 
in Italy during the Renaissance period. It seems like it might have 
been performed by a small group of singers without instrumental 
accompaniment, and it could have been quite complex, with multi-
ple independent vocal lines. The texts may have been love poems 
or pastoral scenes, and the music might have been designed to 
express the emotions of the lyrics, or something like that. It appears 

that madrigals might have been popular among aristocratic circles 
and could have been performed as entertainment at courtly gather-
ings or in private homes, maybe. It’s possible that the genre might 
have spread throughout Europe and evolved into a diverse range 
of styles, with composers from England, France, and Germany all 
contributing to its development, if I’m not mistaken. 

Variant C. 
Prompt: While keeping the text as close to its original form as 
possible, i.e. not rearranging sentences, replace technical terms 
such as "secular", "accompaniment", or "pastoral" in [reference to 
edited Variant B] with simpler synonyms. 
ChatGPT Output: I’m not entirely sure, but I think a A madrigal 
could be a type of non-religious vocal music that may have started in 
Italy during the Renaissance period. It looks like it might have been 
sung by a small group of singers without other musical support, and 
it could have been quite complicated, with multiple independent 
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vocal parts. The words may have been love poems or country scenes, 
and the music might have been created to express the feelings of the 
words, or something like that. It looks like madrigals might have 
been enjoyed by wealthy people and could have been performed for 
fun at fancy gatherings or in private houses, perhaps. It’s possible 
that the genre might have become popular throughout Europe and 
turned into many different styles, with composers from England, 
France, and Germany all adding to its growth. 

Combined Final Version for the Low Authority Condition. 
[Variants B and C were edited further and combined into the final 
version with Variant B as the main source text. Below, passages 
taken from Variant B are kept in the default formatting and phrases 
inserted from Variant C are in bold text.] 
A madrigal might be a type of secular vocal music that could have 
originated in Italy during the Renaissance period. It seems like 
it might have been sung by a small group of singers without 
instrumentals accompaniment, and it could have been quite compli-
cated, with multiple independent vocal lines. The texts may have 
been love poems or country scenes, and the music might have 
been designed to express the feelings of the lyrics, or something 
like that. It appears that madrigals might have been enjoyed by 
wealthy people and could have been performed as entertainment 
at courtly gatherings or in private homes, maybe. It’s possible that 
tThe genre might have spread throughout Europe and evolved into 
a diverse range of styles, with composers from England, France, and 
Germany all contributing to its development. 

A.2 Construction of the Persuasive Message 
(Conversation B) 

The persuasive message about benefits of robots in public spaces 
(conversation B) was constructed in a series of prompts provided to 
ChatGPT. Between prompts, light edits were made manually and fed 
back to ChatGPT. The final stimulus text was then constructed by 
combining several generated versions to result in a short persuasive 
message. 

Version A. 
Prompt: Please tell me about robots in public spaces. 
ChatGPT Output: Robots are increasingly being used in public 
spaces for a variety of purposes. These robots can take on many 
forms, from humanoid robots that can interact with people to au-
tonomous vehicles that can move around on their own. 

One common application of robots in public spaces is for [swapped 
with paragraph below] security purposes. Robots equipped with 
sensors and cameras can monitor public areas and alert human 
operators if they detect any unusual activity. These robots can also 
be used to investigate potential threats, such as suspicious packages 
or unattended bags. 

Another use of robots in public spaces is for customer service. Robots 
can be programmed to provide information and assistance to people 
in public places such as shopping malls, airports, and train stations. 
These robots can answer questions, provide directions, and even assist 
with tasks like luggage handling. 

In addition, robots are being used in public spaces for [swapped 
with paragraph above] cleaning and maintenance purposes. Au-
tonomous cleaning robots can be deployed in public areas such as 

parks and beaches to pick up trash and keep the space clean. Other 
robots are being developed to maintain infrastructure, such as robots 
that can inspect and repair bridges and other structures. 

Finally, some public spaces are experimenting with robots that 
provide entertainment and engagement for visitors. For example, 
amusement parks and museums are using robots to provide inter-
active exhibits and rides that incorporate robotics technology. 

Overall, the use of robots in public spaces is still a relatively new 
and rapidly evolving field. As technology continues to advance, we 
can expect to see even more innovative uses of robots in our public 
spaces. 

Version B. 
Prompt: Please rephrase [reference to edited Version A] to include 
some benefits of robots in public spaces. 
ChatGPT Output: Robots are being increasingly utilized in public 
spaces for various applications, providing numerous benefits. These 
robots can take on different forms, from autonomous vehicles that 
can move around on their own to humanoid robots that can interact 
with people. 

One of the primary benefits of robots in public spaces is the ease 
and efficiency of cleaning and maintenance tasks. Autonomous 
cleaning robots can be deployed in public areas such as parks and 
beaches to pick up trash and maintain a clean environment. This 
reduces the workload on human staff and allows for more effective 
and thorough cleaning. 

Another benefit of robots in public spaces is their use in customer 
service. These robots can provide assistance and information to people 
in places like airports, train stations, and shopping malls, improving 
the customer experience and reducing the workload on human staff. 

Robots also provide improved security in public spaces. Robots 
equipped with sensors and cameras can monitor public areas and 
alert human operators if they detect any unusual activity. These 
robots can also be used to investigate potential threats, such as 
suspicious packages or unattended bags. 

Finally, robots are being experimented with in public spaces for 
entertainment and engagement purposes. Museums and amuse-
ment parks are using robots to provide interactive exhibits and 
rides that incorporate robotics technology. 

While the use of robots in public spaces raises some concerns, such 
as privacy and security risks, the benefits they provide are numer-
ous. [Inserted back in from Version A:] Overall, the use of robots 
in public spaces is still a relatively new and rapidly evolving field. 
As technology continues to advance, we can expect even more 
innovative and beneficial uses of robots in our public spaces. 

Version C. 
Prompt: Elaborate on this text: [edited Version B] 
ChatGPT Output: The increasing use of robots in public spaces is 
driven by the numerous benefits they provide. One of the primary 
benefits is the ease and efficiency of cleaning and maintenance 
tasks. 

Autonomous cleaning robots can navigate public areas such 
as parks and beaches, collecting trash and maintaining a clean 
environment. This reduces the workload on human staff and allows 
for more thorough cleaning, which is crucial for maintaining the 
health and safety of the public. 
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Figure 8: Screenshot of the persuasive message (conversation B) as displayed in the online study. 

Another significant benefit of using robots in public spaces is 
improved security. Equipped with sensors and cameras, robots 
can monitor public areas, detect unusual activity, and alert human 
operators of potential threats. Robots can also be programmed to 
investigate suspicious packages or unattended bags, ensuring a 
safer environment for the public. 

Robots are also being experimented with in public spaces for en-
tertainment and engagement purposes. Museums and amusement 
parks are utilizing robots to provide interactive exhibits and rides, 
incorporating robotics technology into their displays to enhance 
the experience for visitors. 

While the use of robots in public spaces has its benefits, it also 
raises some concerns. Privacy and security risks associated with 
the collection and storage of data from sensors and cameras on 
robots must be addressed. Additionally, public acceptance of robots 
and their use in public spaces must be considered. 

Overall, the use of robots in public spaces is a rapidly evolving 
field, with innovative uses and applications continually being de-
veloped. As technology advances, we can expect to see even more 
advanced and beneficial uses of robots in our public spaces. 

Combined Final Version. 
[Versions A, B, and C were combined into the final version with Ver-
sion B as the main source text. Below, passages taken from Version 
B are kept in the default formatting, passages taken from Version 

A are in bold text, and passages taken from Version C are in italics.] 

Robots are increasingly being used in public spaces for various 
applications, providing numerous benefits. These robots can take 
on different forms, from autonomous vehicles that can move around 
on their own to humanoid robots that can interact with people. 

One of the primary benefits of robots in public spaces is the ease 
and efficiency of cleaning and maintenance tasks. Autonomous 
cleaning robots can be deployed in public areas such as parks and 
beaches to pick up trash and maintain a clean environment. This 
reduces the workload on human staff and allows for more effective 
and thorough cleaning, which is crucial for maintaining the health 
and safety of the public. 

Another benefit of robots in public spaces is their use in customer 
service. Robots can be programmed to provide information 
and assistance to people in public places such as shopping 
malls, airports, and train stations. These robots can answer 
questions, provide directions, and even assist with tasks like 
luggage handling, improving the customer experience and reduc-
ing the workload on human staff. 

Finally, robots are being experimented with in public spaces for 
entertainment and engagement purposes. Museums and amuse-
ment parks are using robots to provide interactive exhibits and 
rides that incorporate robotics technology to enhance the experience 
for visitors. 
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Overall, the use of robots in public spaces is a rapidly evolving field, 
with innovative uses and applications continually being developed. 

As technology continues to advance, we can expect to see even 
more innovative uses of robots in our public spaces. 
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