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Figure 1: The Virtual Triplets system facilitates collaboration between an instructor and two students: A) Participants choose
roles and avatars, B) Students control avatars; instructors switch between avatars in two classrooms, C) The instructor accesses
the bird’s-eye view with the left controller, D) The instructor’s avatar is controlled by an agent when not in use, E) Instructors’
actions are recorded in real-time; students request replays from the agent, F) The ‘Ask-for-help’ button in virtual classrooms
alerts the instructor, G) The setting provides a structured recipe sequence for cooking guidance.

ABSTRACT
We introduce the Virtual Triplets (VTs), a Virtual Reality collabora-
tive system designed for both synchronous and asynchronous inter-
action through collaboration between humans and human-agent.
When a single instructor supervises two students in a showcased
virtual cooking class scenario, the system enables the instructor
to switch control between avatars in two separate environments,
and a virtual agent takes over in the instructor’s absence, ensuring
continuous support. VTs facilitate the recording and playback of
the instructor’s demonstrations for students, coupled with a feature
that allows the instructor to employ a bird’s-eye view for effective
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classroom management. Analysis of observational data and inter-
views from our pilot study indicates good system usability, ease of
avatar management for instructors, and a strong sense of continu-
ous support among students. We discuss potential improvements
and broader applications of VTs, aiming to enhance user experience
in multitasking scenarios involving multiuser human-human and
human-agent collaboration.
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1 INTRODUCTION
Human beings, inherently bound by spatial limitations, can only
exist in one location at a time. However, the advent of immersive
technologies and artificial intelligence (AI) promises to transcend
these constraints. Advancements in Immersive Virtual Environ-
ments (IVEs) and AI are reshaping collaborative experiences, en-
abling multitasking and personalised interactions that enrich the
user experience. IVEs support scenarios beyond real-world con-
fines, demonstrating their transformative impact in the future of
collaboration [7, 19, 22, 26, 27, 35, 37].

This research introduces Virtual Triplets (VTs), a novel collab-
orative Virtual Reality (VR) system that seamlessly integrates AI
agents in amixed-modal approach to support both synchronous and
asynchronous collaboration. VTs enables an instructor, aided by an
AI agent, to simultaneously guide two students in an IVE, ensuring
continuous engagement and consistent support. VTs leverages the
advancements in four research areas, namely, virtual embodiments
in collaborative settings, synchronous and asynchronous collabora-
tion, embodied virtual agents, and immersive virtual learning.

Virtual Embodiments in Collaborative Settings—From tele-
pointer [14] to representing user’s physique, including limbs [10,
33] and full-body reconstructions [38]; these developments have
enhanced social interaction, spatial awareness, and the sense of
presence in remote collaboration. High-fidelity avatars, in particu-
lar, have been shown to increase social presence and realism [21, 39],
and motion-controlled avatars enhancing user co-presence [17].

The term "Virtual Triplets" arose from our exploration of over-
coming human limitations and allowing a user to be present in
multiple locations simultaneously. This concept resembles out-of-
body experiences or "mental bilocation," where a person seems to
exist in two places at once [13]. Importantly, our concept allows
the user to maintain a disembodied perspective, observing their
multiple avatars as distinct entities. While previous research has
focused on one-to-one control of virtual avatars, we are investigat-
ing the challenges of managing this unique disembodied viewpoint
alongside multiple avatars.

Synchronous and Asynchronous Collaboration—The realm
of synchronous collaboration offers several tools, each designed to
enhance the virtual collaboration experience. Systems like Mini-me
[26] utilise adaptive avatars for improved social presence, while
others explore scalable avatars with handheld cameras [27] or en-
hanced expressions for lifelike communication [16]. Additionally,
systems like ObserVAR [36] streamline gaze visualisation to support
instructors, and Tutor In-sight [34] introduces miniature avatars
for focused student guidance. By mirroring the immediacy of face-
to-face interactions, these synchronous systems facilitate prompt
feedback and a strong sense of co-presence in IVEs.

On the other hand, asynchronous collaboration offers unique
advantages by providing flexibility in when and how users interact.
Tools like XRStudio [25], TutoriVR [20], XR-LIVE [35], and the sys-
tem by Cho et al. [9] all support asynchronous learning or training
through features like recorded guidance, self-paced instructional

materials, and immersive demonstrations. This flexibility accommo-
dates individual schedules, promotes self-paced learning, and eases
the instructional burden. To our knowledge, few systems effectively
integrate synchronous and asynchronous collaboration despite the
potential benefits of combining both modes. We refer to this uni-
fication as mixed-modal collaboration. For the comparison with
previous research, refer to the CSCW Time-Space Matrix in Figure
2. Our research focuses on this integration, seeking to combine
the immediacy of synchronous interactions with the flexibility of
asynchronous engagement for a richer collaborative experience.
However, a significant challenge lies in achieving a seamless blend
of these modes without sacrificing the quality of user interactions.

Embodied Virtual Agents (EVAs)—EVAs are finding broader
applications across education [32], healthcare [4], and specialised
training [1]. Their roles range from mentors and counsellors [4, 29,
32] to training partners for job interviews and support for those
with autism [6, 31]. This demonstrates their potential to improve
real-world skills. However, using these agents within complex,
multi-user collaborations in IVEs is still nascent. Existing virtual
agent systems often lack the lifelike presence and interaction ca-
pabilities necessary for IVEs. We aim to develop agents that more
authentically represent human instructors within IVEs. These EVAs
will go beyond answering queries and demonstrating tasks, as hu-
mans do, using both verbal and non-verbal communication. This
capability will enhance collaborative learning environments.

Interactivity in Immersive Virtual Learning—Interactivity in
IVEs is transforming education by enhancing experiential learning
[18] in labs, hands-on tasks, and training. XR-LIVE [35] introduced
a virtual lab for unconfined compression tests for civil engineering
education, enabling practical tasks such as soil weight calculations
within an interactive IVE. Similarly, TutoriVR [20] improves VR
painting tutorials by incorporating interactive 3D elements, promot-
ing self-paced learning. Systems like that of Cho et al.[9] facilitate
mixed reality task recording and playback, offering guided instruc-
tions in assembly tasks, thereby improving spatial understanding.
Even cultural training benefits, with VR applications teaching Japan-
ese cultural gestures [8].

Our system builds on this foundation by offering a virtual cook-
ing scenario akin to a practical chemistry lab, mirroring XR-LIVE’s
approach [35]. It includes interactive tasks such as chopping and
baking to simulate real-life kitchen activities, thereby ensuring an
engaging learning experience. This choice underlines our system’s
flexibility in delivering diverse interactive learning experiences. By
incorporating authentic tool manipulation, we aim to provide a
realistic demonstration simulating real-world tasks.

Design Requirements — Based on the background research in
the four areas, we have identified the gap and drawn the design
requirements for VTs as follows:

R1 Embodiments—VTsmust enable seamless control and switch
between multiple avatars and a disembodied view, main-
taining presence across virtual locations and fostering co-
presence for collaboration.

R2 Mixed-modality—VTs must support mixed-modal collabo-
ration for real-time interaction and immediate responsive-
ness, enabling flexible engagement on individual schedules,
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even asynchronously. VTs should also offer intuitive transi-
tions between modes.

R3 EVAs—VTs must offer EVAs mimicking human instructors
within IVEs utilising both verbal and non-verbal communi-
cation to deliver instructions, perform demonstrations, and
engage in realistic interaction.

R4 Interactivity— VTs must deliver an authentic virtual cook-
ing scenario, equipping users with highly interactive and
realistic experiences using virtual kitchen tools to ensure
that virtual tasks mirror the engagement and authenticity of
real-world activities.

Figure 2: The Time-Space Matrix depicted in the figure high-
lights Virtual Triplets’ capability to support collaboration
in multiple, separated workspaces across both synchronous
and asynchronous time domains in virtual environments.

2 VIRTUAL TRIPLETS SYSTEM DESIGN
2.1 Design Solutions
To ensure effective mixed-modal VR collaboration, our design solu-
tions address the four outlined design requirements. For the con-
ceptual overview of VTs, see Figure 3.

2.1.1 Embodiments.

S1 VTs provides various pre-customised humanoid avatars for
users to choose from, promoting a stronger sense of owner-
ship within the IVE.

S2 VTs supports instructors’ control of two or more avatars,
including avatar disembodiment.

2.1.2 Mixed-modality.

S3 VTs supports synchronous collaboration, allowing students
to interact with instructors in real time.

S4 VTs supports asynchronous collaboration, allowing students
to interact with instructors through EVAs for Q&A and to
replay recorded demonstrations. This frees up instructors to
manage multiple workspaces simultaneously.

S5 VTs’ user interface offers seamless switching between syn-
chronous and asynchronous collaboration modes, allowing

instructors to multitask effectively across student engage-
ments.

S6 VTs provides a notification system that enables students to
promptly reach out to instructors for assistance, aligning
with Maestro’s approach [11] to enhance situational aware-
ness and facilitate quick instructional intervention.

2.1.3 EVAs.

S7 VTs integrates EVAs capable of providing conversational re-
sponses and procedural demonstrations through recordings
of the instructor’s actions, akin to vAcademia’s system [24].
This ensures the accurate replication of instructor actions,
enhancing instructional continuity and presence.

2.1.4 Interactivity.

S8 VTs provides an interactive toolset specifically designed for a
virtual cooking task scenario, supporting hands-on learning
and practical skill development in an IVE.

2.2 Example Scenario of Interaction in VTs
The features of the system are illustrated in Figure 1 and listed as
follows with corresponding design solutions:

(A) Initially, participants select their roles (instructor or student)
and choose customised virtual avatars (S1).

(B) Students directly control their avatars. Instructors can switch
between two identical avatars, each in separate virtual class-
rooms with a student, using a designated button on the right
motion controller (S2, S3).

(C) Instructors can access a bird’s-eye view by pressing a button
on the left motion controller. Head position and orientation
are tracked by the VR headset sensors, updating the user’s
IVE view while motion controller data adjusts the avatar’s
posture (S2, S4).

(D) When the instructor relinquishes control of the avatar, the
agent assumes control (S4, S5, S7).

(E) Real-time recording of instructor actions is enabled using
Unreal Engine 5’s ‘Take Recorder’ function. Students can
verbally request replays of these demonstrations from the
agent. Communication with the agent is initiated using a
push-to-talk button, with preset keywords triggering specific
demonstrations (S4, S7).

(F) Each virtual kitchen classroom features an ‘ask-for-help’
button. Pressing this button in one room triggers visual indi-
cators outside that room and inside the other room to alert
the instructor (S6).

(G) A structured sequence of cooking steps for a specific recipe
(see Appendix A) is provided within the system, system-
atically guiding participants through the cooking process
(S8).

2.3 System Implementation
Virtual Triplets (VTs) is a multiuser networked system that oper-
ates on three high-performance PCs, each equipped with an Intel i7
8700 3.2 GHz processor, 32 GB RAM, an NVIDIA GeForce RTX2080
graphics card, and HP Reverb G2 VR headsets. We developed the
system using Unreal Engine version 5.1.1 (UE5) on Microsoft Win-
dows 11, integrating it with HP Reverb G2 via Windows Mixed
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Figure 3: The overview of Virtual Triplets which sup-
ports three distinct collaborations: synchronous human-
human, synchronous human-agent, and asynchronous
human-human via an agent.

Reality. The MetaHuman Creator1 was utilized for creating realistic,
customisable avatars, set in a fully-equipped kitchen scenario with
3D objects from the UE5 online store and Quixel Bridge2.

The system employs HP Reverb G2 headsets and controllers,
with Unreal Engine scripting that links physical movements to in-
game actions. This includes spatial audio and voice communication
for enhanced user immersion. We use the Convai plugin3 in UE5,
which provides conversational AI agents capable of natural lan-
guage communication in English and basic humanoid animations
like natural idle poses and mouth movements during speech.

For networking, the system utilizes the VR Expansion Plugin4
for its suite of multiuser and networking tools. VTs comprises a
multi-user server and two client computers, each running the VTs
instance of UE5. The system allows clients to access the central
server remotely or locally via a Local Area Network. Up to three
users can simultaneously share a virtual scene, with the server
ensuring synchronized updates across each participant’s virtual
environment. Users interact through VR equipment, controlling
avatars designed for realistic movement. Full-body skeletons, rigged
to follow the motion controllers’ movements using the Dragon IK
Plugin5, enable this realistic avatar control.

3 PILOT STUDY
The pilot study was designed to gain insights into the system’s
usability, identify areas for improvement, and explore potential
applications. For this study, a virtual cooking task was chosen for its
rich interactive potential and its demand for a combination of both
procedural and narrative instruction, which effectively showcases

1https://metahuman.unrealengine.com/
2https://quixel.com/bridge
3https://www.convai.com/
4https://vreue4.com/
5https://www.unrealengine.com/marketplace/en-US/product/dragon-ik-animal-
inverse-kinematics

the capabilities of the VTs, including AI assistance andmixed-modal
transitioning in collaboration. The study has been approved by the
University of Canterbury’s Human Research Ethics Committee.

Our pilot study engaged three triads of nine university-affiliated
individuals with six postgraduate students and three staff members
(two females, seven males), with an average age of 32.7 years (SD
= 4.53). Expertise was determined by participants’ experience in
digital technology research, resulting in two triads with all experts
and one with all non-experts.

In the initial phase of our pilot study, the features of the VTs
systemweremethodically introduced to the participants. The partic-
ipant assuming the role of an instructor received hands-on training
on how to switch control between avatars and to use the bird’s-eye
view of the IVE. The bird’s-eye view is akin to the monitoring tool
in VisTA-LIVE [12], which has proven useful for overseeing the
progress of a larger class simultaneously. Conversely, participants
in a student role were instructed on how to effectively communi-
cate with the AI agent. This instruction covered querying the agent
and activating task demonstrations via keywords that triggered the
playback of instructor actions. They also learned how to signal for
the instructor’s assistance when needed.

Following these initial orientations, participants explored the
virtual kitchen space and interacted with its array of tools to en-
sure familiarity with the VTs system’s interactive capabilities. After
mastering basic interactions and tool usage in the virtual kitchen,
all participants were tasked with following a virtual recipe (see Ap-
pendix A). This task provided structure to the activity and emulated
a genuine learning environment, demonstrating the VTs system’s
support for experiential learning processes [18].

3.1 Data Analysis from the Pilot Study
We monitored how participants interacted with the system, focus-
ing on their understanding of its technology, functions, and inter-
action techniques. Key observations and any issues encountered
were carefully noted.

Feedback Collection:

• System Usability: Using the System Usability Scale (SUS)
questionnaire [5], participants evaluated the usability of our
system.

• Social Presence: The social presence questionnaires [15] helped
us understand the impact of substituting the instructor with
an agent on the perceived social presence.

Interviews and Discussions:

• Instructor Feedback: Focused on their experiences in manag-
ing multiple avatars and interactions with students. Central
question: “How did you find managing multiple avatars simul-
taneously with the Virtual Triplets? What were the challenges
and solutions?”

• Student feedback: Centered on their experiences receiving
support during virtual lessons. Key question: “Describe your
experience with the Virtual Triplets System’s support during
lessons. Were there moments of varying levels of support?”

Insight and Future Direction:

• System Improvements: Suggestions for enhancing the current
system.

https://metahuman.unrealengine.com/
https://quixel.com/bridge
https://www.convai.com/
https://vreue4.com/
https://www.unrealengine.com/marketplace/en-US/product/dragon-ik-animal-inverse-kinematics
https://www.unrealengine.com/marketplace/en-US/product/dragon-ik-animal-inverse-kinematics
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• Future Applications: Perspectives on potential future uses for
the technology.

• Technological Development: Ideas for incorporating new fea-
tures or future technological explorations with the system.

3.2 Results and Feedback
Following the pilot study, participants were asked to complete the
SUS questionnaire, comprised of 10 statements rated on a 5-point
Likert scale, where VTs received an average score of 79 (SD=4.2),
surpassing the average benchmark score of 68. This score suggests
a good level of usability but also highlights areas where further
improvements can be made [3]. The social presence questionnaire
with 36 statements across six subscales, rated on a 7-point Likert
scale, was used to assess social presence using VTs. The results
varied across subscales as shown in Figure 4: Co-presence scored
highly (M=5.57, SD=1.51), indicating a strong sense of community;
Attentional Allocation had a moderate score (M=3.98, SD=1.66),
reflecting average attention management; both Perceived Message
Understanding (M=4.54, SD=1.84) and Perceived Affective Under-
standing (M=4.37, SD=1.48) scored well, suggesting effective com-
munication and emotional perception; Perceived Emotional Inter-
dependence (M=3.56, SD=1.72) and Perceived Behavioral Interde-
pendence (M=4.59, SD=1.23) showed varied levels of emotional and
behavioural connection.

Figure 4: Social presence questionnaire results.

In our study, most participants in the student role reported feel-
ing consistently supported by both the instructor and the AI agent,
though one student noted feeling more supported by the AI agent
compared to the instructor. From the instructors’ perspective, all
found managing multiple avatars and interacting with students
straightforward. In refining our system, instructors and students
provided key feedback as follows:

(1) Ask-for-Help Indicator: Two instructors occasionally over-
looked the ask-for-help indicator. One suggested adding a
sound notification, while another proposed relocating the
indicator to the wrist, akin to a wearable device, for better
visibility.

(2) Classroom Differentiation: All instructors struggled to dis-
tinguish between the two classrooms despite different stu-
dent avatars. They recommended customising the virtual
environments, such as changing wallpapers, for clearer dif-
ferentiation.

(3) Student Progress Monitoring: Instructors expressed a need
for a feature that provides real-time updates on each stu-
dent’s progress to enhance their ability to monitor and recog-
nise each student’s learning journey. This feedback high-
lights a challenge noted in prior research that varied learning
paces and engagement in group workshops hinder instruc-
tors’ ability to effectively track and support individual learn-
ing journeys [11]. Systems like Tutor In-sight [34], Maestro
[11], and VisTA-LIVE [12] address this with dashboards that
visualise student attention and provide activity, progress,
and intervention suggestions. These examples emphasise
the value of such features, suggesting potential integration
into VTs to enhance the instructional experience.

(4) Agent Interaction and Guidance: Two students wanted the
agent to follow them and provide clear starting points for
demonstrations.

(5) Instructor’s Virtual Presence: One student preferred a consis-
tent location for the instructor’s avatar, either beside them
or at a fixed position, rather than where the real instructor
last left it.

(6) Agent Presence and Assistance: Another student suggested
that the agent should remain out of sight and only appear
upon request to reduce the feeling of constant surveillance.
This consideration resonates with previous findings indicat-
ing that constant tracking of student behaviours, such as eye
movement or facial expressions, can evoke discomfort due
to privacy concerns [30].

Participants provided a variety of suggestions for potential appli-
cations of the system across different fields, such as science classes,
on-board training, tour guiding, rehabilitation, assembly tasks, and
operation of dangerous machinery. Upon reviewing these sugges-
tions, a common theme emerged: the system seems ideally suited
for fields that involve simple and repetitive hands-on tasks but also
require customised information provision. This insight aids in iden-
tifying areas where the system could be most effectively employed,
balancing the need for repetitive skill practice with personalised
instructional content.

4 DISCUSSION AND FUTUREWORK
Based on our observations and user feedback, we recognise the im-
portance of training sessions, particularly for those in the instructor
role. Ensuring instructors are well-versed in VR technology is vital,
as it directly impacts the effectiveness of the learning experience.
Similarly, acquainting non-expert users with VR technology, in-
cluding navigation and basic controller interaction techniques, is
equally crucial to ensure effective implementation of the system.
This aligns with the findings of Merchant et al., who highlighted
the importance of orienting users to VR environments to optimise
learning outcomes [23]. Furthermore, user feedback has been in-
strumental in guiding our approach towards more suitable task
scenarios that effectively leverage this technology. Designing task
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scenarios based on user feedback ensures a more user-centric ap-
proach, which can significantly enhance the overall VR experience.

Currently, our system presents a limitation in the interaction
dynamics between the instructor, student, and the AI agent. It
is structured so that students can interact solely with either the
instructor or the AI agent. This setup allows the instructor to adopt
a bird’s-eye view when students are engaging with the agents.
However, our observations indicate a preference among instructors
formore active engagementwith students rather than just operating
a bird’s-eye view. This preference for the immersive involvement of
instructors in VR environments, enhancing the learning experience,
is echoed in the work of Radianti et al. [28].

To address this, we are considering the introduction of a ‘ghost
view’ feature. This feature would allow the instructor to be present
alongside the student in a non-obtrusive manner, enabling au-
tonomous learning from the agent while still offering instructor
oversight. Additionally, we are exploring the possibility of over-
lapping two or more virtual workspaces. This concept is intended
to maintain a bird’s-eye view for the instructor, enabling them to
simultaneously monitor the activities students are engaged in. By
doing so, we aim to provide a more comprehensive and holistic
view of the student’s actions and interactions within the VR en-
vironment. Importantly, this feature is designed to enhance the
instructor’s observational capabilities without overwhelming or
distracting them.

A major challenge observed in the study is the confusion expe-
rienced by several students regarding whether their interactions
are with a real human or an AI agent. This aligns with the pre-
vious finding [2] that social perceptions of AI can vary based on
communication dynamics and the AI’s portrayal as human-like
or mechanical. Addressing this, an expert participant suggested
exploring technologies that enable seamless transitions between
the real instructor and the agent, aiming for a smooth and indistin-
guishable shift. In contrast, feedback from two students highlighted
a different approach proposing a hint system that would clearly
indicate when the real instructor takes over, favouring distinct and
recognisable transitions. This diverse feedback has inspired us to
investigate the transition behaviour between human instructors
and AI agents further.

This exploration examines the transition behaviours between
human instructors and AI agents, echoing previous research on
the impact of virtual characters’ realism in IVEs. Earlier studies
[21, 39] explored how varying rendering styles, from highly realistic
to cartoonish avatars, affect user engagement. Applying this to
our context, we plan to test a spectrum of transition behaviours
between human instructors and AI agents, ranging from seamless to
distinct switches, including intermediate states. Our investigation
focuses on how the nature of these transitions influences student
perceptions and interactions within the VR system.

At the same time, we aim to explore how these transitions affect
instructors’ perspectives, especially in terms of body ownership
when switching the embodiment with AI agents of varying real-
ism and voice. Specifically, we question whether instructors would
perceive a stronger connection to the AI agent closely resembles
their own appearance and voice. Our future study will address this

by comparing instructors’ experiences across different AI represen-
tations, aiming to correlate realism with body ownership and the
perceived quality of the delivery of their teaching.

In follow-up research, we will focus on two primary aspects:
(1) To understand the impact of AI integration, we will conduct

comparative studies. We’ll compare the effectiveness of our
VR system in three scenarios: 1) human instructor with AI
agent support, 2) without AI support, i.e. avatar paused dur-
ing absence, and 3) AI only without a human instructor. This
will allow us to critically evaluate the system’s performance
and determine the most effective way to use AI for enhanced
learning.

(2) We aim to delve deeper into the subtleties of how instructors
and students experience transitions between human and AI
entities in IVEs. We plan to investigate a range of transition
styles and their impact on the instructor’s sense of body
ownership and student perception. Testing will compare
varying degrees of avatar and voice realism, from highly life-
like to distinctly artificial, to determine the optimal balance
that preserves instructor presence and enhances the learning
experience.

5 LIMITATIONS
One of the limitations identified in our pilot study was the absence
of a comprehensive training session prior to the experiment, an
aspect we plan to incorporate in the formal study. Secondly, the
experimental setup confined all three users to a single room due to
the limited experimental space. In the ideal case, the space should
be separated to provide a more realistic and less constrained envi-
ronment. Finally, we observed that some users, particularly those
without prior immersive virtual reality experience, experienced
discomfort or dizziness when engaging with the technology.

6 CONCLUSION
In this paper, we introduce ‘Virtual Triplets,’ a system for mixed-
modal collaboration within an immersive virtual environment, as
demonstrated through a virtual cooking scenario. This innovative
system enables simultaneous control of multiple avatars by either
humans or AI agents, effectively reducing human workload while
ensuring dynamic interaction. Our pilot study of the Virtual Triplets
system has provided substantial insights into its potential and ver-
satility. The system’s application in fields that require repetitive,
hands-on tasks demonstrates its broad scope for future deployment.
Crucially, the feedback received from both instructors and students
has been pivotal in refining our current system and directing our
future technological explorations.
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A COOKING RECIPE: CHEESY VEGETABLE
FRITTATA

Step 1: Chopping Vegetables: chop the bell peppers, onions, and
slice the mushrooms on a cutting board using a knife.

Step 2: Whisking Eggs: crack three eggs into a bowl, whisk them
until they are blended well, then pour in the milk.

Step 3: Grating Cheese: grate a block of cheese using a grater.
Step 4: Preheat Oven: turn on the oven to preheat it to 190°C.
Step 5: Sautéing: heat olive oil in a frying pan over the cooktop, and

then add the chopped vegetables.

Step 6: Combining Ingredients: pour the egg and milk mixture over
the vegetables, sprinkle salt and pepper, and stir in the pan
to combine everything.

Step 7: Cooking Frittata: let the mixture cook on low heat until the
edges start to set but the middle is still runny.

Step 8: Baking Frittata: sprinkle the grated cheese on top of the
frittata and put the frying pan in the oven to bake for 8-10
minutes or until the eggs are set and the cheese is melted
and slightly golden.

Step 9: Serving: after taking the frittata out of the oven, students
can use a spatula to slide it onto a plate, slice it into wedges,
and serve.
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