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ABSTRACT
The misinformation crisis across social media has disrupted critical
access to information in health, politics, and public safety. Con-
tent labels have become a feature that social media platforms use
to signal credibility of social media posts. Young adults receive a
proportionally high percentage of their news through social me-
dia platforms, yet prior work has shown that credibility indicators
are not effective signals for young audiences. This late-breaking
work presents initial findings from an exploratory study into how
emerging adults (ages 18-25) assess different credibility indicators
currently used on social media platforms. Our findings indicate
that participants have a wide variety of interpretations of the pur-
pose and source of context labels, are supportive of automated
approaches to content labeling, and trust social media platforms
to oversee the application of content labels. This paper contributes
these findings to the growing scholarship on content labeling and
discusses their implications for designers and policymakers.

CCS CONCEPTS
• Human-centered computing→ Human computer interac-
tion (HCI); Empirical studies in HCI.
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1 INTRODUCTION
In the last few years, we have seen the detrimental effects of misin-
formation disrupting people’s ability to access reliable information
related to topics such as health [11], elections [13], wars [23], and
politics [20]. Partly due to the ease of sharing content, social media
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platforms have become a breeding ground for the spread ofmisinfor-
mation [26]. Many approaches have been explored to inform social
media users that an article has been identified as misinformation
through various credibility indicators, including warning messages
from fact-checkers [14], context labels [38], and the display of social
endorsement cues. While some of these approaches have shown
promise [16], the search for trusted and effective misinformation la-
beling is ongoing and complex. Automated approaches have shown
encouraging results in accurately detecting false information and
could help ease the speed with which it spreads, but studies have
shown that people’s trust in automated approaches lags behind
human fact-checkers [22, 37]. The public has also been divided in
their level of trust in social media platforms as gatekeepers of cred-
ible content indicators. Public attitudes toward the role that social
media companies should have in moderating content have been
divided between those who believe technology companies should
take action to restrict misinformation online and those who feel that
social media companies should prioritize freedom of speech [18].
Moreover, individuals from different demographic groups, such as
age [15, 37], political ideology [12], and education level [29], have
been shown to have different responses to credibility indicators.

One of these demographic groups that is of particular interest is
young adults. Although they depend on social media platforms for
a proportionally high percentage of their news [30], research has
shown that younger age groups are more resistant to credibility
indicators [15, 37]. How do we design credibility indicators that are
both trustworthy and effective with young people? As a step to-
ward answering this question, we designed an exploratory study to
investigate how emerging adults interpret credibility indicators in
use today on social media platforms. We performed semi-structured
interviews along with a think-aloud protocol with 35 individuals
between the ages of 18-25 to investigate how they would assess
the credibility of six different social media posts, three with a credi-
bility indicator (in the form of a context label) and three without.
Our initial findings indicate that participants had a wide variety
of interpretations of the purpose and source of the context labels,
are largely supportive of automated approaches to content labeling,
and trust social media platforms to oversee the application of con-
tent labels. In this late-breaking work, we discuss these findings
and their implications for designers and policymakers, along with
plans for future work.
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2 RELATEDWORK
2.1 Young people and credibility assessment
In part due to their relatively high level of engagement with online
information resources compared with other age demographics, the
way young people evaluate online information has been a research
focus across multiple academic disciplines for over twenty years
[7, 9, 17, 21]. Recent work at CHI has been influential to scholarship
in this area. For example, in a mixed methods study with 35 partici-
pants from Generation Z, Hassoun et al. [10] found that members
of this age group are shaped more by social motivations than by
truth-seeking queries. Additionally, using data from a survey and
co-design study of young people’s online help-seeking information
behavior, Pretorius et al. [24] proposed four design recommenda-
tions (connectedness, accessible information, personalization, and
immediacy) to address the challenges of young adulthood, includ-
ing transitioning into independent living, body image issues, and
education. While prior work has looked at the effects that misin-
formation on social media platforms has on younger age groups
[2, 4] and how young people share misinformation [1, 3], there is a
dearth of research on how young people interpret the credibility
indicators that are in use on social media platforms to help identify
misinformation.

2.2 Credibility indicators
Credibility indicators, such as fact-check labels, click-through barri-
ers that include a warning, content-sensitivity alerts, and context la-
bels that provide additional information, are tools that social media
platforms use to moderate problematic content [19]. Prior work has
investigated the effectiveness of different credibility indicators to
help individuals identify misinformation [6, 33, 35, 37]. Recent stud-
ies have shown that people find human fact-checkers more trust-
worthy compared with automated approaches [22, 37]. However,
other work has revealed less variance among fact-checking sources
[15] and has shown that demographic factors, such as political
ideology [12], can impact the level of effectiveness of fact-checker,
community, and algorithmic labels. Research has also looked at how
credibility indicators impact different age groups in their propensity
to share misinformation and their perceived accuracy of content.
Yaqub et al. [37] conducted a study on the effects of four types of
sources of credibility dispute (fact-checking journalists, major news
outlets, a majority of Americans, and algorithms using Artificial
Intelligence (AI) techniques) on people’s intent to share news head-
lines with friends on social media and found that the credibility
indicators were less impactful on young people (ages 18-29), who
more frequently reported intentions to share non-true headlines.
Additionally, Liu et al. [15] found that fact checks were more ef-
fective at reducing belief in misinformation in older demographics.
Guo et al. [8] performed an interview and think-aloud study with
28 18-25-year-olds on how their interactions with one interstitial
and two contextual warning labels (one general and one specific)
influenced their perceived accuracy of short video content. They
found that specific contextual warning labels do not always evoke
behavioral adherence but can warn users about misinformation and
that general contextual warning labels were easily disregarded due
to their ambiguity. We contribute to this scholarship by offering
insight into how emerging adults interpret context labels in use on

social media platforms and how they align with their credibility
assessment strategies.

2.3 Content label application
Another consideration in content labeling is who should be trusted
to apply the label itself. In the United States, content labeling has
historically either been self-imposed or mandated by government
regulation [34]. American social media companies’ role in stem-
ming the misinformation spread on their platforms has been hotly
contested, and content labels have emerged as a middle ground
between a laissez-faire tactic and more punitive approaches like
censoring or downranking posts [36]. In the recent past, public
attitudes toward government regulation of online content have
been mixed. Pew reported in 2021 that about half of U.S. adults
(48%) felt the government should take measures to restrict false
online information, while the other half (50%) believe freedom of
information should be protected, even at the expense of publishing
some misinformation (down from 58% in 2018). Consistent with re-
ports from 2018, 59% of Americans believed technology companies
should take steps to restrict misinformation online, compared with
39% who felt that social media companies should prioritize freedom
of speech [18]. Recent work at CHI reflects some of these conflict-
ing views. For example, in a co-design and diary study, Saltz et al.
[27] found a strong divide between participants who felt that social
media platforms have a responsibility to apply labels to content
they know is false and participants who believed that platforms
should not be trusted to label content because they are politically
motivated and biased. We build upon this work to explore emerging
adults’ attitudes toward the role social media platforms should have
in labeling content.

3 METHOD
Participants were recruited through convenience sampling. Flyers
were distributed around the campus and adjoining neighborhoods
of a U.S. urban university campus and posted on the first author’s so-
cial media accounts. The study requirements were for participants
to be between the ages of 18 and 25 and social media users. Potential
participants were asked to self-report their eligibility before being
accepted into the study and self-report their demographic infor-
mation at the conclusion of the study. Participants were provided
with a study information sheet, and verbal consent was obtained.
Interviews lasted about an hour, and participants were compen-
sated with a $25 gift card. All interviews took place between May
and December 2022, with approval from our institution’s IRB. Our
final participant group included 35 people between the ages of 18
and 25 (9 female, 26 male; 32 Black/African American, 2 White, 1
Black/Native; 4 Democrat, 2 Republican, 1 Republican/Independent,
3 Independent; and 24 with no political affiliation).

All interviews were conducted over Zoom. In the first part of the
interview, the participants were asked about their experiences with
finding information on social media sites and how they determine
whether a piece of online information is true. The second part
consisted of a think-aloud protocol. Participants were asked to
verbalize their thoughts and what they would do when assessing
the validity of six different social media posts from three different
platforms–two posts from each platform, three with context labels
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Figure 1: Label a

Figure 2: Label b

Figure 3: Label c

and three without–visible to them through a screen share. Although
the three labels could all be considered context labels, each label had
a few distinct characteristics that we felt might spark discussion.
The first (Figure 1) was a TikTok context label stating "Learn the
facts about COVID-19" that linked to a separate page on TikTok that
lists community resources related to COVID and TikTok’s medical
misinformation policies. The second (Figure 2) was a Facebook
label stating "Looking for coronavirus info?" followed by a short
explanation that the link would take you to CDC.gov for up-to-date
information on the virus. The third (Figure 3) was an X (Twitter)

label with the header "Readers added context they thought people
might want to know" from an X feature called Community Notes
that allows X users to add a note with additional context and/or
links intended to help other X users evaluate the credibility of
the post. In this study, we were not concerned with whether the
participant correctly identified the accuracy of the post; we focused
on their interpretation of the label and how they situated it within
their credibility assessment of the post. The interview guide is
available in the supplementary materials.

We performed an inductive, qualitative analysis to understand
the themes present in the data. The audio recordings were tran-
scribed using Rev.com. The authors met regularly to discuss emer-
gent themes and to develop a codebook. We used the constant
comparison method by continually comparing and updating codes
and themes. [5].

4 FINDINGS
Participants shared a wide range of credibility assessment strategies
that we report in Figure 4. This figure represents credibility assess-
ment strategies that participants reported using in the past or in
relation to at least one of the six social media posts they evaluated
during their interview. We focus on our three main observations in
the sections below. To distinguish when a participant is referring
to a particular label, we note it following a colon (e.g., P1:a, for
Participant 1, label a).

4.1 Purpose and source of label
Participants reported many varying explanations for both the pur-
pose and the source of all three of the context labels we discussed
during our interviews. Among these explanations, we heard that
the label’s purpose was to direct you to other related posts on the
platform (P9:a, P13:a, P17:a, P20:a, P22:a, P32:a, P32:b, P33:b), to
offer personalized recommendations based on the user’s profile or
activity (P4:a, P6:b, P8:a, P8:b, P12:b, P21:b, P22:b, P24:a, P27:b), and
to promote the individual or organization the label was linked to
(P24:c, P26:a, P26:c). Most participants reported that at least one
purpose of the labels was to offer more information (P1-P3, P5-P15,
P17-P18, P20-P21, P24, P26-P34), but not necessarily to help verify
the content. For example, P7 explained:

"I might use it to learn more about, um, about what’s
going on in the video, uh, but that doesn’t, um, you
know, verify the credibility of the information." (P7:c)

Eight times we heard that the labels were there to help people
verify information (P13:b, P19:c, P21:c, P23:c, P27:c, P31:c, P32:c).

We frequently heard participants report that they assumed the
labels were added by the poster of the content (P3:c, P4:a, P11:a,
P11:b, P12:a, P14:a, P15:c, P16:c, P18:a, P19:c, P21:a, P21:c, P23:a,
P23:c, P24:c, P26:a, P31:a, P31:a, P32:c, P33:a). The perception that
the label was provided by the person who posted the content often
roused suspicion. For example, P10 explained his suspicion of label
c, which he perceived to have been created by the poster of the
content:

"Yeah, since it’s an individual’s and the post which
has been put there is also from an individual, so the
information may be true or may be false." (P19:c)
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Figure 4: Number of participants that reported using a credibility assessment strategy in the past or in relation to at least one
of the six social media posts they evaluated during their interview

Although participants frequently reported a desire to use pro-
vided links to evaluate a post, the uncertainty about where the link
was taking them led several participants to share their concerns
about the labels potentially being a scam or spam:

"I don’t just click on, on things on websites because
I’m really, um, really, really skeptical about that be-
cause, you know, you could, you know, be malware or
just the virus. So I don’t click on links, but I wouldn’t
click on that. I would be really skeptical about it."
(P15:a)

Overall, we found that the lack of clarity surrounding the purpose
and source of context labels often led to a lack of trust in using
them for information verification.

4.2 Trust in automated approaches
We found that most participants had confidence in automated ap-
proaches to apply contextual labels, which is not aligned with prior
studies showing that people mistrust automated approaches to flag-
ging misinformation [28, 32]. Many of the participants mentioned
a strength of automated approaches is their ability to check large
amounts of content in a relatively short period of time (P15, P16,
P17, P19, P32). Additionally, a few of the participants (P15, P24)
underscored how recent advancements in AI have improved the
accuracy of automated approaches. For example, P15 explained;

"Um, in this day and age, we have seen what AI can do,
you know, of a lot of, um, AI, um, powered inventions
and innovations...So I, I believe if you can create an
algorithm, an algorithm and an AI that can do that
for your things better than people doing it." (P15)
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Participants also reported that they preferred the ability of au-
tomated approaches to consult several different viewpoints rather
than depending on the judgment of one source (P15, P16, P23). P16
explained that:

"I mean, it’s, it has, um, access to loads and loads,
loads of articles, it’s in the systems. So, um, so most
of the information is, um, digitalized and it’s in the
system, so the AI can assess hundreds and thousands
of articles and, um, information per minute. And we,
as human beings, we don’t have that, you know, kind
of time... " (P16)

Some participants said they trust automated approaches because
they reflect knowledge of the people who program them (P6, P20).
P20 stated that she’d trust an AI or a computer program because:

"Their sources of information are credible and even
the information provided because the people [pro-
gramming] the information have expertise on the
topics and they’re mainly researchers, data analysts."
(P20)

Overall, participants didn’t mention many disadvantages of au-
tomated approaches. A few exceptions included P33, who shared
that, in general, she felt that AI does more harm than good, and
P34, who thought the labels he saw that appeared to be automated
were too "generalized" to be helpful. It was more common for par-
ticipants to report that automated approaches added a valuable, if
not comprehensive, contribution to credibility assessment on social
media (P6, P8, P10, P13, P14, P18, P22, P24).

4.3 The role of social media platforms
Prior work has revealed deep divides in people’s opinions about
the responsibility and authority social media platforms should have
to label content [27]. However, we found that participants were
largely supportive of social media platforms’ involvement in misin-
formation detection and labeling. Sometimes, participants shared
that they believed that social media platforms were motivated to try
to help people detect trustworthy information so that they would
not harm their business reputation (P7, P8, P12). P12 explained that:

"Yeah, if a group of people at Twitter were putting the,
I would, um, believe it more because, you know...they
don’t want to tarnish the reputation of Twitter, so
they would’ve to, you know, verify information before
posting it." (P12:c)

Some participants shared a sense that social media platforms
have benevolent intentions when delivering context labels. As P8
put it:

"Yeah, I would like, I would click on, because most
of these social media platforms, I know they have a
way like to try to help peoplemm-hmm. <affirmative>,
let’s say if you go to a social media website and search
something like, I want to kill myself. So most probably
they will attach you a link trying to tell you how you
can solve your problems or to talk to somebody. So I
would, uh, I would click a link like this and, uh, see
the information that is in need." (P8)

Participants also revealed an expectation that social media plat-
forms were overseeing the moderation of content (P2, P7). For
example, P2 shared that he would trust community notes because
they were probably under the watch of Twitter developers:

"It’s Twitter based, so I trust it. And, uh, uh, yeah,
basically they shed light on information that’s, that’s
through Twitter to differentiate between what’s real
and what’s not real." (P2)

4.4 Design recommendations
At the end of the interview, participants were asked if there were
any features they would like to see social media platforms imple-
ment to help them determine if a post was true. The most common
response involved the placement of reliable source links alongside
posts (6 participants). Other responses included the ability to up or
down vote posts (2 participants), more moderation and tagging of
false posts by a moderator (1 participant) or algorithm (1 partici-
pant), more fact-checked labels (1 participant), a reliability score for
posts (1 participant), each poster has the history of the reliability of
their past posts accessible (1 participant), and repeat posters of mis-
information should receive consequences (1 participant). Markedly,
most of the recommendations involved the inclusion of reliable
source links and additional content labels.

5 DISCUSSION
In this exploratory study, we examined how emerging adults in-
terpret credibility indicators in use on social media platforms. Our
findings contribute valuable insights for social media platform de-
signers and policymakers. We discuss the implications of each of
our primary observations below.

Although our sample is limited, we had a surprisingly wide
diversity of explanations for both the purpose and the source of
all three of the context labels we discussed during our interviews.
Sometimes, this uncertainty caused an unwillingness to engage
with the label. Our study participants spoke of their experiences
and awareness of the harms that can be caused by misinformation
and scams. Uncertainty about the source of the context label at
times led them to believe that it may lead them to the same type
of problematic content that the label is intended to prevent. This
finding suggests to platform designers that clearer explanations of
the purpose and source of labels need to be communicated with
users in order for them to be effective.

Our study’s participants largely trusted automated approaches to
context labels, which is not aligned with prior work [22, 37]. Seven
of our participants also reported consulting an AI tool as one of their
credibility assessment strategies. We postulate that perhaps recent
technological advancements and growth in usage of chatbots for
information retrieval by young people [31] may have heightened
their level of trust in algorithmic and AI-powered content labeling.
Although the question of if and when one should trust an AI tool to
verify information is beyond the scope of this study, the growing
usage of AI tools by younger age demographics might engender a
growing trust in automated approaches to content flagging within
this age group.

Finally, we observed an unexpectedly high level trust in social
platforms to monitor and deploy dependable content labeling tools.
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Reading comments and looking at social endorsement cues, such
as likes and shares, was a common credibility assessment strategy
mentioned by participants (Figure 4). However, participants also
often spoke of the tendency of many of their peers to post content
for the purpose of likes and attention, which led them to view posts
with more caution. When discussing label c, the community note,
we observed participants finding value in links posted by other
users as a way to share opinions, but they often weren’t seen as
a means to verify the post. Although we found that participants
wanted to be able to observe the level of engagement a post has,
we also heard a desire for more moderation from the platform. This
observation is interesting in light of a recent UNICEF-Gallup poll
[25] that found that while young people between the ages of 15
and 24 rely on social media to stay informed about current events
more than any other age demographic (45%), only 17% put their
trust in social media content. According to the poll, young people
were also found to be more trusting in institutions (other than the
police) than older demographics, including government, scientists,
medical professionals, and national and international news orga-
nizations. While social media platforms were not included in this
study, our study participants frequently shared a preference for
and a trust in platform-moderated content labeling over labels they
perceived to be provided from other users. This finding is valuable
when designing platforms for younger demographics and may also
warrant further exploration by policymakers when crafting social
media content moderation regulations.

5.1 Limitations, Future work, and Conclusion
We present this interview and think-aloud study of 35 individu-
als between the ages of 18 and 25 as a step toward understanding
how to build better credibility indicators on social media platforms
for emerging adults. Our sample is limited and does not represent
the U.S. or global emerging adult population. Additionally, there
are many other types of credibility indicators in use on social me-
dia platforms that we did not include in this study, and there are
more differences to explore between the three labels we did include.
However, our findings contribute insights that can have profound
implications for platform designers and policymakers. First, we
found that participants have a wide variety of perceptions of the
purpose and source of contextual content labels and desire more
transparency with both of these features. Second, we found partic-
ipants to be largely trusting of automated approaches to content
labeling. Third, our participants were trusting of social platforms to
monitor and deploy reliable content labeling tools. Our next step in
this study is to deploy a survey that is informed by the results of this
qualitative inquiry that will dig deeper into these initial findings
and can better understand how demographic factors within the
emerging adult population may affect perceptions and attitudes
toward credibility indicators on social media platforms.
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