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Identify Rapport-Building

Information-Only
Suggested: Hi there! Just let me know which medicine 
you need. I will make sure it gets sent in this afternoon. Rewrite

I want to get my refill ASAP.

Which one? I can get it sent in this afternoon.mHealth
App

Figure 1: An Example of AI-Enhanced Rapport Building in HIV mHealth Conversations.

ABSTRACT
In HIV care, a strong rapport between patient and provider is es-
sential for strengthening trust, enhancing therapy adherence, and
ultimately leading to improved health outcomes. As the adoption of
digital interactions in HIV care via mobile health (mHealth) tools
is emerging, maintaining rapport in these asynchronous text-based
communications becomes a critical yet challenging task. In this
paper, we analyze 1,740 messages from an mHealth platform, cat-
egorized by experienced clinicians as either ‘rapport-building’ or
‘information-only.’ We utilize linguistic analysis to uncover key
attributes of rapport-building communication. This led to a set of
machine learning (ML) models and Large Language Models (LLMs)
capable of classifying these communication styles. Further, we pro-
pose the application of LLMs not only to identify but also to actively
rewrite ‘information only’ messages into versions that enhance rap-
port building without compromising information integrity. Our
research demonstrates potential advancements in HIV mHealth
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communication by integrating linguistic analysis with language
models, leading to more effective patient-provider interactions.
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• Applied computing → Health care information systems;
• Computing methodologies → Natural language process-
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computing.
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1 INTRODUCTION
The integration of mobile health (mHealth) technologies in Human
Immunodeficiency Virus (HIV) care has not only revolutionized
patient-provider communication but also has profound implications
for patients’ overall health outcomes and quality of life [7, 11, 14].
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This advancement is crucial in HIV care, where effective inter-
personal interaction extends beyond information exchange to
building rapport and addressing psychological aspects of living
with HIV [22, 33]. It also plays a vital role in reducingmedical errors,
improving symptom management, and increasing patient adher-
ence [4, 5, 20, 54]. Additionally, addressing social determinants and
societal disparities like stigma through accessible communication is
particularly key to improving the well-being among people living
with HIV [8, 22].

Clinicians’ ability to respond to patients’ emotional cues impacts
patient satisfaction and clinical outcomes [25], including in HIV
care [19]. Despite these benefits, studies of patient-clinician commu-
nication have revealed frequent missed opportunities with patient
cues that are not detected or not responded to in a therapeutic
manner [17, 34]. Missed opportunities tend to be more frequent
for patients who may already be disadvantaged or stigmatized in
the healthcare system, further exacerbating health disparities [36].
Digital communication can be relationship-building and patient-
centered, but gaps exist in achieving this goal in clinical practice
[24]. Clinicians perceive the value of secure messaging in enhanc-
ing patient care, but they also report challenges in its use, including
time constraints, difficulty interpreting and managing messages,
and concerns about how best to use messaging to build relation-
ships [3]. Therefore, there is a need to develop tools to improve
communication quality in messaging.

The subtleties of rapport-building in digital interactions are often
lost or overlooked. Despite progress in communication skills train-
ing for healthcare providers, specific training and best practices for
digital, text-based encounters remain underdeveloped [6, 50]. Re-
cent advances in AI and interactive techniques hold great promise to
bridge this gap, with computational methods providing novel oppor-
tunities to improve healthcare communication quality [21, 38, 45].
Our study aims to fill this gap by exploring the intersection of AI,
linguistics, and healthcare communication in the context of HIV
care, aiming to develop computational methods that assess and
optimize rapport building in text-based digital communication [46].

This paper focuses on understanding and enhancing rapport
in HIV mHealth conversations using linguistic analysis and LLM-
driven tools. As depicted in Figure 1, we envision a system that not
only identifies but also enhances the quality of message exchanges,
rewriting information-only messages into more rapport-building
communications. This approach exemplifies the practical applica-
tion of our research and forms our primary research questions:

RQ1: What are the linguistic attributes of ‘rapport-building’ mes-
sages compared to the ones only delivering information in
HIV mHealth conversations?

RQ2: Canwe identify providers’ ‘rapport-building’ and ‘information-
only’ messages in HIV mHealth conversations using natural
language processing (NLP) methods?

RQ3: Canwe enhance the rapport by rewriting providers’ ‘information-
only’ messages to ‘rapport-building’ ones without losing
information integrity?

This paper introduces a three-phase study leveraging a pilot
dataset from a mHealth HIV care digital platform named Posi-
tiveLinks. 1,740 messages exchanged by patients, providers, and
staff based at a Ryan White HIV Clinic. Messages were sent and

received through the app, which includes secure messaging as one
feature of a multi-component application [11]. Licensed clinicians
have categorized these messages as either ‘rapport-building’ or
‘information-only’ [18]. Our approach starts with a linguistic analy-
sis to identify key indicators of rapport-building (RQ1), followed by
the development of classification models (RQ2), and culminates in
the creation of an LLM-based tool for message enhancement (RQ3).
Each phase is designed to progressively build upon the previous,
illustrating a comprehensive investigation from theoretical analysis
to practical application in enhancing HIV mHealth communication.
The contributions of this paper include:

• We conducted a linguistic analysis to identify characteristics
of rapport-building in HIV mHealth communications using
a pilot dataset.

• We developed and validated ML and LLM models for clas-
sifying rapport-building messages, enhancing AI’s role in
patient-provider communication.

• Weproposed amethod using LLMs to transform ‘information-
only’ messages into ‘rapport-building’ ones, maintaining
information integrity while enhancing rapport.

• Combining together, this work provides a novel, scalable
method for mHealth platforms to enhance patient-provider
communication, adaptable to healthcare scenarios beyond
HIV care.

2 RELATEDWORK
This paper builds upon the growing body of research in mHealth,
highlighting the importance of effective patient-provider commu-
nication for improved health outcomes particularly in HIV care
[11, 30, 35, 51]. We draw inspiration from studies demonstrating
the efficacy of mHealth platforms like PositiveLinks in enhancing
care engagement [11].

In the HCI and CSCW domains, there is a growing focus on
enhancing patient-provider communication. Studies have explored
various aspects, such as the effectiveness of online platforms in
facilitating patient-doctor interactions [16], addressing communica-
tion barriers through digital tools [15, 29], and supporting specific
patient groups like children in healthcare settings [39]. These stud-
ies emphasize the need for context-sensitive, rapport-enhanced
digital healthcare communication [7].

Advancements in human-AI collaboration have led to the use
of NLP methods for enhancing communication. Techniques such
as reinforcement learning [40] and LLMs [41, 49, 52] are increas-
ingly being utilized as tools for empathetic message generation in
medical fields, and assistance such as clinical record processing
[2], symptom pre-screening [23] and clinical trial cohort selection
[28]. Additionally, research in domains like online communication
[12] and medicine [32] are exploring the integration of these AI-
driven methodologies. Built upon these developments and insights,
this work introduces a specialized LLM-based method, solely fo-
cused on enhancing rapport in mHealth communications with no
compromization of clinical information delivered.
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Table 1: Distribution of Communication Types by Sender and Recipient Roles. Note, the ‘Rapport’ column indicates the function
of ONLY rapport-building with no information; the ‘Information’ column indicates the function of ONLY information-delivery
with no rapport-building; the ‘Both’ column indicates both information-delivery and rapport-building are in the message.

Sender Distribution
Sender Role Rapport Info Both All
Patient 154 364 151 671
Provider 44 136 128 308
Staff 34 622 97 757

Recipient Distribution
Recipient Rapport Info Both All
Patient 78 750 225 1057
Provider 63 203 101 367
Staff 91 169 50 312

3 DATASET DESCRIPTION
Our study utilizes a dataset of 1,740 HIV care conversationmessages
collected through an mHealth platform, PositiveLinks1, spanning
from October 30, 2017, to May 29, 2018. The data collection study
was reviewed and approved by the university’s Institutional Review
Board (IRB), and all patients provided written informed consent to
participate. All messages were deidentified to protect patient pri-
vacy. The dataset was manually annotated by human coders to cate-
gorizemessages topics (app-related, medical, or social concerns) and
functions (information exchange or rapport-building).Specifically,
‘information-only’ messages included refill requests or appoint-
ment scheduling conversations focused on practical needs; ‘rapport-
building’ messages included a psychosocial component, expression
of emotion, or other strengthening of the relationship between
sender and recipient. Annotations were performed using a stan-
dardized codebookwith established inter-rater reliability, consistent
with coding methods used in other studies of patient-clinician com-
munication in secure messaging [24, 37, 44]. Each message was
coded as a single unit of expression, which could have more than
one code applied to it, if relevant. Utterances within each message
were not split into smaller subunits but considered as a whole mes-
sage. Some messages did not elicit any reply from their recipient,
but others occurred in a back-and-forth conversation, depending
on the question or topic being discussed.

The messages were sent and received by patients, providers,
and PositiveLinks program staff. Patients include people with HIV
receiving care at a Ryan White Clinic who are enrolled in Posi-
tiveLinks. Providers include HIV physicians, nurses, mental health
clinicians, case managers, and other roles involved in HIV care
for enrolled patients. Staff roles include customer support for the
platform and managing the technical needs of the program. The
distribution of messages based on sender and recipient roles across
patients, providers, and staff is summarized in the side-by-side
subtables of Table 1.

Regarding the sender role, patients show a considerable involve-
ment in sendingmessages, including 154 rapport-buildingmessages,
364 information-exchange messages, and a notable 151 messages
serving both functions. This highlights their active engagement in
both aspects of communication. Providers, sending 308 messages in
total, demonstrate a significant overlap with 128 messages serving
both rapport building and information exchange functions, reflect-
ing their multifaceted role in patient interactions. Program staff
predominantly engage in information exchange (622 messages),
which is more than double their involvement in rapport building

1PositiveLinks, https://www.positivelinks4ric.com

(34 messages), indicating their central role in disseminating infor-
mation.

Conversely, in the role of recipients, patients are the primary
recipients of messages, receiving 1,057 messages in total, with a
substantial portion (225 messages) combining both information
exchange and rapport-building elements. This underscores their
active role in the communication process and the importance of
addressing their informational and emotional needs. Providers and
program staff also engage significantly as recipients, with program
staff receiving 312 messages (50 combining both functions) and
providers receiving 367 messages (101 combining both functions).

4 STUDY 1: LINGUISTIC PERSPECTIVES OF
HIV MOBILE COMMUNICATION

This section delves into the linguistic intricacies of HIV care con-
versations between ‘rapport-building’ and ‘information-only’ mes-
sages. Understanding these nuances is pivotal for enhancing quality
communication, forming the groundwork for the AI-driven analysis
and assistance.

4.1 LIWC-Based Linguistic Featurization
We utilized the Linguistic Inquiry and Word Count (LIWC) tool to
process 1,740 messages from the PositiveLinks platform, extracting
118 features from ‘Word Count’ to ‘Emotional Tone.’ These features
are crucial for understanding the communicative dynamics in HIV
care. A comprehensive list of LIWC features is available in [48].

4.2 Statistical Analysis
We conducted an independent two-sample t-test to compare LIWC
features between rapport-building and information-only messages
across four sender groups: all samples, and specifically patients,
providers, and staff as senders2. Significant differences in linguistic
patterns emerged, varying by group.

The analysis revealed 69 significant features in the overall sam-
ple, with distinct variances across sender groups: 66 in patients, 31
in providers, and 87 in staff, respectively. Specifically, as shown in
Table 2, emotion-related features, like emotional tone and affective
processes, were consistently among the most significant features
across all groups, emphasizing the importance of emotional expres-
sion in healthcare communication. In particular, the analysis of
patients as senders revealed a strong emphasis on social and proso-
cial language, reflecting their focus on building connections and
support in their communications. Conversely, providers and staff
showed a more varied set of significant features, indicating their
2Prior to executing this test, the Shapiro-Wilk and Levene’s tests were used to validate
the data’s normality and equality of variances, respectively.

https://www.positivelinks4ric.com
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Table 2: Top 10 Significant LIWC Features of ‘Rapport-Buidling’ Messages Compared to ‘Information-Only’ Ones by Role Group
with Directional Sign.

Patients as Senders Providers as Senders Staff as Senders

Rank Feature p-value Feature p-value Feature p-value

1 Emotional Tone (+) 8.54𝑒−45*** Emotional Tone (+) 3.76𝑒−21*** Affective Processes (+) 1.98𝑒−36***
2 Positive Tone (+) 1.49𝑒−35*** Affective Processes (+) 4.43𝑒−9*** Emotional Tone (+) 5.80𝑒−30***
3 Affective Processes (+) 2.10𝑒−34*** Positive Tone (+) 4.48𝑒−9*** Positive Tone (+) 6.56𝑒−30***
4 Social Processes (+) 8.87𝑒−29*** Exclamation (+) 2.26𝑒−6*** Allure (+) 1.19𝑒−27***
5 Prosocial Behavior (+) 2.33𝑒−27*** Emotion Expression (+) 5.41𝑒−6*** Linguistic (+) 1.37𝑒−25***
6 Politeness (+) 1.21𝑒−25*** Positive Emotion (+) 6.16𝑒−6*** Common Verbs (+) 2.83𝑒−22***
7 Clout (+) 5.23𝑒−23*** Words per Sentence (-) 2.29𝑒−4*** Exclamation (+) 4.56𝑒−21***
8 Social Referents (+) 2.57𝑒−20*** Technology Words (-) 3.65𝑒−4*** Function Words (+) 8.60𝑒−20***
9 Communication Words (+) 7.17𝑒−20*** Culture-Related (-) 4.39𝑒−4*** Emotion Expression (+) 8.60𝑒−20***
10 2nd Person (+) 3.78𝑒−17*** Determiners (-) 8.96𝑒−4*** Technology Words (-) 3.20𝑒−19***

multifaceted roles in communication, particularly including more
use of exclamations, shorter sentences, and less technology-related
language by providers, balancing between information delivery and
emotional support.

5 STUDY 2: RAPPORT-BUILDING
CLASSIFICATION

Building on Study 1’s insights, Study 2 focuses on developing AI-
driven classification models for binary identification of ‘rapport-
building’ and ‘information-only.’ In this study, based on the mes-
sages sent by providers, we explored two approaches: 1) widely-
used ML methods and 2) emerging LLMs3.

5.1 Model and Prompt Settings
Regarding the ML approach, we applied supervised ML models
to classify messages based on text data processed through TF-IDF
vectorization (a common way to convert text into digital representa-
tion) and linguistic features derived from LIWC. To benchmark the
models’ performance across different data types (i.e., text data and
linguistic features), we employed a range of ML models, including
classical algorithms (i.e., Random Forest) and deep learning models
(i.e., Multi-Layer Perceptron, Long Short-Term Memory Networks
(LSTM); note, the LSTM is only compatible for TF-IDF data). We uti-
lized 5-fold cross-validation for a robust evaluation, using Balanced
Accuracy and Macro-Weighted F1 Score as performance metrics,
each with a baseline of 50% for balanced assessment in imbalanced
datasets.

Transitioning to the use of the LLM-based classification, we
self-hosted and utilized the state-of-the-art, open-source Llama-2
model4 (70B version). The linguistic understanding and reasoning
capabilities of LLMs make them highly capable for text classifica-
tion, even without domain-specific training. Our approach employs
this model to classify messages using its pre-trained knowledge
base without additional training. Our goal is to leverage a general-
purpose LLM supplemented with linguistic hints from Study 1, to

3Note, despite being de-identified, the dataset still includes some sensitive Protected
Health Information (PHI); therefore, we only utilized self-hosted start-of-the-art LLMs
such as LlaMa2 rather than closed-source models like GPT-3.5 or GPT-4, ensuring data
security and privacy compliance.
4Introducing LlaMa 2: https://ai.meta.com/llama/

detect rapport building using the prompt structure:

𝑃𝑟𝑜𝑚𝑝𝑡𝑖𝑑𝑒𝑛𝑡𝑖 𝑓 𝑦 = 𝑀𝑒𝑠𝑠𝑎𝑔𝑒𝑇𝑒𝑥𝑡 + 𝑃𝑟𝑜𝑚𝑝𝑡𝑡𝑎𝑠𝑘

+ 𝑃𝑟𝑜𝑚𝑝𝑡𝑙𝑖𝑛𝑔𝑢𝑖𝑠𝑡𝑖𝑐_𝑖𝑛𝑠𝑖𝑔ℎ𝑡𝑠 +𝑂𝑢𝑡𝑝𝑢𝑡𝐶𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡

Specifically, the initial setup involves a structured prompt com-
prising: 1) the provider’s message text, 2) 𝑃𝑟𝑜𝑚𝑝𝑡𝑡𝑎𝑠𝑘 , a directive
explaining the classification task, i.e., “In this message from the
provider between a HIV healthcare provider and a patient, is the con-
tent information-only or expressing rapport-building?”, 3) initially
excluding 𝑃𝑟𝑜𝑚𝑝𝑡𝑙𝑖𝑛𝑔𝑢𝑖𝑠𝑡𝑖𝑐_𝑖𝑛𝑠𝑖𝑔ℎ𝑡𝑠 , and 4)𝑂𝑢𝑡𝑝𝑢𝑡𝐶𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡 to de-
fine the LLM’s response format, i.e., “Answer in the format of either
‘rapport-building’ or ‘information-only’ ”. Subsequently, inspired
by in-context engineering (aka. prompt engineering) [10, 53], we
enhance the prompt with 𝑃𝑟𝑜𝑚𝑝𝑡𝑙𝑖𝑛𝑔𝑢𝑖𝑠𝑡𝑖𝑐𝑖𝑛𝑠𝑖𝑔ℎ𝑡𝑠 , i.e., “Consider-
ing the linguistic cues in decision-making; focusing on elements like
emotional tone, relational language, and the presence of supportive
connection indicators.”, derived from Study 1’s findings.

5.2 Classification Results
The results in Table 3 indicate compatible performance of zero-
shot LLM approaches compared to the supervised ML models, with
the added potential of adaptability since they were not trained
with any new data (i.e., zero-shot). The supervised ML models,
when using LIWC linguistic features, particularly excel, with the
Random Forest model achieving the highest Balanced Accuracy
and Macro-Weighted F1 Score. This underscores the effectiveness
of incorporating linguistic analysis in traditional ML methods. The
potential reason behind the performance gap between the deep
learning models (e.g., particularly, LSTM) and random forest may
be the small dataset, which is hard to drive the data-consuming deep
learningmodels. Additionally, the LlaMa-2-70Bmodel in a zero-shot
setting demonstrates a notable performance boost when enhanced
with linguistic prompts derived from Study 1. The increase in both
Balanced Accuracy and F1 Score with linguistic prompts suggests
that the incorporation of specific linguistic hints into the prompts
significantly augments the LLM’s capability to classify messages.

6 STUDY 3: LLM-ENHANCED RAPPORT
BUILDING IN HIV MHEALTH

In Study 3, we advance towards developing an LLM-based system
capable of 1) identifying ‘information-only’ messages from the

https://ai.meta.com/llama/
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Table 3: Performance Comparison of Different Models. To ensure fair comparisons, 5-fold cross-validation was performed for
both supervised ML and zero-shot LLM methods using identical sets of randomly selected samples. The performance metrics
for each method category were averaged over the five folds, and standard deviations were calculated to assess variability.

Method Type Model Balanced Accuracy Macro-Weighted F1 Score

Baseline Random Guess 0.500 ± 0.000 0.500 ± 0.000

Supervised ML

LSTM (TEXT TF-IDF) 0.506 ± 0.032 0.509 ± 0.027
MLP (TEXT TF-IDF) 0.747 ± 0.049 0.746 ± 0.050
Random Forest (TEXT TF-IDF) 0.700 ± 0.056 0.691 ± 0.070
MLP (Liguistic LIWC) 0.770 ± 0.079 0.769 ± 0.085
Random Forest (Linguistic LIWC) 0.812 ± 0.067 0.810 ± 0.069

Zero-Shot LLM LlaMa-2-70B 0.751 ± 0.053 0.752 ± 0.062
Prompt-Enhanced LlaMa-2-70B 0.838 ± 0.075 0.832 ± 0.068

Table 4: Comparative Analysis of Linguistic and Information DeliveryMetrics in Different Rewriting Scenarios. The percentages
in the tables indicate the increase (+) or decrease (-) by the original messages (↑ indicates higher is better, ↓ indicates lower is
better). For the LIWC linguistic features, ‘*’ indicates statistical significance in the paired sample t-tests comparing between
original and rewritten messages (* p<0.05, ** p<0.01, *** p<0.001). Abbreviations: Tone=Emotional Tone, Affective=Affective
Processes, Social=Social Processes.

LIWC Linguistic Enhancement Information Integrity

Setting Prompt Tone (↑) Affective (↑) Social (↑) Specificity (↑) Edit Rate (↓)

Semi-Auto 𝑃𝑟𝑜𝑚𝑝𝑡𝑆1 +192.95%*** +220.23%*** +147.74%* - 12.84% +106.13%
𝑃𝑟𝑜𝑚𝑝𝑡𝑆1_𝐿𝐸 +206.40%*** +318.26%*** +212.76%*** -14.40% +113.82%

Autonomous 𝑃𝑟𝑜𝑚𝑝𝑡𝑆2 +112.75%*** +135.70%*** +88.20% -5.99% +51.90%
𝑃𝑟𝑜𝑚𝑝𝑡𝑆2_𝐿𝐸 +121.31%*** +185.49%*** +130.74%* -6.80% +63.69%

providers that could be transformed into rapport-buildingmessages,
and 2) rewriting these messages to be enhanced in building rapport,
while preserving the original information’s integrity.

6.1 Evaluation and Prompt Settings
The basic prompt 𝑃𝑟𝑜𝑚𝑝𝑡𝑟𝑒𝑤𝑟𝑖𝑡𝑒 of rewriting was designed as
“Rewrite the message to build better patient-provider rapport, en-
suring minimal edits and maintaining key information’s integrity
and specificity.”

To assess the feasibility of LLMs in this context, we explore two
varying settings:

• Setting 1 (Human-IntervenedRewriting): LLMs are tasked
with rewriting messages labelled as ‘information-only’ by
humans. This tests the LLM’s general performance in enhanc-
ing rapport in provider-patient communication. To achieve
this, the 𝑃𝑟𝑜𝑚𝑝𝑡𝑆1 is applied to all provider messages labeled
as ‘information-only’:

𝑃𝑟𝑜𝑚𝑝𝑡𝑆1 = 𝑀𝑒𝑠𝑠𝑎𝑔𝑒𝑇𝑒𝑥𝑡 + 𝑃𝑟𝑜𝑚𝑝𝑡𝑟𝑒𝑤𝑟𝑖𝑡𝑒

• Setting 2 (Autonomous Operation): Eliminating human
intervention, LLMs are tasked with autonomously identify-
ing and rewriting ‘information-only’ messages into rapport-
building ones. This simulates a real-world scenario where the
LLM-based system operates independently, showcasing its

potential for automated rapport enhancement in clinical com-
munication. The 𝑃𝑟𝑜𝑚𝑝𝑡𝑆2 is also applied to all ‘information-
only’ messages:

𝑃𝑟𝑜𝑚𝑝𝑡𝑆2 = 𝑀𝑒𝑠𝑠𝑎𝑔𝑒𝑇𝑒𝑥𝑡 + 𝑃𝑟𝑜𝑚𝑝𝑡𝑖𝑑𝑒𝑛𝑡𝑖 𝑓 𝑦

+ ‘if information-only,’ + 𝑃𝑟𝑜𝑚𝑝𝑡𝑟𝑒𝑤𝑟𝑖𝑡𝑒

For both 𝑃𝑟𝑜𝑚𝑝𝑡𝑆1 and 𝑃𝑟𝑜𝑚𝑝𝑡𝑆2, we also incorporated linguis-
tic enhancements into the prompts based on insights from Study
1, i.e., “Focus on enhancing elements like emotional tone, positive
expressions, social language, and expressions that demonstrate em-
pathy and understanding”. The modified versions, 𝑃𝑟𝑜𝑚𝑝𝑡𝑆1𝐿𝐸 and
𝑃𝑟𝑜𝑚𝑝𝑡𝑆2𝐿𝐸 , are thus designed to be more linguistically specific
and enhanced.

For the evaluation metrics, we design them from the perspectives
of 1) change in typical LIWC features such as emotional tone, af-
fective processes, and social processes and 2) information integrity
and delivery measured by information specificity and edit rate,
inspired by [40]. In specific:

• Information Specificity, computed using BERT embed-
ding (high-dimensional vector representations of text) [13],
assesses how closely a rewritten message aligns with the
original content based on cosine similarity.

• Edit Rate measures the extent of text modification by cal-
culating the Levenshtein distance ratio to the original text’s
length [31], indicating the balance between content’s in-
tegrity and rapport-building modifications.
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6.2 Rewriting Results
The results presented in Table 4 reflect the effectiveness of LLM-
based rewriting in HIV mHealth communication. The performance
metrics show that LLMs, particularly when guided by linguistic-
enhanced prompts, excel in enhancing the emotional, affective,
and social aspects of the messages, tested statistically significant
by paired t-test between original and rewritten messages. This
indicates a successful enhancement of rapport-building elements.
Additionally, there is a natural trade-off between enhancing the lin-
guistic aspects of messages and maintaining information integrity
and delivery, as measured by information specificity and edit rate.

Among the options, the autonomous, linguistic-guided setting
strikes a balance, improving rapport-building with minimal inter-
vention, indicated by the significant rises in LIWC features, includ-
ing emotional tone (121.31%), affective processes (185.49%), and
social processes (130.74%), alongside a manageable loss in infor-
mation specificity (6.80%) and an edit rate of 63.69%, compared to
the original text. This highlights the LLM’s potential in effectively
identifying and enhancing ‘information-only’ messages, enhancing
rapport while preserving the core information.

7 DISCUSSION
7.1 Implications
This pilot, preliminary study demonstrates the significant potential
of integrating linguistic analysis with LLMs in enhancing the quality
of mHealth communications in HIV care. The ability of thesemodels
to classify and rewrite messages to bolster rapport-building sug-
gests a scalable paradigm in patient-provider interactions, where
AI augments human communication for greater emotional and
psychological support. These findings also resonate with existing
literature that highlights the efficacy of LLMs in handling nuanced,
subjective tasks involving identification and rewriting [27, 42, 43].

Practically, this research offers a novel approach for healthcare
providers to improve their communication with patients in mHealth
platforms. Implementing LLMs in mHealth apps can lead to more
engaging and supportive conversations, potentially improving pa-
tient outcomes. This approach is particularly vital in HIV care and,
more broadly, palliative care [9] and other contexts of serious illness,
where effective communication can significantly impact treatment
adherence and patient well-being.

Studies of patient-clinician communication demonstrate that
both informational and emotional content of interactions are im-
portant [47]. Chronic disease management can be enhanced by
the exchange of practical information between patients and clini-
cians through secure messaging [37]. AI-driven methods that favor
rapport at the expense of information could reduce clarity of mes-
sages and cause misunderstandings. Instead, the goal of message
rewriting to include more rapport is intended to reduce missed
opportunities to meet patient needs. Studies have shown gaps in
clinician responses to patient emotional cues [26], which AI as-
sistance could help address. Our method’s AI-enhanced messages
have not yet been evaluated by HIV clinicians and patients using
the messaging, which will be a key step needed in future work.

This study bridges traditional mobile health communicationmod-
els with AI-driven methods, suggesting a promising shift towards
integrating AI in healthcare dialogues. The enhanced performance

seen with linguistically informed prompts underscores the value of
combining human linguistic expertise or guidelines with language
models.

7.2 Ethical and Privacy Issues
This study follows ethical, privacy, and data security protocols,
ensuring robust protection of patient and provider information.
Protected health information (PHI) is de-identified and not shared
with third parties.

We advocate for healthcare policies to adopt such technologies,
ensuring ethical use, data privacy, and effective AI tool training for
healthcare professionals. This should include opt-in-and-out stan-
dards and compliance with guidelines like HIPAA [1]. Specifically,
participation and informed consent for both patients and providers
should be voluntary, focusing on ensuring understanding and avoid-
ing any form of coercion, particularly for marginalized groups. Data
security is crucial, with stringent encryption and anonymization
to comply with regulations. Lastly, we stress the importance of
analytical accuracy in AI outputs to prevent misinterpretation and
uphold patient care integrity.

7.3 Limitations and Future Work
As a preliminary quantitative study, this work has several limi-
tations which highlight future research opportunities. The pilot
dataset’s relatively small scale necessitates larger datasets in fu-
ture studies. An immediate next step is developing an interactive
user interface (UI) for interventions and a real-time suggestion
pop-up system. Involving stakeholders like patients and clinicians
for qualitative feedback will improve rewriting strategies and UI
adaptability. Additionally, this preliminary, proof-of-concept work
only tested the feasibility of zero-shot LLMs with no training based
on labeled data, leaving space for supervised fine-tuning of LLMs
to boost model performance in both detection and rewriting. The
quality of patient-provider relationships plays an important role
in care engagement and clinical outcomes. Future research will
include investigation of how AI-enhanced communication can as-
sist clinicians in providing rapport in data-driven ways without
undermining their unique connections with their patients.

8 CONCLUSION
This paper introduces an LLM-based approach, informed by lin-
guistic analysis (study 1), to identify (study 2) and rewrite (study
3) ‘information-only’ messages from HIV mHealth providers into
‘rapport-building’ communications. Using a pilot dataset from HIV
mHealth interactions demonstrates the successful application of
LLMs in healthcare communication, effectively balancing linguistic
enhancement with information integrity. This approach highlights
the feasibility of AI to improve the quality and effectiveness of
digital healthcare interactions.
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